
I. Introduction

Back pain is one of the most common reasons that patients 
suffer and a leading cause of disability worldwide [1]. This 
can be divided into neck pain (cervical), middle back pain 
(thoracic), and lower back pain (lumbar) based on the re-
gion affected. Lower back pain is the most common type of 
back pain because the lumbar spine supports most of the 
weight of the upper body. Back pain can originate from the 
muscles, nerves, bones, joints or other structures of the spine 
[2]. Diagnostic tests can vary according to their etiology, but 
usually computed tomography (CT) is considered the gold 
standard. Nowadays, new technologies are being developing 
to improve the accuracy of diagnosis and decrease the work-
load of doctors [3]. 
	 Computer-aided diagnosis (CAD) is rapidly entering the 
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field of radiology and has become a part of routine clinical 
work for medical image interpretation. The algorithms used 
in this area consist of several steps that may include image 
processing, image analysis, and classification with the use 
of tools, such as deep learning [4]. Deep learning allows 
computational models composed of multiple processing lay-
ers to learn representations of data. Vania et al. [5] used a 
hybrid method of convolutional neural networks (CNN) for 
spine segmentation CT scans and achieved good results by 
comparing this to other methods of spine segmentation. In 
our study, we developed a web-based automatic spine seg-
mentation system from CT scans using deep learning (CNN), 
which has been widely used in recent years.
	 The segmentation process subdivides an image into its 
constituent parts or objects, depending on the problem to be 
solved. Segmentation is stopped when the region of interest 
in a specific application has been isolated [6]. Today, medi-
cal imaging modalities generate high resolutions and a large 
number of images that cannot be examined manually [7]. 
This is driving the development of more efficient and robust 
problem-tailored image analysis methods for medical imag-
ing. Automated image segmentation could increase precision 
by eliminating the subjectivity of the clinician. Most of these 
methods consist of two steps: identification of the spine and 
separation of individual segments of the spine vertebrae [8]. 
	 There are several advantages to interfacing deep learning to 
a webpage. We aimed to develop a simple and user-friendly 
graphical user interface (GUI). Interfacing to a webpage 
makes it possible to run the method on any operating sys-
tem (OS) of computers and it provides the opportunity to 
use any computer using an IP address if it is located on a 
server. Moreover, the development of the web is improving 
rapidly, so it will be convenient to use in the future. Deep 
learning can be classified as supervised and unsupervised. 
This system will work with the following two types of action. 
(1) Deep learning supervised method: Supervised learning is 
conducted to get a desired result (to classify) from any data. 
Previously prepared test data (prepared data as input and 
output) should be named as test data and then used to train 
features by computer. In comparison, unsupervised learn-
ing is conducted to get common features from previously 
unprepared and unclarified data. In our study, we used the 
supervised learning method. (2) Training specific features 
of data by computer takes a long time, so it is impossible to 
train from the very beginning. Therefore, a previously pre-
pared hierarchical data format (HDF5) file is loaded, which 
makes it easier to re-train [9,10]. When training of this file 
is finished, it is also saved as a new one. Therefore, it is pos-

sible to use old versions. Previously trained HDF5 images are 
inserted and then re-training is conducted using requested 
data.
	 In this research, we aimed to develop web-based spine seg-
mentation with deep learning using CT scans. The provided 
model is basically a convolutional auto-encoder, but it has 
skip connections from encoder layers to decoder layers that 
are on the same ‘level’. There is a general consensus that suc-
cessful training of deep networks requires many thousands 
of annotated training samples. Moreover, the network must 
be fast. Segmentation of a 512 × 512 image takes less than a 
second on a recent GPU. We calculated sensitivity, dice simi-
larity coefficient (DSC), precision, recall, and F1-score. In 
addition, a Bland-Altman plot was drawn with mean differ-
ence values for statistical analysis. 

II. Methods 

1. Dataset
We used 344 images obtained from CT scans of 100 patients 
for the experiment. Of these, 330 images were used for train-
ing, and the remaining 14 were used for testing. Of the 330 
images used for learning, 20 were used for validation in the 
learning process. Three to four CT images were extracted 
from random locations per patient, and the images used in 
the test did not overlap with those of patients whose images 
were used for learning. The CT image size was 512 × 512 
pixels with a value of 12 bits per pixel. We converted the 12-
bit value to the 8-bit value and normalized it back to a value 
between 0 and 1. In this paper, an expert manually annotated 
the spinal region using the ImageJ digital analyzing tool to 
obtain the ground truth data. The region of interest obtained 
through annotation was made with a mask image filled with 
0 and 255 in a blank image of the same size as the CT image. 
For the original image and the mask image, we trained the 
deep learning model with the original CT image as the input 
image and the mask image as the output image.

2. Model and Deep Learning
The proposed work was implemented in Python using Keras 
taking TensorFlow as the backend and trained on a desk-
top with a 4.20 GHz Intel i7-7700k CPU and a GTX 1080i 
graphics card with a 32-GB GPU memory; and HTML, CSS, 
JavaScript, and Bootstrap framework were chosen for the 
GUI. The Python-based Flask web framework is being de-
veloped progressively, and there were only a few problems 
during coding. Also, Python 3.6, TensorFlow 1.8.0, Flask 
1.0.2, and Keras 2.2.0 were used for development.
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	 The function of the web system and training of spine 
segmentation with deep learning have the following steps. 
To develop the web system, we decided on the Python 
programming language, which was also the most suitable 
language for training. We used the U-Net architecture to 
train the data. U-Net is a convolutional network architecture 
for the fast and precise segmentation of images, and it was 
helpful for our study because it is an open-source architec-
ture [11,12]. Up to now, it has outperformed the prior best 
method (a sliding-window convolutional network) on the 
ISBI Challenge Workshop for the Segmentation of Neuronal 
Structures in Electron Microscopic Stacks. Also, there are 
many frameworks, such as Theano and CNTK for the back-
end in Keras but we chose TensorFlow, which is the most 
successful framework that is being developed. 
	 In the illustration of the U-Net architecture shown in Fig-
ure 1, each blue box corresponds to a multi-channel feature 
map. The number of channels is denoted on top of the box. 
The x-y-size is provided at the lower left edge of the box. 
White boxes represent copied feature maps. The arrows de-
note various operations:

Epochs = Input images
Batch size  , max batch size = 512.

If the number of input images is 1,000, then the batch size is 
32. It is perfectly configured.

3. Web Framework
Flask is a micro web framework written in Python [13,14]. It 
is classified as a microframework because it does not require 
particular tools or libraries. It has no database abstraction 
layer, form validation, or any other components where pre-
existing third-party libraries provide common functions. 
However, Flask supports extensions that can add application 
features as if they were implemented in Flask itself. Exten-
sions exist for object-relational mappers, form validation, 
upload handling, various open authentication technologies, 
and several common framework-related tools. Extensions 
are updated far more regularly than the core Flask pro-
gram. There are many advantages of a web-based system in 
comparison to a desktop application. For example, if a web 
system is deployed on any server, a user can see the results 
with the help of a computer from anywhere, regardless of 
the operating system of the computer. Moreover, there is no 
need for installation, and there is no special requirement 
for computer specifications. Besides, there are a lot of web 
frameworks, but Flask does not require precise capability so 
we would not face any problems in developing the proposed 
approach. 

4. �Web-Based Spine Segmentation Using Deep Learning 
in CT Scan Images Architecture

We uploaded similar CT data with a label that would lead to 
certain results with the supervised method of deep learning 
or training according to the prepared data. In this case, we 
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Figure 1. Process of spine segmentation using the U-Net architecture. CT: computed tomography.
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Figure 2. Web-based spine segmentation process.
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can estimate the dice coefficient from those image results. If 
a user wants to train using the supervised method, both the 
CT data and label (mask image) must be uploaded. There-
fore, a prepared HDF5 file is loaded, and then we can see the 
result of the test CT data. Additionally, we can calculate the 
dice coefficient by comparing the uploaded and predicted 
images, which shows the similarities between the images. 
	 First, data that a user wants to predict should be uploaded 
to the web-page. Then, if there is no problem in uploading 
the data, a request will be sent to the server. A NumPy file of 
those images will be generated, and if there is no error, data 
will be predicted using the deep learning model, and it will 
be shown as a JPEG file [15] (Figure 2). 

III. Results 

The automatic segmentation method was evaluated in terms 
of sensitivity, DSC, precision, recall, and F1-score using the 
data gathered [16,17]. For evaluation, we obtained true posi-
tive, true negative, false positive, and false negative results 
using the pixels of segmented images by automatic segmen-
tation, and these results are shown in Table 1. The results 
of automatic segmentation by deep learning are shown in 

Figure 3. In the Bland–Altman plot, the mean difference was 
1783.36, as shown in Figure 4. 
	 Figures 5 and 6 show the user interface (UI) of a web-based 
system. Figure 5 shows the UI for uploading a file on a web-
page. Figure 6 shows the result of segmenting the spine re-
gion through deep learning by sending the uploaded image 
file to the server. 

IV. Discussion

In this paper, we proposed a web-based CT image segmenta-
tion system that uses deep learning. The proposed approach 
sends a CT image received through the web to the server, 
segments the spinal region through deep learning on the 
server, and provides the result back via the web. In this way, 
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Figure 4. �Bland-Altman plot between deep learning-based seg-
mentation and manual segmentation results.

Table 1. Comparison of sensitivity, dice similarity coefficient 
(DSC), precision, recall, and F1-score between the results of 
manual and the deep learning measurements

Sensitivity DSC Precision Recall F1-score

86.99 90.40 96.81 86.99 91.64

A

B

C

D

E

F

Figure 3. �Examples of spinal area seg-
mentation results based on 
deep learning: (A, C, E) com-
puted tomography images 
and (B, D, F) deep learning-
based spinal segmentation 
results.
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CT image segmentation results obtained using the GPU-
based deep learning model could be provided easily and 
quickly anywhere on the web regardless of the specifications 
of the local computer. Our proposed web-based system has 
strong advantages in terms of scalability and accessibility. In 
other words, the process of entering and learning data is the 
same, so it is easy to expand into web-based systems for vari-
ous organs or lesions. Additionally, because it is provided 
over the network, anyone who is allowed on the network can 

use the system anywhere, regardless of computer specifica-
tions, through a web browser.
	 However, the system requires the resolution of some prob-
lems. Although this system excluded security issues because 
it was developed for research purposes, the addition of se-
curity transmission modules is essential for future system 
deployments because medical data is delivered over the 
network. In addition, various additional studies and verifica-
tion of deep learning-based spinal segmentation results are 
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Figure 5. �User interface of webpage 
for uploading files.
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Figure 6. �User interface of webpage to 
provide spinal segmentation 
results using deep learning.
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required. To develop a more accurate deep learning model, 
it is necessary to collect additional data and to select optimal 
parameters through comparison with various deep learning 
models and parameters. It is also necessary to verify the clin-
ical significance and reliability of the model by performing 
multi-instrument validation through images obtained from 
various medical institutions and equipment. If the security 
issues for medical data transmission are addressed first, the 
web-based system proposed in this paper can be effectively 
used for multi-center verification.
	 If some problems are solved through further research and 
verification of the system proposed in this paper, it is ex-
pected that the various information needed by clinicians can 
be provided through the web through accurate spinal area 
segmentation in the future. It is also expected that various 
deep learning-based algorithms will be developed and pro-
vided via the web in accordance with clinical needs, and it is 
expected that they can be conveniently and easily applied for 
clinical use without additional purchase of expensive equip-
ment.
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