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Abstract: Insects constitute a very important part of the global ecosystem and include pollinators,
disease vectors, and agricultural pests, all with pivotal influence on society. Monitoring and control of
such insects has high priority, and automatic systems are highly desirable. While capture and analysis
by biologists constitute the gold standard in insect identification, optical and laser techniques have
the potential for high-speed detection and automatic identification based on shape, spectroscopic
properties such as reflectance and fluorescence, as well as wing-beat frequency analysis. The present
paper discusses these approaches, and in particular presents a novel method for automatic identi-
fication of mosquitos based on image analysis, as the insects enter a trap based on a combination
of chemical and suction attraction. Details of the analysis procedure are presented, and selectivity
is discussed. An accuracy of 93% is achieved by our proposed method from a data set containing
122 insect images (mosquitoes and bees). As a powerful and cost-effective method, we finally propose
the combination of imaging and wing-beat frequency analysis in an integrated instrument.

Keywords: insects; mosquito; spectroscopy; wing-beat frequency; image

1. Introduction

Insects exhibit the largest variety of species in the animal kingdom with an estimated
number of 5.5 million varieties [1], and represented by 1 gigaton of carbon, they account
for the largest fraction of the total animal biomass [2]. Clearly, they play a very important
part in the global ecosystem, and like the rest of the biosphere, are also influenced by
global change [3]. Among the numerous types of insects, pollinators, disease vectors and
agricultural pests all have a pivotal influence on society. Pollinators are indispensable in
food production, and in the absence of insects the diet would be very limited and meager [3].
Disease vectors include malaria-carrying mosquitos, such as Anopheles, which transfer
Plasmodium parasites, responsible for about 400,000 deaths annually, mostly children in
Africa [4]. Additional vectors, including for dengue fever, West Nile and Zika virus,
Japanese encephalitis, and yellow fever, account for a further 300,000 deaths annually [5].
Agricultural pests, such as classical locusts, army worms, plant hoppers, etc. are responsible
for strong crop losses in many parts of the world. Monitoring and control of such insects
have a high priority, and automatic systems are highly desirable. Many of the insects
of interest have wings and can move over considerable distances. While capture and
analysis by biologists constitute the gold standard in insect identification, optical and laser
techniques have the potential for high-speed detection and automatic identification when
insects are in flight. Analysis can be based on shape, spectroscopic properties such as
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reflectance, depolarization, and fluorescence, as well as wing-beat frequency monitoring.
Many approaches can be implemented in remote-sensing systems such as time-of-flight-
(TOF), or CW bi-static light detection and ranging (lidar) installations, while additionally,
imaging followed by processing could be available in in situ insect traps.

The present paper discusses these approaches, and in particular presents a novel
method for automatic identification of mosquitos based on image analysis. Details of
the procedure are presented, and selectivity is discussed. Before going into our method
for insect identification by image processing, we will briefly describe techniques based
on spectroscopy and wing-beat frequency analysis. We will especially relate to our own
experience, and in a concluding section discuss pros and cons for different approaches.
Finally, we propose a cost-effective system based on basic image processing and wing-beat
frequency analysis implemented in an insect trap.

1.1. Reflectance, Depolarization, and Fluorescence Spectroscopy

Spectroscopic approaches (see, e.g., [6,7]) interrogate the molecular constituents of
objects, naturally then also including insects. Photonic interactions related to atmospheric
as well as aquatic fauna were recently reviewed in [8]. The reflectance spectrum recorded
following illumination with a broad spectral distribution of radiation corresponds to the
perceived color, but of course also extends outside the region accessible to the human
eye, i.e., to the ultraviolet (UV) and infrared (IR) domains. Surface reflections (specular
reflection) do not carry information on the interior of the material, which the diffuse light
does. Then, scattering inside the substance occurs, and specific absorption, governed by
the Beer-Lambert law, is revealed as color in a generalized sense. Specifically, polarization
analysis can be performed, and the depolarization of primary impinging linearly polarized
light can carry information on the structure of an insect in terms of hairiness, microstruc-
tures, etc. In particular, insects can be distinguished from raindrops [9], which according to
Mie scattering theory exhibit no depolarization. We note that colors also can result from
ordered nanostructures in, e.g., insect wings and bodies. Such structural colors, which are
among the most spectacular in the animal kingdom, are due to interference effects [10].

Reflection spectra from flying insects were first reported in [11], where a simple
amateur astronomical telescope, connected to a compact digital spectrometer, was directed
horizontally towards a background termination, arranged to be as dark as possible and
placed at a distance of about 100 m. When white sunlight reflected off insects flying into the
telescope field-of-view, abrupt spikes rising up from the low background were spectrally
recorded. Species of damselflies were identified. Similar dark-field work employing
sunlight, but also an artificial lamp at night time, was reported in [12] for the case of
Chinese agricultural pests. Laboratory-controlled studies on released insects gave detailed
information on the reflectance spectra of certain pests, and corresponding fluorescence
spectra were also recorded [13]. Later, full multi-spectral reflection imaging of insects using
an imaging spectrometer was also accomplished; see, e.g., [14].

Fluorescence, induced by a UV laser or other radiation source, and appearing Stokes-
shifted towards longer wavelengths, can carry complementary information on the molecu-
lar constituents, although spectral structures are, as for reflectance, broad with overlapping
contributions from major constituents such as melanin, carotenoids, etc., pertinent to in-
sects. Sharper Raman structures due to characteristic molecular vibrations may also be
observed for major constituents. Fluorescence spectra from insects were reported in [15,16]
using pulsed-laser TOF lidar techniques, which have a wide applicability in remote-sensing
environmental monitoring and the study of cultural heritage (see, e.g., [17–19]). By first
dusting caught and identified insects with fluorescent dyes, unique spectral signatures
are obtained, and the dispersion of insects in their natural habitat can be studied [16].
Fluorescence lidar monitoring of Chinese agricultural pests were also performed [20] using
TOF lidar techniques, and could also be extended to flying birds [21].
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1.2. Wing-Beat Frequency Analysis

Flying insects flap their wings with frequencies, which are related to the species, and
also to the sex within the same species. This gives rise to well-known sounds with typical
pitch, which are readily recognized by humans as being different for mosquitos, flies,
and bees. Clearly, analyzing the sounds captured by a microphone adds specificity to the
approach. Thus, acoustic systems employing pressure waves for insect identification have
been developed (see, e.g., [22,23]). Wing-beats can also be detected as oscillation in the
light, which scatters off a flying insect. This can be observed in passive, dark-field, systems
using ambient light [12], but more conveniently using high-repetition-rate or CW lidar
systems. First results were related to lidar monitoring of bees, as reported in [24,25], and
with the application to the detection of hidden land-mines and explosives when using
honey bees, which were specially trained to be attracted to TNT fumes. Insect detection and
associated wing-beat frequency analysis at considerable range were made highly realistic
with the introduction of CW, bi-static lidar systems based on the Scheimpflug principle [26].
Such systems, which are also very powerful for aerosol and air pollutant monitoring, are
described, e.g., in [27–29]. Scheimpflug lidars observe a transmitted CW laser beam at an
angle with a low-price amateur astronomy telescope, placed less than a meter from the
transmitting optics and on a co-rotated platform. The imaging detector is arranged at a
specific angle, for which the laser beam is imaged sharply on the detector array, at close as
well as at far range. In contrast to TOF lidar systems, where the signal intensity falls off
with an 1/r2 dependence (r being the range), a Scheimpflug lidar basically shows a constant
signal level out to large ranges, but now with a strongly falling-off range resolution. Since
the array detector can be read out at high speed, a high temporal resolution is obtained,
also allowing wing-beat frequencies up to hundreds of Hz to be recorded, and with a
capability of one hundred thousand observed events for single-night recordings.

Such systems have been employed in many field experiments on different continents,
where monitoring of wing-beat frequencies was also performed (see, e.g., [30–34]. Analysis
of light depolarization [9], insect flight speed [33], and differential back-scattering using two
laser wavelengths (see, e.g., [35–37]) has also been accomplished. Normally, Scheimpflug
lidar systems operate with elastic back-scattering from the targets. However, by using a
double Scheimpflug arrangement, with a 2-D detector, the fluorescence spectrum induced
by a blue CW laser can be recorded for each range interval. This was demonstrated for
under-water lidar monitoring at ranges up to 5 m [38,39], and also for terrestrial vegetation
monitoring from a light-weight drone-based system [40].

It should be noted that several non-lidar laser-based systems have been constructed
for in situ or close-range characterization of insects [41–44]. These include systems with
different laser or LED wavelengths, allowing crude reflectance characterization, as well
as studies of depolarization. Below, we will concentrate on in situ sampling systems,
which combined with optical detection have the potential for be particularly realistic and
cost-effective.

2. Mosquito Sampling Method
2.1. Common Sampling Methods

We will here first describe current mosquito sampling methods and then present
the system used in our imaging study. The main conventional methods for monitoring
adult mosquitoes are the human-landing catch, human-baited double net trap, and light
traps techniques. The human-landing catch approach uses a tube for mosquitoes trying
to penetrate the human skin [45]. This method puts collectors at risk of being bitten
by infectious mosquitoes and contracting malaria, which is of course very problematic.
The human-baited double net trap is divided into an inner net and an outer net [46].
The attractant sits in the enclosed area of an inner net, exposing free skin areas; the collector
then uses an electric mosquito sucker between the inner net and the outer net to collect
mosquitoes, which settled on the mosquito net. Since the distance between the attractor
and the mosquitoes is larger, the mosquito trapping effect may be reduced accordingly.
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The light trap method utilizes the phototaxis of mosquitoes. The mosquito light trap is
often placed near mosquito breeding grounds [47]. It has limitations such as easy damage
to the equipment, and attraction of also other types of insects subject to phototaxis.

2.2. Present System Description

The instrument designed for the present experiments avoids certain problems of the
types mentioned above. The structure of the arrangement is shown in Figures 1 and 2.
We use a Biogents BG-Sentinel commercial trap [48], on top of which we install the imaging
unit. The two parts are marked with 1© and 2© in Figure 1. An illuminator 4© is placed on
the top of the instrument. On the one hand, it fulfills the function of light trapping, and
on the other hand, it provides illumination for the photos taken by the camera 3©. On the
opposite side of the camera, the instrument uses black cloth 6© as the scene background,
which increases the contrast in the photos of the insects taken by the camera.
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top of a BG-Sentinel commercial mosquito trap 2©. 3© indicates a camera for taking pictures and
4© is an illuminator placed on the top of the instrument. The cover has a small opening 5© on top.

Black cloth 6© is used as the scene background. Mosquitoes are caught in a black net bag 7©. A fan
8© is placed under the mosquito net bag, and at the bottom of the container there is an attractant 9©.

(a) shows the design structure of the system, while 1 (b) is a physical photo of the system.

The lower BG-Sentinel trap part of the instrument is a foldable white fabric cylindrical
container, 40 cm high and 36 cm in diameter. At the bottom of the container is an attractant
9© that simulates human odor. The middle part of the instrument is connected to a black

mosquito catching net bag 7©. A fan 8© is placed under the mosquito net bag, and causes
an air flow to suck mosquitoes into the mosquito net bag. The air flow effectively prevents
the trapped mosquitoes from flying again and the bag ensures that the mosquitoes will not
be damaged by the fan.

The light and the odor attractant bring mosquitoes to the instrument, where they
enter a small opening 5© on the top, as caught by the air flow produced by the fan.
The camera will take pictures of the mosquitoes sucked into the instrument. The photos are
transferred to a personal computer, where insects are counted and classified as described
in Section 3.2. Our image recognition algorithm effectively distinguishes mosquitoes from
some other phototaxis insects captured by the instrument, ensuring a high accuracy of the
data. The cost of our instruments is very low, and it is quite sturdy and can be deployed
for large-scale, long-term monitoring of mosquitoes. It can save a lot of manpower and
material resources.
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above, against a black cloth background.

In our case, the sampling experiments were performed in the laboratory environment.
Mosquitoes and our system were put in the same mosquito net enclosure to make sure
that mosquitoes could fly freely into our system and they could not move outside the
laboratory. The camera we used is an ELP-USB130W01MT-L170 unit. The sampling
platform is Labview 2014 (32 bit) based on Windows 7, 16 G memory and Intel (R) Core
(TM) i7-3770 3.40 GHz.

3. Insect Imaging

Many advanced methods have been proposed to detect and classify insects. A solu-
tion was presented in [49], to detect Aedes Aegypti mosquito species using images taken
from a camera with a 500× optical zoom and employing a support vector machine (SVM)
algorithm. By employing the SVM algorithm, properties like the mean value, standard de-
viation, entropy, energy, contrast, correlation, and eccentricity are considered. An accuracy
of 80% was obtained from the processes. Fixed threshold and sliding threshold methods
were introduced in [50] to detect insects by using smart phones. By improving the existing
technique based on a fixed threshold method, an accuracy of 95% was obtained in online
identifying and counting of insects. A system for combating infectious diseases by using
image classification techniques and collaboration with ordinary citizens was introduced
in [51]. Citizens were asked to use their smart phones for image capturing and reporting
mosquitoes, which they encountered. This approach is capable of using computer vision
techniques to strengthen communities affected by an arbovirus epidemic and provide
valuable information to experts being in charge of coordinating solutions. A further ap-
plication employing smart phones is presented in [52]. A system, which integrates image
processing, feature selection, unsupervised clustering, and a support vector machine (SVM)
learning algorithm for classification, was introduced in [53]. This system can with high
accuracy classify nine different disease-carrying species, which were captured from a real
outdoor trap. A data set containing 303 tagged images of nine mosquito species taken via
a smart-phone camera was used in this paper. In the processing step, 39 features based
on local binary patterns [54] and Haralick texture features [55] were extracted, and then
the number of features was reduced to 8 through linear discriminant analysis (LDA), and
finally fed to an SVM for classification. The overall accuracy of the system for nine species
is 77.5%. A vision-based architecture of detection with You Only Look Once (YOLO) and
classification with SVM algorithms was introduced in [56]. A data set with six species of
flying insects comprised 700 individuals. Shape feature, texture feature, color feature, and
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HOG feature were extracted to train the SVM algorithms. The accuracy of counting and
classification is above 90% and the miss rate is below 7.5%.

However, some of these methods need plenty of calculations and data to train the
algorithms, which make them both time-consuming and expensive. These methods can
be implemented in economically developed areas because these places have sufficient
conditions of support, but most of the areas affected by mosquito-borne diseases are less
developed and poor. The most important thing for the monitoring of mosquito populations
should be convenience and reliability, so that it can be carried out easily under the complex
conditions in these areas. Our purpose is to develop a fast, convenient, and effective
method with low-cost that can simultaneously have the effects of population monitoring,
classification and capturing.

We here present a new simple and effective method with low cost and high accuracy.
The main idea of our method is template matching [57]. Template matching involves
defining a measure or a “cost” to find the “similarity” between the (known) reference
patterns and the (unknown) test patterns by performing a matching operation. Since
template matching was originally proposed, many improved algorithms such as Fast
Template Matching [58] and Very Fast Template Matching [59] were introduced with higher
speed and better performance. Using a single template, the detection capacity is clearly
very limited. Multi-target recognition is the most common case in object detection. Multi-
target template matching algorithms were developed based on single template matching.
Classification is also another common task in object detection. Without employing large
data sets and performing excessive calculations, a simple way with high accuracy is
introduced in the present paper.

3.1. Detection and Classification

In this section we present our method to detect and classify mosquitoes from other
insects captured by the camera. The experimental environment of detection and classifica-
tion processes is Visual Studio 2019 based on Windows 10, 16 G memory and Intel (R) Core
(TM) i5-4210U 1.70 GHz. We chose bees as an example of a species, to be discriminated
against. There is a sequence of steps in our method, including image graying, padding,
template matching, covering, and classification, as detailed below.

• Step one: Convert the image (pixels: 1280 × 960) into grayscale.
• Step two: Cut out the template (pixels: 200 × 144) from one image sample, as shown

in Figure 3a, and perform the padding operation to another image sample. Padding
operation means to increase length and width of the original photo with the length
and width of the template to make the new image (pixels: 1480 × 1104), as shown in
Figure 3b. Without applying a padding operation, targets that are near the boundary
would be missed by the algorithm.
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First, align the template in the upper left corner of the new image. Calculate the
similarity between the template and the area covered by the template (the Region of
Interest, ROI). The correlation coefficient rccoe f f is calculated as follows [57]:

rccoe f f (x, y) = ∑x′ ,y′ I′T
(
x′, y′

)
× I′ROI

(
x + x′, y + y′

)
(1)

Here, x and y are the pixel location information in the image; 0 ≤ x < 1280 and
0 ≤ y < 960. x′ and y′ are the pixel location information in template; 0 ≤ x′ < 200 and
0 ≤ y′ < 144, We further calculate I′T [57]:

I′T
(
x′, y′

)
=

IT(x′, y′)−
∑x′′ ,y′′ IT(x′′ ,y′′ )

W×H√
∑x′′ ,y′′ I2

T(x′′ , y′′ )
(2)

IT(x′, y′) is the intensity of the pixel, which is located in (x′, y′) of the template.
x′′ and y′′ are also the pixel location information in the template, 0 ≤ x′′ < 200 and
0 ≤ y′′ < 144. W and H are the width and height of the template, which are 200 and 144,
respectively. Equation (2) can be considered as a normalization process. By subtracting the
mean and dividing by the variance, it is guaranteed that the particular light intensity will
not affect the calculation results.

Further, I′ROI is calculated as [57]:

I′ROI
(
x′, y′

)
=

IROI(x′, y′)−
∑x′′ ,y′′ IROI(x′′ ,y′′ )

W×H√
∑x′′ ,y′′ I2

ROI(x′′ , y′′ )
(3)

Here IROI(x′, y′) is the intensity of the pixel, which locates in (x′, y′) of the ROI
region. x′′ and y′′ are also the pixel location information in the ROI; 0 ≤ x′′ < 200 and
0 ≤ y′′ < 144. Again, W and H are the width and height of the template, which are 200
and 144, respectively.

• Step three: Move the template one pixel to the right and repeat the calculation in Step
2 until the template arrives to the far right.

• Step four: When the template arrives to the far right, move it one pixel down and
repeat the calculation in Step two and Step three from the far left.

• Step five: After Step three and Step four, we can get a new matrix Rccoe f f of dimension
(1480 − 200 + 1) × (1104 − 144 + 1), composed of the calculated correlation coefficient
rccoeff values. They are limited between −1 and 1. The higher the correlation value
is, the greater the matching degree is. The result is shown in Figure 4b), where the
vertical scale, showing the correlation, has been multiplied by 255 for clarity. Then we
select the maximum value, the minimum value and maximum position information
from the matrix.

Three threshold values, 0.4, 0.45, and 0.5, were tested in the first place. When the
threshold value is set too small, mosquitoes that do not match the template very well can be
detected, which improves the detection efficiency, but at the same time some interference
factors, such as debris from trees, feathers etc. may be mistakenly detected as mosquitoes,
which reduces the detection accuracy. On the contrary, when the threshold value is set too
high, some mosquitoes will be ignored by the algorithm because the matching coefficient is
not high enough, which reduces the detection efficiency, but at the same time the algorithm
will also eliminate some interfering factors to improve the detection accuracy. After testing
and comparison, the algorithm is found to have the best combination of detection rate
and accuracy when the threshold value of 0.4 is selected. When the calculated correlation
coefficient is higher than the threshold value, we define that it belongs to the location area
of the object.
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• Step six: Centering on the coordinates of the maximum, an area of the same size
(pixels: 200 × 144) as the template in the original image (pixels: 1280 × 960) is placed.
Normalization, binarization, and morphological processing are carried out for the
region within the original area to obtain the contour of the object. Then, we calculate
the area and perimeter of this contour and divide the perimeter by the area to get
the ratio.

• Step seven: In the matrix Rccoe f f covering procedure is performed, which is replacing
the area in Step six with the minimum value from Step five. Then, we repeat the
process in Step five and Step six until the maximum value is smaller than the threshold.
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3.2. Result Evaluation
3.2.1. Detection Algorithm Evaluation

Single template matching is the main idea of our proposed method. On the basis
of signal template matching, a multi-target template matching algorithm was developed
by adding a covering procedure. In order to further improve the detection efficiency,
a padding operation was introduced to multi-target template matching, which constitutes
the detection algorithm we proposed. Fuzzy preprocessing operation was not considered
in the steps. In fact, Fuzzy preprocessing can reduce imaging interference caused by
various kinds of uncertainties. It has been shown that it is possible to further improve the
recognition accuracy by performing a Fuzzy preprocessing operation on the image [60,61].
To evaluate the performance of these three types of detection algorithms and the degree
of possible improvement, we recorded 122 insect images (71 images of mosquitoes and
51 images of bees) and examples of results from the three different algorithms are shown
in Figures 5 and 6. Figure 5 shows the different results between single template matching
and multi-target template matching. After adding the covering procedure, more than one
target can be detected. The target (mosquito) near the boundary cannot be found by our
algorithm in Figure 6a. By padding the boundary, there are more pixels near the target that
can be used when calculating (see Figure 6b). Table 1 shows the different detection rates
for these three algorithms, which includes Single template matching, Multi-target template
matching and our proposed detection algorithm. After our improvements, the detection
rate reaches 92%, from an initial 64%.
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Table 1. Performance of different algorithms.

Algorithm Type Template
Matching Covering Padding Detection Rate

Single template
matching
algorithm

√
× × 64%

Multi-target
template matching

algorithm

√ √
× 84%

Our
proposed
algorithm

√ √ √
92%

3.2.2. Classification Method Evaluation

To evaluate the performance of the classification methods, several pictures of bees
were also recorded by the camera. After Step five in Section 2.1, a set of processes were
performed with the ROI to classify mosquitoes and bees. The processes are displayed
in Figures 7 and 8. We can see, from Figures 7d and 8d, that the body area of a bee
is much larger than that of a mosquito. At the end of the processing step, only those
targets classified as mosquitoes by the algorithm will be colored, otherwise there will be
no operation. Different results are shown as Figures 7e and 8e. For crude classification we
calculate the area and perimeter of the target in the ROI. Perimeter means the number of
pixels contained in the edge of the contour, while area means the number of all the pixels
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contained in the contour. Using these parameters, we calculate two contrast functions,
perimeter/area and (perimeter)2/area. The two function values for each mosquito and
each bee are plotted in Figure 9a,b. We note that while the second function (plotted in
(b)) is dimensionless [62], i.e., only depends on shape/structure, the first function (plotted
in (a)) also depends on size. We note, that shape/structure (the main information from
imaging) alone can discriminate between the insects, but when also incorporating size (a),
the discrimination becomes better.
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In order to objectively evaluate the effectiveness of the method, several evaluation
criteria were introduced as shown in Equations (4)–(6), where TP, FN, and FP are defined
as follows. TP: true positive, which means that objects were detected as mosquitoes and
they are mosquitoes. FN: false negative, which means that objects are not detected as
mosquitoes but they are mosquitoes. FP: true negative, which means that objects were
detected as mosquitoes but are not mosquitoes (which could be absence of insects, or a bee).
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Then recall, precision and F-measure values, which are standard performance parameters,
can be calculated as follows [63]:

Recall =
TP

TP + FN
(4)

Precision =
TP

TP + FP
(5)

F−measure = 2× Precision× Recall
Precision + Recall

(6)

Sometimes there are contradictions between recall and precision. In this case, we need
to carry out a synthesis. F-measure is defined as a harmonic mean of recall and precision [64].
The higher the F-measure, the better performance will be. We have earlier successfully used
these performance criteria in connection with the extraction of important information from
cluttered images [65]. The performance results are presented in Table 2. No Classification
means that we only used the detection method, while Classification means that we used
the detection method and the Classification method at the same time. Compared with
the No Classification method, all the values of the classification methods including recall,
precision, and F-measure, are increased. We note that there is a quite limited number of
samples in this evaluation. More advanced and accurate detection methods and processing
methods require a large number of samples to support, which may be implemented in the
near future.

Table 2. Performance of different methods.

Methods TP FN FP Recall Precision F-Measure

No
Classification 86 14 13 86.0% 86.8% 86.4%

Classification 93 6 7 93.9% 93.0% 93.5%

4. Conclusions and Future Work

In this paper, we have reviewed optical methods for insect characterization based
on spectroscopic features such as reflectance, depolarization, and the use of wing-beat
frequency analysis. Such techniques can be implemented in remote sensing systems based
on TOF or compact CW bi-static lidar systems, but also in in situ insect traps employing,
e.g., chemical attraction. CW systems, based on the Scheimpflug principle, are found to be
particularly powerful in the continuous logging and characterization of huge amounts of
insects, which intersect the laser beam at different distances. Traps have been extensively
used for later detailed manual analysis of species, but clearly are very labor intensive. We
have here presented a method for image analysis of insects entering a trap, which operates
with combined light, suction, and chemical attraction. Images are recorded by a low-cost
camera when illuminated insects are passing the field-of-view at a defined distance in
the suction channel. In this way we ensure that the target apparent size as captured by
the camera does not change greatly, which facilitates the analysis of the images stored in
the computer. Template matching and simple shape features (perimeter and area) were
used for the classification. After data processing, an accuracy of 93% was obtained in
automatic discrimination between mosquitoes and bees. Compared with spectroscopy
techniques, such image capture and analysis can be implemented very cost-effectively
using compact systems.

Clearly, there is much room for improvement in the approach taken. Sharper images
can be captured with a higher-quality camera, and matched to an extensive bank of template
images. Machine learning or deep learning approaches could be implemented. In such a
way, more detailed speciation would become feasible, which would be particularly valuable
for differentiating different species of mosquitos, and even sexes. Needless to say, the
processing then becomes correspondingly more demanding.
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The generalization ability will be the important factor to consider when choosing
machine learning or deep learning approaches. The generalization refers to the adaptability
of machine learning algorithms to fresh samples. The actual application of a neural network
depends on its generalization, meaning that the generalization ability absolutely determines
whether the structure of a neural network is effective. There have been many solutions to
the generalization of deep learning, such as various gradient descent methods, network
structure improvements (including activation functions, connectivity styles), etc. A two-
stage training method including pre-training processing and implicit regularization training
processing was presented in [66]. Compared with existing methods, the two-stage method
had better performance in the classification task of different data sets (such as MNIST,
SVHN, CIFAR10/100, and ILSVRC2012). This method improved the generalization ability
of the neural network by optimizing the feature boundary, and at the same time, it had
strong robustness in the selection of hyperparameters. In [67], the family of nonlinearities
for the neural network were referred to as ‘’Leaky-ReLU.” SVM models developed from the
study of Leaky-ReLU-type deep neural networks were introduced to transfer classification
tasks into linear classification in a particular tensor space. At the end, a generalization
bound was developed for deep neural networks. The main idea is to parameterize the
neural network, instead of traditional network optimization through weights.

Very simple equipment could still be powerful, by combining straight-forward im-
age analysis along the lines presented, by wing-beat frequency determination. Then a
photodiode would be used for the dual purpose of triggering the camera exposure, and
for capturing the fundamental wing-beat frequency and the contents of over-tones, as
evaluated by Fourier transformation. The frequency spectrum is related to the orientation
of the insect [44], which could be inferred also from imperfect images. Basically, a quite
powerful but still very cost-effective system could be achieved, by combining the wing-beat
frequency analysis described in our earlier insect trap work [68], with the simple imaging
approach presented in this paper. We believe that such low-cost systems could be dis-
tributed and connected to a central processing unit for achieving very valuable information
related to disease vectors, pollinators, as well as agricultural pests in an extended area.

Author Contributions: Conceptualization, G.Z. and S.S.; methodology, Y.L., G.Z. and S.S.; software,
Y.L., Y.S. and G.Z.; validation, Y.L., Y.S. and S.S.; formal analysis, Y.L.; resources, S.S.; writing —
original draft preparation, Y.S., Y.L. and S.S.; writing—review and editing, S.S.; supervision, S.S.;
project administration, S.S.; funding acquisition, S.S. All authors have read and agreed to the pub-
lished version of the manuscript.

Funding: Financial support was obtained from the Science and Technology Program of Guangzhou
(2019050001), and the Guangdong Provincial Key Laboratory of Optical Information Materials and
Technology (2017B030301007).

Data Availability Statement: Data are available from the authors on request.

Acknowledgments: The authors gratefully acknowledge the support of Guofu Zhou.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Stork, N. How many species of insects and other terrestrial arthropods are there on earth? Annu. Rev. Entomol. 2018, 63, 31–45.
2. Yinon, M.B.O.; Rob, P.; Ron, M. The biomass distribution on earth. Proc. Natl. Acad. Sci. USA 2018, 115, 6506–6511.
3. Schowalter, T.D.; Noriega, J.A.; Tscharntke, T. Insect effects on ecosystem services—Introduction. Basic Appl. Ecol. 2018, 26, 1–7.
4. World Health Organization. World Malaria Report 2020; World Health Organization: Geneva, Switzerland, 2020.
5. Rosenberg, R.; Lindsey, N.P.; Fischer, M.; Gregory, C.J.; Hinckley, A.F.; Mead, P.S.; Paz-Bailey, G.; Waterman, S.H.; Drexler, N.A.;

Kersh, G.J.; et al. Vital signs: Trends in reported vector-borne disease cases—United States and territories, 2004–2016. MMWR
Morb. Mortal. Wkly. Rep. 2018, 67, 496–501.

6. Svanberg, S. Atomic and Molecular Spectroscopy—Basic Aspects and Practical Applications, 4th ed.; Springer: Heidelberg/Berlin,
Germany; New York, NY, USA, 2004.

7. Tkachenko, N.V. Optical Spectroscopy—Methods and Instrumentation; Elsevier: Amsterdam, The Netherlands, 2006.
8. Brydegaard, M.; Svanberg, S. Photonic monitoring of atmospheric and aquatic fauna. Laser Photonics Rev. 2018, 12, 1800135.



Sensors 2021, 21, 3329 13 of 15

9. Zhu, S.M.; Malmqvist, E.; Li, W.S.; Jansson, S.; Li, Y.Y.; Duan, Z.; Svanberg, K.; Feng, H.Q.; Song, Z.W.; Zhao, G.Y.; et al. Insect
abundance over Chinese rice fields in relation to environmental parameters, studied with a polarization-sensitive CW near-IR
lidar system. Appl. Phys. B 2017, 123, 211.

10. Berthier, S. Structural Color Reference Iridescences: The Physical Colors of Insects; Springer International: Dordrecht, The Nether-
lands, 2007.

11. Runemark, A.; Wellenreuther, M.; Jayaweera, H.H.E.; Svanberg, S.; Brydegaard, M. Rare events in remote dark-field spectroscopy:
An ecological case study of insects. IEEE Sel. Top. Quantum Electron. 2012, 5, 1573–1582.

12. Zhu, S.M.; Li, Y.Y.; Gao, L.N.; Li, T.Q.; Zhao, G.Y.; Svanberg, S.; Lu, C.H.; Hu, J.D.; Huang, J.R.; Feng, H.Q. Optical remote
detection of flying Chinese agricultural pest insects using dark-field reflectance measurements. Acta Sin. Entomol. 2016, 59,
1376–1385.

13. Li, Y.Y.; Zhang, H.; Duan, Z.; Lian, M.; Zhao, G.Y.; Sun, X.H.; Hu, J.D.; Gao, L.N.; Feng, H.Q.; Svanberg, S. Optical characterization
of agricultural pest insects: A methodological study in the spectral and time domains. Appl. Phys. B 2016, 122, 213.

14. Li, M.; Jansson, S.; Runemark, A.; Peterson, J.; Kirkeby, C.T.; Jönsson, A.M.; Brydegaard, M. Bark beetles as lidar targets and
prospects of photonics surveillance. J. Biophotonics 2020, 14, e202000420.

15. Brydegaard, M.; Guan, Z.; Wellenreuther, M.; Svanberg, S. Insect monitoring with fluorescence lidar techniques: Feasibility study.
Appl. Opt. 2009, 48, 5668–5677.

16. Guan, Z.; Brydegaard, M.; Lundin, P.; Wellenreuther, M.; Runemark, A.; Svensson, E.I.; Svanberg, S. Insect monitoring with
fluorescence lidar techniques: Field experiments. Appl. Opt. 2010, 49, 5133–5142.

17. Weitkamp, C. LIDAR: Range-Resolved Optical Remote Sensing of the Atmosphere; Weitkamp, C., Ed.; Springer: New York, NY,
USA, 2005.

18. Svanberg, S. Fluorescence spectroscopy and imaging of lidar targets. In Laser Remote Sensing; Fujii, T., Fukuchi, T., Eds.; CRC
Press: Boca Raton, FL, USA, 2005; pp. 433–467.

19. Raimondi, V.; Cecchi, G.; Lognoli, D.; Palombi, L.; Grönlund, R.; Johansson, A.; Svanberg, S.; Barup, K.; Hällström, J. The fluores-
cence lidar technique for the remote sensing of photoautotrophic biodeteriogens on outdoor cultural heritage: A decade of in situ
experiments. Int. Biodeterior. Biodegrad. 2010, 63, 823–835.

20. Mei, L.; Guan, Z.G.; Zhou, H.J.; Lv, J.; Zhu, Z.R.; Cheng, J.A.; Chen, F.J.; Löfstedt, C.; Svanberg, S.; Somesfalean, G. Agricultural
pest monitoring using fluorescence lidar techniques. Appl. Phys. B 2012, 106, 733–740.

21. Brydegaard, M.; Lundin, P.; Guan, Z.; Runemark, A.; Åkesson, S.; Svanberg, S. Feasibility study: Fluorescence lidar for remote
bird classification. Appl. Opt. 2010, 49, 4531–4544.

22. Potamitis, I.; Ganchev, T.; Kontodimas, D. On automatic bioacoustic detection of pests: The cases of Rhynchophorus ferrugineus and
Sitophilus oryzae. J. Econ. Entomol. 2009, 102, 1681–1690.

23. Potamitis, I.; Rigakis, I. Measuring the fundamental frequency and the harmonic properties of the wingbeat of a large number of
mosquitoes in flight using 2D optoacoustic sensors. Appl. Acoust. 2016, 109, 54–60.

24. Repasky, K.S.; Shaw, J.A.; Scheppele, R.; Melton, C.; Carlsten, J.L.; Spangler, L.H. Optical detection of honeybees by use of
wing-beat modulation of scattered laser light for locating explosives and land mines. Appl. Opt. 2006, 45, 1839–1843.

25. Hoffman, D.S.; Nehrir, A.R.; Repasky, K.S.; Shaw, J.A.; Carlsten, J.L. Range-resolved optical detection of honeybees by use of
wing-beat modulation of scattered light for locating land mines. Appl. Opt. 2007, 46, 3007.

26. Brydegaard, M.; Gebru, A.; Svanberg, S. Super resolution laser radar with blinking atmospheric particles—Application to
interacting flying insects. Prog. Electromagn. Res. 2014, 147, 141.

27. Malmqvist, E.; Jansson, S.; Török, S.; Brydegaard, M. Effective parameterization of laser radar observations of atmospheric fauna.
IEEE J. Sel. Top. Quantum Electron. 2015, 22, 327.

28. Mei, L.; Brydegaard, M. Continuous-wave differential absorption lidar. Lasers Photonics Rev. 2015, 9, 629.
29. Brydegaard, M.; Jansson, S. Advances in entomological laser radar. J. Eng. 2019, 2019, 7542–7545.
30. Gebru, A.K.; Rohwer, E.G.; Neethling, P.; Brydegaard, M.S. Investigation of atmospheric insect wing-beat frequencies and

iridescence features using a multispectral kHz remote detection system. J. Appl. Remote Sens. 2014, 8, 083503.
31. Malmqvist, E.; Jansson, S.; Zhu, S.M.; Li, W.S.; Svanberg, K.; Svanberg, S.; Rydell, J.; Song, Z.W.; Bood, J.; Brydegaard, M.;

et al. The bat-bird-bug battle: Daily flight activity of insects and their predators over a rice field revealed by high resolution
Scheimpflug lidar. R. Soc. Open Sci. 2018, 5, 172303.

32. Song, Z.W.; Zhang, B.X.; Feng, H.Q.; Zhu, S.M.; Hu, L.N.; Brydegaard, M.; Li, Y.Y.; Jansson, S.; Malmqvist, E.; Svanberg, K.; et al.
Application of lidar remote sensing of insects in agricultural entomology on the Chinese scene. J. Appl. Entomol. 2020, 144, 161.

33. Li, Y.Y.; Wang, K.; Quintero-Torres, R.; Brick, R.; Sokolov, A.V.; Scully, M.O. Insect flight velocity measurement with a CW near-IR
Scheimpflug lidar system. Opt. Express 2020, 28, 21891.

34. Brydegaard, M.; Jansson, S.; Malmqvist, E.; Mlacha, Y.P.; Gebru, A.; Okumu, F.; Killeen, G.F.; Kirkeby, C. Lidar reveals activity
anomaly of malaria vectors during pan-African eclipse. Sci. Adv. 2020, 6, eaay5487.

35. Gebru, A.; Jansson, S.; Ignell, R.; Kirkeby, C.; Prangsma, J.C.; Brydegaard, M. Multiband modulation spectroscopy for the
determination of sex and species of mosquitoes in flight. J. Biophotonics 2018, 11, e201800014.

36. Lu, J.C.; Li, Y.; Yuan, Y.; Zhu, S.M.; Duan, Z.; Zhao, G.Y.; Svanberg, S. Monitoring of flying insects using a dual-wavelength CW
lidar system. In Proceedings of the 2019 Asia Communications and Photonics Conference, Optical Society, Chengdu, China,
2–5 November 2019; p. M4A.4.



Sensors 2021, 21, 3329 14 of 15

37. Kirkeby, C.; Rydhmer, K.; Cook, S.M.; Strand, A.; Torrance, M.T.; Swain, J.L.; Prangsma, J.; Johnen, A.; Jensen, M.; Brydegaard, M.;
et al. Advances in automatic identification of flying insects using optical sensors and machine learning. Sci. Rep. 2021, 11, 1555.

38. Zhao, G.Y.; Ljungholm, M.; Malmqvist, E.; Bianco, G.; Hansson, L.A.; Svanberg, S.; Brydegaard, M. Inelastic hyperspectral lidar
for profiling aquatic ecosystems. Laser Photonics Rev. 2016, 10, 807–813.

39. Duan, Z.; Yuan, Y.; Lu, J.C.; Wang, J.L.; Li, Y.; Svanberg, S.; Zhao, G.Y. Under-water spatially, spectrally, and temporally resolved
optical monitoring of aquatic fauna. Opt. Express 2020, 28, 2600–2610.

40. Wang, X.; Duan, Z.; Brydegaard, M.; Svanberg, S.; Zhao, G.Y. Drone-based area scanning of vegetation fluorescence height profiles
using a miniaturized hyperspectral lidar system. Appl. Phys. B 2018, 124, 207.

41. Potamitis, I.; Rigakis, I. Large aperture optoelectronic devices to record and time-stamp insects’ wingbeats. IEEE Sens. J. 2016, 16,
6053.

42. Genoud, A.P.; Basistyy, R.; Williams, G.M.; Thomas, B.P. Optical remote sensing for monitoring flying mosquitoes, gender
identification and discussion on species identification. Appl. Phys. B 2018, 124, 46.

43. Rigakis, I.; Potamitis, I.; Tatlas, N.-A.; Livadaras, I.; Ntalampiras, S. A multispectral backscattered light recorder of insects’
wingbeats. Electronics 2019, 8, 277.

44. Brydegaard, M. Towards quantitative optical cross sections in entomological laser radar—Potential of temporal and spherical
parameterizations for identifying atmospheric fauna. PLoS ONE 2015, 10, e0135231.

45. Kenea, O.; Balkew, M.; Tekie, H.; Gebre-Michael, T.; Deressa, W.; Loha, E.; Lindtjorn, B.; Overgaard, H. Comparison of two adult
mosquito sampling methods with human landing catches in south-central Ethiopia. Malar. J. 2017, 16, 30.

46. Degefa, T.; Yewhalaw, D.; Zhou, G.; Atieli, H.; Githeko, A.K.; Yan, G. Evaluation of human-baited double net trap and human-
odour-baited CDC light trap for outdoor host-seeking malaria vector surveillance in Kenya and Ethiopia. Malar. J. 2020, 19,
174.

47. Moore, C.G.; McLean, R.G.; Mitchell, C.J.; Nasci, R.S.; Tsai, T.F.; Calisher, C.H.; Marfin, A.A.; Moore, P.S.; Gubler, D.J. Guidelines for
Arbovirus Surveillance Programs in the United States; 1993. Available online: https://www.cdc.gov/ncezid/dvbd/adb/resources/
arboguid_508.pdf (accessed on 31 March 2021).

48. Maciel-de-Freitas, R.; Eiras, A.E.; Lourenço-de-Oliveira, R. Field evaluation of effectiveness of the BG-Sentinel, a new trap for
capturing adult Aedes Aegypti (Diptera: Culicidae). Memórias do Instituto Oswaldo Cruz 2006, 101, 321–325.

49. De Los Reyes, A.M.M.; Reyes, A.C.A.; Torres, J.L.; Padilla, D.A.; Villaverde, J. Detection of Aedes Aegypti mosquito by digital
image processing techniques and support vector machine. In Proceedings of the 2016 IEEE Region 10 Conference (TENCON),
Singapore, 22–25 November 2016; pp. 2342–2345.

50. Zhu, C.; Wang, J.; Liu, H.; Mi, H. Insect identification and counting in stored grain: Image processing approach and application
embedded in smartphones. Mob. Inf. Syst. 2018, 2018, 5491706.

51. Munoz, J.P.; Boger, R.; Dexter, S.; Low, R.; Li, J. Image recognition of disease-carrying insects: A system for combating infectious
diseases using image classification techniques and citizen science. In Proceedings of the Hawaii International Conference on
System Sciences (HICSS), Hilton Waikoloa Village, HI, USA, 3–6 January 2018.

52. Li, Y.P.; Zilli, D.; Chan, H.; Kiskin, I.; Sinka, M.; Roberts, S.; Willis, K. Mosquito detection with low-cost smartphones: Data
acquisition for malaria research. arXiv 2017, arXiv:1711.06346v3.

53. Minakshi, M.; Bharti, P.; Chellappan, S. Leveraging smart-phone cameras and image processing techniques to classify mosquito
species. In Proceedings of the 15th EAI International Conference on Mobile and Ubiquitous Systems: Computing, Networking
and Services, Association for Computing Machinery, New York, NY, USA, 5–7 November 2018; pp. 77–86.

54. Dixit, A.; Hegde, N.P. Image texture analysis—Survey. In Proceedings of the 2013 Third International Conference on Advanced
Computing and Communication Technologies (ACCT), Rohtak, India, 6–7 April 2013; pp. 69–76.

55. Haralick, R.M.; Shanmugam, K.; Dinstein, I. Textural features for image classification. IEEE Trans. Syst. Man Cybern. 1973, SMC-3,
610–621. [CrossRef]

56. Zhong, Y.; Gao, J.; Lei, Q.; Zhou, Y. A vision-based counting and recognition system for flying insects in intelligent agriculture.
Sensors 2018, 18, 1489.

57. Koutroumbas, K.; Theodoridis, S. Template matching. In Pattern Recognition, 4th ed.; Koutroumbas, K., Theodoridis, S., Eds.;
Academic Press: Cambridge, MA, USA, 2009; pp. 481–519.

58. Lewis, J.P. Fast template matching. Vis. Interface 1994, 95, 120–123.
59. Schweitzer, H.; Bell, J.W.; Wu, F. Very fast template matching. In Computer Vision—ECCV 2002, Proceedings of the European

Conference on Computer Vision 2002, Copenhagen, Denmark, 28–31 May 2002; Heyden, A., Sparr, G., Nielsen, M., Johansen, P., Eds.;
Springer: Berlin/Heidelberg, Germany, 2002; Volume 2353, pp. 358–372.

60. Versaci, M.; Morabito, F.C. Image Edge Detection: A new approach based on fuzzy entropy and fuzzy divergence. Int. J. Fuzzy
Syst. 2021. [CrossRef]

61. Gandhi, M.; Kamdar, J.; Shah, M. Preprocessing of non-symmetrical images for edge detection. Augment. Hum. Res. 2020, 5, 10.
62. Svanberg, S. Laser spectroscopy in medical diagnostics. In Lasers for Medical Applications; Jelinkova, H., Ed.; Woodhead Publ.:

Cambridge, UK, 2013; pp. 286–324.
63. Zhou, Z.H. Model evaluation and selection. In Machine Learning, 1st ed.; Springer: Singapore, 2021; pp. 20–40.
64. Sasaki, Y. The truth of the F-measure. Teach Tutor Mater 2007, 1, 1.
65. Lin, Y.Y.; Svanberg, S. Foreground scattering elimination by inverse lock-in-like spatial modulation. Vision 2020, 4, 37.

https://www.cdc.gov/ncezid/dvbd/adb/resources/arboguid_508.pdf
https://www.cdc.gov/ncezid/dvbd/adb/resources/arboguid_508.pdf
http://doi.org/10.1109/TSMC.1973.4309314
http://doi.org/10.1007/s40815-020-01030-5


Sensors 2021, 21, 3329 15 of 15

66. Zheng, Q.; Yang, M.; Yang, J.; Zhang, Q.; Zhang, X. Improvement of generalization ability of deep CNN via implicit regularization
in two-stage training process. IEEE Access 2018, 6, 15844–15869.

67. Snyder, C.; Vishwanath, S. Sample compression, support vectors, and generalization in deep learning. IEEE J. Sel. Areas Inf.
Theory 2020, 1, 106–120.

68. Wang, J.L.; Zhu, S.M.; Lin, Y.Y.; Svanberg, S.; Zhao, G.Y. Mosquito counting system based on optical sensing. Appl. Phys. B 2020,
126, 28.


	Introduction 
	Reflectance, Depolarization, and Fluorescence Spectroscopy 
	Wing-Beat Frequency Analysis 

	Mosquito Sampling Method 
	Common Sampling Methods 
	Present System Description 

	Insect Imaging 
	Detection and Classification 
	Result Evaluation 
	Detection Algorithm Evaluation 
	Classification Method Evaluation 


	Conclusions and Future Work 
	References

