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Abstract. Morphological variations in the left atrial appendage (LAA)
are associated with different levels of ischemic stroke risk for patients
with atrial fibrillation (AF). Studying LAA morphology can elucidate
mechanisms behind this association and lead to the development of ad-
vanced stroke risk stratification tools. However, current categorical de-
scriptions of LAA morphologies are qualitative and inconsistent across
studies, which impedes advancements in our understanding of stroke
pathogenesis in AF. To mitigate these issues, we introduce a quanti-
tative pipeline that combines elastic shape analysis with unsupervised
learning for the categorization of LAA morphology in AF patients. As
part of our pipeline, we compute pairwise elastic distances between LAA
meshes from a cohort of 20 AF patients, and leverage these distances to
cluster our shape data. We demonstrate that our method clusters LAA
morphologies based on distinctive shape features, overcoming the innate
inconsistencies of current LAA categorization systems, and paving the
way for improved stroke risk metrics using objective LAA shape groups.

Keywords: elastic shape analysis - computational anatomy - left atrial
appendage - ischemic stroke - atrial fibrillation.

1 Introduction

Atrial fibrillation (AF) is the most common cardiac arrhythmia, characterized
by irregular contractions of the atrial chambers [I]. It represents an emerging
global health crisis, affecting 2 —3% of individuals worldwide, with its prevalence
expected to increase 2.5-fold in the next 40 years [2]. This rhythm disorder is
associated with blood stagnation and clot formation in the left atrial appendage
(LAA) — a tubular pouch attached to the main body of the left atrium [3]. A
devastating complication of AF occurs when clots detach from the LAA and
travel to the brain, causing vessel blockage and leading to ischemic stroke [4].
The risk of stroke in AF patients is five times that of a healthy individual [5].
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Numerous studies have shown that LAA morphology is correlated with dif-
ferent levels of ischemic stroke risk [6J7U8/9]. Despite this evidence, the ubig-
uitously employed stroke risk stratification metrics for AF patients overlook
geometric considerations of the LAA [I0]. Furthermore, these metrics often in-
accurately determine which patients should receive oral anticoagulants, which
can cause severe side effects such as internal bleeding and intracranial hemor-
rhage [TOTTIT2IT3ITAITSIT6]. Additionally, in current LAA shape classification
systems, the “chicken-wing” appendage is known to exhibit lower stroke preva-
lence compared to other categories (e.g., windsock, cauliflower, cactus) [9JI7].
However, the high inter-observer variability in these qualitative classification
systems has led to inconsistent definitions of LAA morphology categories across
different studies and patient populations [18]. Consequently, mixed conclusions
have been documented regarding the association between LAA morphologies and
ischemic stroke risk, hindering the incorporation of LAA shape information into
stroke risk assessments [19]. Therefore, an objective framework for LAA shape
categorization is imperative.

Some studies quantify LAA shape using simple metrics and functional data
[2002T[7], but only a few studies have used detailed shape analysis approaches.
Slipsager et al. developed a framework for the statistical shape analysis and
clustering of LAA geometries based on non-rigid volumetric registration of signed
distance fields, and Juhl et al. further extended this work [2223]. These methods
face limitations as they require point-to-point correspondences between LAA
meshes (i.e., parametrized 3D surfaces) for statistical shape analysis.

In this paper, we propose a novel computational pipeline for LAA morphology
categorization which combines automated atrial segmentation, mesh generation,
elastic distance computations, and hierarchical clustering. For 3D LAA meshes
from 20 AF patients, we compute and leverage pairwise elastic distances to (a):
quantify the similarity between pairs of shapes by calculating the Riemannian
energy required to deform one of them into the other, and (b): cluster the meshes
into distinct categories based on these shape similarities. Our pipeline has the
ability to operate on unparametrized surfaces, which circumvents the require-
ment of point-to-point correspondences between LAA geometries, and renders
the pipeline readily implementable in clinical workflows.

2 Methods

In what follows, we describe our LAA data, provide theoretical background on
elastic shape analysis (ESA), and detail our computational approach for cluster-
ing the LAA geometries.

2.1 Data Description and Preparation

A dataset of 20 de-identified contrast-enhanced computed tomography (CT)
scans of AF patients was used in this study. We adapted a deep learning model
to automate LA segmentations on the CT scans [24]. The model has a cascade
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3D CT Image LA Segmentation + Mesh LAA Clip
Generation and Remesh

Fig. 1. Schematic summary of the pre-processing pipeline: From 3D CT images, we
automatically segment the LA using a deep learning approach, and generate a triangu-
lated 3D mesh. Then the LAA (red) is clipped from the LA body (blue) and re-meshed.

structure, where a region of interest is first cropped and followed by a convolu-
tional neural network (CNN) that performs segmentation on the cropped area.
All CNN-segmented scans were examined manually by an imaging expert *****
for quality check. From the LA segmentations, we isolated the LAA from the LA
chamber using Paraview’s clip tool, such that the ostium was orthogonal to the
initial protrusion of the appendage from the main body of the chamber, based
on the LAA segmentation approach in [25]. We then re-meshed the clipped LAA
to yield the fully pre-processed geometry for shape analysis, see Figure

2.2 Elastic Shape Analysis

The “shapes” of interest to us in this article are LAA meshes, which we model
mathematically (from a continuous viewpoint) as surfaces immersed in R3. As
such, our approach for LAA shape comparison and categorization relies funda-
mentally on a quantitative measure of similarity (i.e., a distance) between sur-
faces. The framework of Riemannian shape analysis is particularly well-suited
for defining such notions, whereby at a high level, distances between pairs of
geometric objects (such as LAA meshes) correspond to the minimal amount of
‘energy’ required to morph one of the objects into the other via a combination of
geometric transformations such as bending and stretching [26/27/28/29]. In what
follows, we outline the theoretical underpinnings of this framework.

Let us start by defining a parametrized immersed surface in R?, which refers
to a smooth mapping ¢ € C*°(M,R?), whose differential dq is injective at every
point of the parameter space M, which is a 2-dimensional compact manifold
(possibly with boundary) whose local coordinates are denoted by (u,v) € R2.
For example, M can be a compact domain of R? if one is working with open
LAA meshes, or the sphere S? in the setting of closed LAA meshes. The set of all
parametrized surfaces, denoted by Z, is itself an infinite-dimensional manifold,
where the tangent space at any g € Z, denoted T,,Z, is given by C*°(M, R?). Any
tangent vector h € T, Z can be thought of as a vector field along the surface g.

The key ingredient in Riemannian shape analysis is to equip the manifold
7 with a Riemannian metric G, which in our case refers to a family of inner
products Gy : T,Z x T,Z — R that varies smoothly with respect to ¢ € Z.
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Indeed, any Riemannian metric G on Z induces a (pseudo) distance on this
space, which is given for any two parametrized surfaces qg,q1 € Z by

1
dotar = int [ Goo(@a(0).010(0) ar (M)

where the infimum is taken over the space of all paths of immersed surfaces
connecting go and ¢, which we write as

Piy = 1{a() € €=([0,1],7) : ¢(0) = 90, 4(1) = @1}, (2)

with 9;q(t) denoting the derivative of this path with respect to time ¢. We refer
to the minimization problem in as the parametrized matching problem, where
qo and ¢; are called the source and target surfaces respectively, with dg being
known as the geodesic distance between gy and g1, and where minimizing paths
q(-) € P (if they exist) are termed geodesics. The functional being minimized
in is called the Riemannian energy of the path ¢(-), and thus, geodesics can
be interpreted as optimal deformations of minimal ‘energy’ between g and ¢;. In
a Riemannian setting, geodesics and distances obtained via form the basis of
frameworks for the comparison and statistical shape analysis of surfaces, see [2§].

 Aahad
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Fig. 2. Example computation of the geodesic (optimal deformation) between a source
LAA surface (go) and target LAA surface (¢1) to obtain the geodesic distance dg(qo, ¢1)-

Nevertheless, we need to look beyond the setting of parametrized surfaces,
i.e., geometric data with known point-to-point correspondences. Indeed, our goal
is to develop a method for the comparison of LAA morphologies on datasets
of unregistered LAA meshes, independently of how they are parametrized (or
sampled /discretized). To this end, we introduce the reparametrization group D,
i.e., the group of all diffeomorphisms (smooth and bijective maps ¢ € C*°) of
the parameter space M. For any surface ¢ € Z and ¢ € D, we say that gop € T
is a reparametrization of g by ¢. The discrete analogue of a reparametrization
of a surface is a re-meshing of a discretized (e.g. triangulated) 3D mesh.

Since we seek geodesic distances between shapes regardless of how they are
parametrized, let us introduce the shape space of unparametrized surfaces, de-
fined as the quotient space of parametrized surfaces modulo the reparametriza-
tion group & = Z/D, which consists of equivalence classes [q] = {q o ¢|p € D}
comprised of all reparametrizations of a given surface ¢ € Z. To obtain a distance
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on the shape space, we require a Riemannian metric G that is invariant under
the action of the aforementioned reparametrization group D, i.e., we require

Gq(h, k) = Ggop(ho @, ko) (3)

for all ¢ € Z, h,k € T,Z and ¢ € D. The field of elastic shape analysis
(ESA) is a particularly powerful source of Riemannian metrics satisfying the
reparametrization-invariance property above [26]27].

In this paper, we shall focus on second-order Riemannian Sobolev metrics
(H?-metrics), which have been shown to possess several desirable properties
including the reparametrization-invariance property in , and which have suc-
cessfully been used in applications with unregistered 3D geometric data [26I28I30U31].
For all ¢ € Z and h, k € T,Z, the family of H?-metrics is defined as:

GQ(hv k) = / <a0<h7 k> + algq_l(dhmv dkm)
M
+ bigy ' (dhy,dky) + c1g; ' (dhy, dkL) (4)

+ dvg (dho, dko) + as(Agh, Aqk)> vol,,

where ag, a1, b1, c1,d1, as are non-negative weighting coefficients for the different
zeroth, first and second order terms in the metric. In the above, dh is the vector
valued one-form on M given by the differential of h, i.e., a map from T M to
R3 which can be viewed as a 3 x 2 matrix field on M (in a given coordinate
system). Meanwhile, g, = ¢*(-,-) is the pullback of the Euclidean metric on R?,
which can be represented as a 2 x 2 symmetric positive definite matrix field on
M, implying that g *(dh,dh) = tr(dh g;' dh™). Finally, the second-order term
involves the Laplacian A, induced by ¢, which can be written in coordinate-form

as Agh = \/ﬁigq)a“ (\/det(gq) gfj“&vh). We note that the first-order term in

the metric is split as a result of the orthogonal decomposition of dh into the
sum of dh,,,dhs,dh and dhg, where the precise definitions of these terms are
given in [28]. The important thing to note about splitting the metric in this way
is that the terms weighted by a1, b1, c; in correspond to shearing, stretching
and bending energies induced by the deformation field h respectively. Therefore,
the class of invariant H2-metrics provides us with the flexibility to emphasize
or penalize different types of deformations when computing geodesics via the
selection of the weighting coefficients. This is particularly useful when working
LAA meshes, as it allows us to incorporate prior knowledge about LAA geometry
when selecting parameters to compute pairwise distances, which helps us obtain
meaningful distances for downstream tasks such as clustering.

With a reparametrization-invariant Riemannian metric G in hand, such as
an H2-metric from , its associated geodesic distance function d¢g given in
descends to a distance ds on the quotient shape space S, which is given for any
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[q0], [¢1] € S by:

ds([q0), [@])* = inf d (0, a1 0p)? = ;ggq( égfqlw/ Gy (Drq(t), Brq(t))dt

()
To compute geodesic distances on the shape space, we thus need to solve the un-
parametrized matching problem above, which involves finding an optimal path of
immersions from ¢y (having a fixed parametrization) to an optimal reparametriza-
tion of g1, i.e., we require an optimal path such that ¢(0) = ¢o and ¢(1) = ¢1 0.
In practice, solving numerically is challenging. Indeed, it is relatively
straightforward to discretize the H2-metric and Riemannian energy functional
by considering surfaces discretized as triangulated meshes [28], which allows us
to frame the minimization over paths of surfaces as a standard finite-dimensional
optimization problem. Yet, the optimizitation over reparametrizations of g is
challenging as the discretization of the diffeomorphism group D and its action
on surfaces is not straightforward, see [27/32]. This motivates the need for al-
ternative techniques for solving . One approach, recently proposed in [28/33],
deals indirectly with the minimization over reparametrizations of ¢; by instead
introducing a relaxation of the end time constraint ¢(1) ~ ¢; o ¢ using a data
attachment term I'([q(1)],[g1]) that is independent of the parametrizations of
either ¢(1) or ¢;. Broadly speaking, this approach involves solving the relazed
matching problem below:

in { | Guot@uato) datorat + Ar (i [qm} , (6)

where the minimization occurs over paths of surfaces ¢(-) € C°°([0,1],Z) that
satisfy the initial constraint ¢(0) = go only, and where I'([g(1)], [¢1]) is a term
that measures the discrepancy between the endpoint of the path ¢(1) and the
true target surface q;, with A > 0 being a balancing parameter. In particular,
this approach allows us to bypass the optimization over the diffeomorphism
group D. In this paper, we follow the approach of past works with unregistered
surface data [33128)30] and define I" specifically as a kernel metric on the space
of varifolds. While we omit the technical details behind the construction of these
so-called varifold fidelity metrics in this paper for concision, we refer interested
readers to the works of [34I35] for further details.

To bring everything together, our approach for computing pairwise distances
for the comparison and categorization of LAA morphologies involves discretiz-
ing the LAA geometries as triangulated 3D meshes, and solving the relaxed
matching problem @ numerically using the approach of [28], where the Rie-
mannian metric G is an H2-metric (4]), and where the data attachment term
I' is the varifold fidelity metric defined in [2§]. For clarity, in the results for
LAA shape categorization presented in Sectlonl, 3l and in particular in Figure |3
the distances we report are estimates ds(qo,q1) for the true shape dlstance
dg(qo,ql) between a given a pair of LAA meshes ¢y and g1, which are given

by dg 90, 4q1) fo a0 (0¢q(t), 0¢q(t))dt, where the expression on the right is
evaluated at an optimal path of surfaces ¢(-) found by solving (6.
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2.3 Hierarchical Clustering of LAA Geometries

Equipped with elastic distances, we use hierarchical clustering (with Ward’s link-
age method) to cluster the LAA geometries. Hierarchical clustering is a method
used to group a set of objects into categories (clusters) based on their similarity
to each other, which is quantified using a distance metric. This approach is par-
ticularly useful for categorizing 3D shapes based on pairwise distances within a
high-dimensional manifold [36].

Specifically, given a set of shapes {q1,...,¢,} € S, where D € R™*" is
the symmetric matrix whose entries D;; represent the distance between shape g;
and g; (e.g., elastic distances ds(g;, g;) computed via @), hierarchical clustering
operates as follows: Initially, each shape is considered a separate cluster, leading
to n clusters, C' = {ci,...,c,} where ¢; = {¢;}. We iteratively merge the closest
clusters by identifying ¢, and ¢, that minimize the increase in total within-cluster
variance, defined below:

AVar(cq, ¢p) = Var(cpew) — Var(e,) — Var(cp), (7)

where Var(c) is defined as the average of the squared distances between each
point in a given cluster ¢ and the cluster’s centroid. At each iteration, the two
closest clusters ¢, and ¢, are merged into a new cluster cpe = ¢4 U ¢p, and
C + (C\{cq,cp}) U{Cnew} is updated accordingly. This process iterates until
all shapes are grouped into a desired number of clusters.

2.4 Multidimensional Scaling to Visualize Clusters

After clustering, we employ multi-dimensional scaling (MDS) to visualize LAA
shape clusters in a lower-dimensional Euclidean space [37]. That is, given a set
of LAA shapes {q1,...,q,} € S with corresponding geodesic distance function
ds, we use MDS to find &1, ...,2, € R™ (for some m € N) such that

Frpin = argmin (Y (ds(ang) — v - ul)?) (®)

Y1,---,yn ER™ i)

which yields a mapping of the LAA geometries as points in R, while preserving
relative information about their pairwise distances in the original shape space.

3 Results

Figure [3| presents results of our quantitative pipeline for LAA morphology cate-
gorization on the cohort of LAA geometries.
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Fig. 3. (a) Symmetric matrix representing pairwise elastic distances computed for our
cohort of 20 LAA geometries described in Section (b) Dendrogram illustrating LAA
shape clusters obtained via hierarchical clustering, with the threshold (red dashed line)
used to separate the geometries into five clusters. (¢) MDS plot of the LAA geometries
with 10 LAA shapes plotted over their embeddings in 2D Euclidean space. Two LAA
meshes from each category are shown and color-matched to clusters in the dendrogram.

The computed elastic distances between all pairs of LAA meshes in the co-
hort are displayed in the distance matrix in Figure [Bh. Each element of the
matrix takes approximately 1-3 minutes to compute on a GPU. These distance
estimates, obtained via the relaxed matching problem @, are not a priori sym-
metric due to the varifold relaxation term. We therefore selected a subset of
our LAA meshes and computed ds(¢;,q;) and ds(gj,¢;) for all pairs of meshes
i, q; in this subset. We found the computed distances to be within a round off
error of each other (ie., ds(¢;,q;) = ds(¢j,¢:)), and therefore only computed
the upper-triangular part of the matrix in Figure 3, before symmetrizing it.

After computing the pairwise distances, we applied hierarchical clustering
and MDS to categorize and visualize the LAA clusters based on their geometric
similarities, with results shown in Figures[3b and Bk. The dendrogram illustrat-
ing the hierarchical clustering results in Figure [3p facilitated the selection of a
threshold (the red dashed line) for the identification of five distinct LAA shape
clusters. We projected these LAA shape clusters into 2D Euclidean space via
MDS in Figure [Bk, where we have plotted a subset of 10 representative geome-
tries (two from each cluster) to avoid overcrowding the figure.

The results demonstrate that, even on a modest dataset of 20 LAA geome-
tries, our pipeline can cluster LAA shapes with similar morphology into the same
group while separating different shape types into distinct clusters. Notably, the
green and white LAA groups could both be identified as “chicken wing” ap-
pendages in current qualitative categorization systems. Yet, our method groups
them in different clusters, demonstrating that our pipeline can detect subtle
shape features not captured by qualitative classifications, thereby enabling the
identification of intermediate shape groups between the qualitative categories.



ESA computations for clustering LAA geometries in AF pts. 9

4 Discussion

Advantages of our approach: Unlike previous studies that necessitate precise
point-to-point correspondences for comparing and categorizing LAA shapes, our
approach is adapted for unparametrized surfaces, leveraging the relaxed match-
ing approach detailed in @ Indeed, establishing point correspondences often
incurs high computational costs and can yield unsatisfactory results with com-
plex geometric data [22I23]. For instance, Juhl et al. mention that they chose
to refine the point correspondence on decoupled LAAs due to the large differ-
ences in size and complexity between the LAA and the remaining LA, making
it difficult to maintain good correspondences over the entire mesh [23]. Even
state-of-the-art methods for finding point correspondences with 3D geometric
data, such as the functional maps framework, struggle with fine-grained and in-
tricate geometries, unless a good prior selection of landmarks is provided [3§].
By alleviating the need for point correspondences, our approach thus overcomes
the computational hurdles often encountered during the registration of complex
geometric data such as LAA meshes [2223]38].

Limitations: Some limitations of our work include the computational time re-
quired for pairwise distance calculations on large datasets and the complex pa-
rameter tuning process for computing elastic distances which could be improved
via the supervised learning approach of [39] to predict the elastic distances, and
the parameter selection criteria of [40], respectively. We note, however, that these
tasks need only be performed once to solidify shape categories.

Clinical Significance: Our framework’s compatibility with unparametrized
surfaces enables us to work with LA A meshes with diverse vertex counts and dis-
cretization schemes with minimal pre-processing, thereby significantly enhanc-
ing its flexibility with data that has been acquired or segmented via different
techniques and/or with data from different hospitals. This can enable efficient
comparison of new LAA shapes to representative or averaged template shapes
from established clusters. Avenues for future work include establishing clusters
on a larger LAA dataset with stroke history information to refine the shape cate-
gorization system and identify clusters with higher stroke prevalence. This effort
would allow clinicians to objectively compare new LAA geometries—sourced by
various imaging acquisition modalities and healthcare centers— into one of the
predefined groups or measure their distance from high-risk groups. This could
lead to new metrics for stroke likelihood in AF patients and improve clinical
decision-making regarding the administration of preventative medications (such
as anticoagulants) with severe side effects [11].

Conclusion: Our integrated approach of performing hierarchical clustering fol-
lowed by MDS on the elastic distances provides a comprehensive framework for
categorizing and visualizing the complex geometric variations of LAA shapes,
with applications towards improved stroke risk management in AF patients.
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Data Availability: All de-identified data, Python code and specific dependen-
cies / packages are available upon request for reproducibility.
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