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A B S T R A C T   

Objective: In the wake of COVID-19, the United States (U.S.) developed a three stage plan to outline the pa-
rameters to determine when states may reopen businesses and ease travel restrictions. The guidelines also 
identify subpopulations of Americans deemed to be at high risk for severe disease should they contract COVID- 
19. These guidelines were based on population level demographics, rather than individual-level risk factors. As 
such, they may misidentify individuals at high risk for severe illness, and may therefore be of limited use in 
decisions surrounding resource allocation to vulnerable populations. The objective of this study was to evaluate a 
machine learning algorithm for prediction of serious illness due to COVID-19 using inpatient data collected from 
electronic health records. 

Methods: The algorithm was trained to identify patients for whom a diagnosis of COVID-19 was likely to 
result in hospitalization, and compared against four U.S. policy-based criteria: age over 65; having a serious un-
derlying health condition; age over 65 or having a serious underlying health condition; and age over 65 and having a 
serious underlying health condition. 

Results: This algorithm identified 80% of patients at risk for hospitalization due to COVID-19, versus 62% 
identified by government guidelines. The algorithm also achieved a high specificity of 95%, outperforming 
government guidelines. 

Conclusions: This algorithm may identify individuals likely to require hospitalization should they contract 
COVID-19. This information may be useful to guide vaccine distribution, anticipate hospital resource needs, and 
assist health care policymakers to make care decisions in a more principled manner.   

Public interest summary 

A machine learning algorithm was developed and evaluated for the 
prediction of serious illness due to COVID-19 using inpatient data 
collected from electronic health records. The algorithm identified 80% 
of patients at risk for hospitalization due to COVID-19, versus, at most, 
62% that were identified by government guidelines. These results sup-
port the use of a machine learning algorithm for prediction of serious 
illness, and may help to predict use of hospital resources, guide vaccine 
distribution, and assist health care policymakers in making informed 
care decisions throughout the remainder of the COVID-19 pandemic. 

Introduction 

SARS-CoV-2 continues to spread across the United States (U.S.). 

Outbreak of the virus has resulted in numerous state and national pro-
tocols intended to contain its spread [1,2]. Despite these efforts, con-
cerns remain about future COVID-19 surges. Researchers have noted the 
necessity of anticipating and minimizing strain on hospital resources 
through the remainder of the pandemic [3,4]. Additionally, as vaccines 
begin to become available, appropriately allocating vaccine doses to 
those most in need will be important for preventing future surges in 
hospitalization [5,6] and allowing for a full reopening of U.S. businesses 
[7]. To address these needs, it is imperative to understand how many– 
and which– individuals are at risk of significant complications should 
they become infected. 

Despite the continued threat of COVID-19, local, state, and federal 
governments have faced pressure to kick-start the economy and reduce 
the economic burden of unemployment and underemployment. This 
pressure emerges from the significant economic impact of the pandemic. 
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More than $16 trillion estimated costs are directly associated with 
COVID-19 in the United States [8] and over $60 million Americans have 
filed for unemployment to date [8]. To determine when the community, 
as a whole, should commit to staying at home and when activities 
outside the home are safe, governments have implemented guidelines 
based on the Centers for Disease Control and Prevention (CDC)-guided 
action plan entitled Opening Up America Again (OUAA) [9]. This 
three-phase strategy identifies the minimum requirements that states 
must meet prior to easing restrictions, as well as the individual- and 
business-level practices recommended for limiting disease spread. Pro-
gression through each phase is data-driven by state reported incidences 
of three criteria: 1) symptomology of individuals, 2) number of 
confirmed COVID-19 cases reported, and 3) the ability of clinical sites to 
provide sufficient COVID-19 testing. These criteria are intended to 
provide projections for frontline workers and to aid patient care man-
agement without patient health declining to the point of requiring crisis 
care. In all three phases, vulnerable populations must continue to 
practice safe distancing. 

The OUAA plan identifies vulnerable populations as the elderly and 
those with serious underlying health conditions [9]. 

However, this macro-level framework does not consider individual- 
level health data to determine the risk that individuals face if COVID- 
19 is contracted. Per an estimate by the CDC, 21% to 31% of people 
who have tested positive for COVID-19 have severe reactions that 
require hospitalization [10]. Adults over the age of 65 constitute the 
largest population to require hospitalization due to COVID-19, with 
estimated age-specific hospitalization rates between 28% and 70% [10]. 
However, individuals younger than 65 have also experienced severe 
disease outcomes and hospitalization without serious underlying health 
conditions, and some individuals over the age of 65 do not have severe 
disease when they contract COVID-19 [10]. Guidelines, such as those 
presented by the CDC, are therefore likely to be insufficient for deter-
mining individual risk of hospitalization, for accurately predicting 
hospital resource needs throughout the pandemic, or for prioritizing 
individuals for early receipt of COVID-19 vaccination. Reliance on these 
demographics-based criteria may leave both governments and in-
dividuals with an inadequate estimate of likely hospitalization needs. 

The study presented here used machine learning (ML) technology to 
identify an individual’s risk of hospitalization because of high physio-
logical severity of COVID-19 symptoms. This algorithm has the potential 
to support clinical recommendations, guide vaccine distribution, and 
estimate hospital resource use by predicting which patients will expe-
rience severe outcomes from COVID-19 using existing and readily 
accessible patient data. 

Methods 

Patient selection 

Patients were selected from five community hospitals in the United 
States. Selection began with 2,412 patients who were tested for COVID- 
19 from January 1, 2020. Out of these patients, 289 had a prior inpatient 
or emergency department (ED) encounter within the past 24 months. 
Among these patients with prior encounters, 188 were hospitalized at 
their return encounter for COVID-19. Hospitalization was determined by 
the transfer to a floor bed, Intensive Care Unit (ICU) bed, or unit other 
than the ED in the patient record and having more than 24 hours of 
patient data, such as vital signs or laboratory tests. The remaining 101 
COVID-19 positive patients were not hospitalized after evaluation. 
Supplementary Figure 1 depicts the patient inclusion criteria. Using only 
information collected at the previous hospital visit, an algorithm was 
trained to predict whether patients who tested positive for COVID-19 at 
a subsequent visit would go on to require hospitalization for COVID-19. 

Data processing and measures 

Health information was obtained from patient Electronic Health 
Records (EHRs). Features used from the initial visit for the algorithm- 
based prediction included: age, gender, diabetes diagnosis, hyperten-
sion diagnosis, respiratory diagnosis, cardiovascular diagnosis, chemo-
therapy, cancer diagnosis, obesity, systolic and diastolic blood pressure, 
respiratory rate, heart rate, temperature, oxygen saturation (SpO2), 
glucose, international normalized ratio (INR), lactate, blood urea ni-
trogen (BUN), creatinine, bilirubin, calcium, white blood cell (WBC), 
platelet count, red blood cell (RBC), red blood cell distribution width 
(RDW), hemoglobin, hematocrit, mean corpuscular volume (MCV), 
mean corpuscular hemoglobin concentration (MCHC), counts of lym-
phocytes, monocytes, eosinophils, basophils and neutrophils. These 
features served as the input variables for the algorithm. Though not all 
features were available for all patients, as described in later sections and 
the supplement, the algorithm effectively compensates for missing 
inputs. 

For each patient included in the analysis (all of whom had an 
encounter in which they tested positive for COVID-19 and a prior 
encounter), features were constructed from data from the previous two 
hours of the prior encounter. We binned the measurements by averaging 
all measurements taken in the last hour of the prior encounter and 
averaging all measurements taken from the second to last hour of the 
prior encounter. The results from this binning process were two features 
from each input variable for each encounter. We further incorporated 
information about the trends in each measurement by calculating dif-
ferences between these two bins. 

Using information from the initial non-COVID related encounter, we 
predicted whether each patient would be hospitalized upon testing 
positive for COVID-19 at a return visit. Hospitalization was defined as 
transfer from the ED, ICU or inpatient floor during the same encounter, 
with length of stay greater than 24 hours. Encounters with only the ED as 
a location, or patient data less than 24 hours, did not meet this definition 
of being hospitalized. The classifier that made these predictions was 
created using the XGBoost method for fitting gradient boosted decision 
trees. Further technical specifications on the gradient boosted decision 
tree classifier design are described in the Supplementary Materials. 

Statistical analysis 

Algorithm performance was compared to four OUAA policy-based 
criteria that identifies vulnerable individuals: age over 65; having a 
serious underlying health condition; age over 65 or having a serious under-
lying health condition; and age over 65 and having a serious underlying 
health condition. Serious underlying health conditions were identified by 
International Classification of Diseases (ICD)9 or ICD-10 codes, and 
were defined as any of a respiratory diagnosis (e.g. chronic obstructive 
pulmonary disease), a cardiovascular diagnosis (e.g. heart failure), 
diabetes, high blood pressure, a cancer diagnosis, immunosuppressed 
status (e.g. concurrent chemotherapy), or obesity. 

All algorithm results were obtained on a hold-out test set not seen by 
the model during the training process. The algorithm was evaluated 
using the area under the receiver operator characteristic (AUROC), 
sensitivity, specificity, F1, diagnostic odds ratio (DOR), and positive and 
negative likelihood ratios (LR+ and LR‒). The algorithm predicted 
whether or not a patient was likely to be hospitalized upon testing 
positive for COVID-19 in a subsequent visit, or not likely to be hospi-
talized. For each policybased criteria, patients either met the criteria, 
and thus were predicted to be hospitalized upon testing positive for 
COVID-19 in a subsequent visit, or do not meet the criteria. 

To estimate the stay at home rate in the general population for the 
age-based policy, we first identified the proportion of the population 
that is elderly based on census data, which indicates that 16% of the 
population is over age 65 [11]. By that estimate, 16% of the population 
should continue to stay at home per the age over 65 OUAA-based criteria. 

C. Lam et al.                                                                                                                                                                                                                                     



Health Policy and Technology 10 (2021) 100554

3

We then analyzed our dataset and determined that 38% of these patients 
were over age 65. To normalize our estimates against the general pop-
ulation, we calculated a “normalization factor” by dividing 38% by 16%, 
which is 2.375. This “normalization factor” is our estimate of how biased 
our dataset was towards a sickly population. The “normalization factor” 
indicates that our dataset had 2.375 times as many patients likely to 
have complications should they contract COVID-19 as compared to the 
general population. We calculated the proportion of patients who met 
the various OUAA policies and determined estimated stay at home rates 
by scaling the calculated rates in our dataset by this “normalization 
factor”. 

To estimate a stay at home rate for the algorithm, we applied the 
algorithm to a randomly sampled selection of patients who had been 
hospitalized at these five sites in the last 24 months. We scaled the 
proportion of patients predicted to be hospitalized should they later 
contract COVID-19 by a factor of 0.079 to obtain the estimated stay at 
home rate. This scaling factor was used because U.S. Census data has 
found that approximately 7.9% of the general U.S. population has been 
hospitalized [12]. 

Feature importance was assessed with SHapley Additive exPlana-
tions (SHAP). Higher absolute SHAP values were associated with fea-
tures that had a larger impact on model prediction scores. Additionally, 
we assessed the distribution of feature values, as well as correlation of 
feature values with model predictions. 

Results 

In total, we included 289 patients who received a positive COVID-19 
diagnosis between 1/1/2020 and 5/7/2020. Of those patients 188 
(65%) were hospitalized after their initial COVID-19 evaluation. Those 
who were hospitalized for COVID-19 were likely to be older and slightly 
more likely to be male as compared to those who were not hospitalized. 
Patient demographic characteristics are presented in Table 1. 

The algorithm achieved an AUROC of 0.88 (95% Confidence Inter-
val: 0.79 - 0.9.97) for predicting hospitalization among COVID-19 pa-
tients based on data from a prior, non-COVID-19 related inpatient 
encounter. At all operating points, the algorithm provided higher 
sensitivity and specificity for hospitalization prediction than any of the 
OUAA policy-based criteria (over age 65; presence of serious underlying 
health conditions; either condition; and both conditions) (Fig. 1). Sensitivity 
was extremely low (< 0.20) for both the serious underlying health con-
ditions and those over age 65 and with a serious underlying health conditions 
criteria. 

The algorithm demonstrated improved performance across all 
measured test characteristics as compared to the policy-based criteria. 
Based on our estimated stay at home rates, the OUAA criterium of age 
over 65 or having a serious underlying health condition would designate 
20% of the general population as high-risk for hospitalization due to 
COVID-19, with a sensitivity and specificity of 62% and 79%, respec-
tively. The machine learning algorithm (MLA) would designate a smaller 
number of the general population as high-risk for hospitalization (4.3%), 
with an improved sensitivity and specificity of 80% and 95%, respec-
tively (Table 2). 

An analysis of feature importance and correlations indicated that the 
model relied heavily on patient age and information related to cardio-
pulmonary functioning to generate predictions. Features showed a wide 
range of distributions and correlations with model predictions (Fig. 2a). 
The correlation analysis showed that higher age and serum glucose, as 
well as lower heart rate and mean corpuscular volume, were all asso-
ciated with increased model prediction scores. An examination of model 
feature importance found that age, SpO2, and heart rate made the 
strongest contributions to model predictions (Fig. 2b), with age making 
the strongest contribution of any model feature. Fig. 2c presents an 
individual-level breakdown of how these model features cause changes 
in an individual’s risk prediction score for three example patients, 
illustrating the risk prediction procedure by identifying which feature 
values had strong impacts on the final risk prediction score by shifting it 
higher or lower. 

Discussion 

This study evaluates an MLA designed to identify patients at high risk 
of hospitalization due to COVID-19. Of particular importance is the 
potential for this algorithm to identify patients who should not return to 
work due to risk for severe COVID-19 symptoms with better accuracy 
(85%, see Table 2) than the OUAA guideline accuracy (60% for in-
dividuals over age 65 or 67% for individuals over 65 or with a serious 
underlying health condition). Further, results from the algorithm esti-
mated that 4.3% of the general population is at risk of hospitalization 
due to COVID-19 versus the OUAA’s suggested 16% for those aged over 
65, and approximately 20% for those aged over 65 or those who have 
serious underlying health conditions such as a respiratory diagnosis, car-
diovascular diagnosis, diabetes, high blood pressure, cancer diagnosis, 
concurrent chemotherapy, or obesity. Although recent reported rates of 
hospitalization due to COVID-19 are higher than our 4.3% estimate, 
reported rates should be interpreted with caution. Testing shortages and 
the presence of asymptomatic cases have likely led to an undercount of 
COVID-19 cases. Therefore, the true hospitalization rate is likely lower 
than commonly reported estimates. 

For all patients, retrospective baseline data was collected at partner 
sites for patients who had been hospitalized within the past two years 
and again upon a second hospitalization, during which time the patients 
were positively diagnosed with COVID-19. The algorithm had higher 
sensitivity and specificity than the OUAA criteria; the algorithm had 
80% sensitivity and 95% specificity. In contrast, OUAA criteria had 
<50% sensitivity for those aged over 65 and 62% for those aged over 65 or 
with a serious underlying health condition. The overall accuracy of the 
algorithm was 85% for versus 67% for the best OUAA criteria. The DOR 
of the algorithm was meaningfully higher than the OUAA DOR for age 
over 65, or age over 65 or serious underlying health condition, at 69.8 versus 
5.1 and 6.0, respectively. These results provide initial evidence that an 
algorithm like the one presented in this study may be able to comple-
ment existing guidelines and provide more accurate individual-level risk 
assessment. 

An analysis of algorithm model feature importance indicated that 
age, SpO2, and heart rate made the strongest contributions to model 
predictions. Many of the features identified as important for model 
prediction correspond with what is already known about the disease. For 
example, in our data, increased age is associated with increased risk of 
future hospitalization due to COVID-19. 

Prior research utilizing MLAs to predict the risk of symptom esca-
lation and identify populations at risk of hospitalization is sparse, 
despite their potential utility for identifying such patients for purposes 
of early vaccination and understanding likely hospital resource re-
quirements [13]. A study by Yan et al. used ML to identify biomarkers 
associated with COVID-19 death in hospitalized patients [14]. While this 
may help to guide resource allocation once patients are hospitalized, this 
system does not anticipate likely COVID-19 severity in currently unin-
fected patients. Similarly, a study by Assaf et al. used ML to predict 

Table 1 
Demographic characteristics of COVID-19 positive patients included in the 
analysis.    

Covid+: Non-hospitalized N 
(%) 

Covid+: Hospitalized N 
(%) 

Age <30 16 (15.84) 11 (5.85)  
30-49 27 (26.73) 21 (11.17)  
50-59 21 (20.79) 32 (17.02)  
60-69 16 (15.84) 33 (17.55)  
70-79 10 (9.9) 46 (24.47)  
80þ 11 (10.89) 45 (23.94) 

Gender Female 55 (54.5) 92 (48.9)  
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critical illness in hospitalized COVID-19 patients, but did not predict 
disease severity before the point of infection and hospitalization [15]. 
These systems therefore cannot be used to prioritize vaccine distribution 
or anticipate future hospital resource needs. 

A small amount of prior literature exists for predicting more general 
disease severity in COVID-19 patients. A study by Decaprio et al. 
extracted data from the Medicare claims of 369,865 individuals to 
predict the potential for COVID-19 symptoms to result in development 
of comorbidities, such as bronchitis and pneumonia [16]. Their model 
yielded a 23.4% sensitivity rate. Because this data was selected from 
Medicare claims and represents a subset of the population living within 
the Federal Poverty Level (FPL) [17], this population may have a greater 
burden of preexisting health conditions that arise from health disparities 

which include poverty [18]. The preexisting serious underlying health 
conditions within this population may result in increased severe out-
comes with COVID-19. Data used to predict the potential of severe 
COVID-19 outcomes were not derived from the COVID-19 positive 
subset of the population, making it difficult to accurately assess model 
validity [16]. A second study in China conducted by Jiang et al. exam-
ined the efficacy of a predictive algorithm to identify COVID-19 positive 
patients’ likelihood of developing pneumonia as a comorbidity. This 
predictive tool showed 70%-81% accuracy with a small sample of 53 
[19]. Our research builds upon this study, taking advantage of a larger 
sample size to show similarly strong results for predicting hospitaliza-
tion of COVID-19 patients. 

There are several limitations to this study. Our algorithm identified 
patients who should consider remaining at home as the United States 
progresses through stages of reopening due to high risk of hospitaliza-
tion. However, the model was developed using data from patients with a 
prior hospitalization within the last two years. Therefore, we cannot 
determine the extent to which the algorithm is capable of making ac-
curate predictions on individuals with a prior hospitalization beyond the 
last two years, or on individuals with no record of prior hospitalization. 
Future studies utilizing more distant data or outpatient information 
would improve model generalizability and improve the ability of the 
algorithm to generate predictions on diverse populations. It is also 
possible that patients included in the study were hospitalized after the 
conclusion of the study period and their hospitalizations were not 
captured in our data. This may lead to some degree of misclassification 
of the outcome. While the most important features such as age and ox-
ygen saturation are clinically intuitive, some features are more complex, 
such as change in lymphocytes. While this may represent an achieve-
ment in the algorithm’s ability to find subtle correlations between 
multitudes of features, the same ability can lead MLAs to overfit. These 
findings may add to the candidate pool of potential mechanisms of 
disease to explore in the future. While the population included in this 
study was obtained from several institutions, clustering of patients 
within institutions may have influenced study results. The institutions 
included also do not form a nationally representative sample and may 

Fig. 1. Comparison of receiver operating characteristic (ROC) curve for the algorithm to the sensitivity and specificity of the operating points for the Age > 65, Age >
65 AND/OR Serious Underlying Health Condition, and Serious Underlying Health Condition policies. 

Table 2 
Performance metrics for the machine learning algorithm (MLA) as compared to 
OUAA policy-based criteria   

MLA Age >
65 

Serious 
Underlying 
Health 
Condition 

Age > 65 OR 
Serious 
Underlying 
Health 
Condition 

Age > 65 
AND Serious 
Underlying 
Health 
Condition 

Sensitivity 80% 
(67% - 
92%) 

49% 
(33%- 
64%) 

18% (6% - 
30%) 

62% (46% - 
77%) 

5% (0% - 
12%) 

Specificity 95% 
(85% - 
100%) 

84% 
(68%- 
100%) 

89% (76% - 
100%) 

79% (61% - 
97%) 

95% (85% - 
100%) 

Accuracy 85% 60% 41% 67% 34% 
Estimated 

stay at 
home 
rate 

4.3% 16% 6.7% 20% 2.1% 

DOR 69.8 5.1 1.9 6.0 0.97 
LR+ 15.1 3.1 1.7 2.9 0.97 
LR- 0.22 0.61 0.92 0.49 1.0 
F1 score 0.87 0.62 0.29 0.72 0.095 

DOR, diagnostic odds ratio; LR, likelihood ratio; MLA, machine learning 
algorithm. 
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limit generalizability of these results. Additionally, algorithm perfor-
mance was assessed on retrospective data. Prospective validation on a 
diverse and nationally representative cohort of as-yet uninfected in-
dividuals is necessary for any claims of predictive performance in live 
settings. As the SARS-CoV-2 virus evolves over time, continued valida-
tion of the accuracy of the algorithm may be warranted to ensure that its 
use remains appropriate. Although the algorithm could be used to assist 
health care providers and policymakers in making more principled care 
decisions, we stress that the tool is intended to support, not to replace, 
clinical judgement and CDC guidance. 

The global effort to stem the spread and impact of COVID-19 requires 
the use of cross-disciplinary ingenuity and tools that can adapt rapidly to 
meet a variety of symptoms and levels of disease severity. MLAs have the 
capability to analyze large amounts of patient data from EHRs. This 
algorithm identifying patients most at risk of hospitalization from 
COVID-19 can be quickly and simply implemented in any EHR and is 

non-invasive. While prospective validation is warranted before imple-
mentation, these retrospective results support that the algorithm may 
serve as a powerful tool to supplement clinical evaluations of COVID-19 
positive patients. These traits are especially valuable as hospitals 
continue to experience significant COVID-19 positive patient admissions 
[20]. Further, the algorithm emphasizes the benefit from incorporating 
individualized factors based on specific patient characteristics into 
models that will be used to guide the public about safe practices as stay 
at home orders are lifted. Beyond its immediate public health implica-
tions, the use of such a tool in these settings may serve to improve trust 
in ML and artificial intelligence (AI) applications to medicine. Despite 
the potential of AI to improve clinical practice and healthcare delivery, 
and despite FDA approval of numerous machine learning devices [21], 
trust in AI remains an important barrier to implementation [22]. 
Developing effective algorithms for use in public health settings and that 
complement established guidelines, such as the OUAA guidelines, may 

Fig. 2. A) Feature correlations and distribution of feature importance for each patient. Input variables are ranked in descending order of feature importance. Red indicates 
a high feature value; blue indicates a low feature value. Dots to the right resulted in a higher score; dots to the left resulted in a lower score. The superscript denotes 
the number of hours prior to the time the algorithm was applied, and Δ denotes change from the previous hour of measurement. For example, ΔSpO2

0 represents the 
change in oxygen saturation from the previous hour to the current hour. B) Global feature importance reported by SHAP (SHapley Additive exPlanations). C) Feature 
Importance for Three Example Individuals. The Model Output Value is the algorithm score for these three individual example patients. The red colors indicate that a 
feature pushed the output to a higher score, and blue colored features reduced the output score. 
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complement efforts to develop explainable AI [23] and help to bolster 
support for such algorithms in both current and future infectious 
outbreaks. 

Conclusions 

We have developed and evaluated an algorithm using EHR data from 
prior patient hospital visits that can accurately predict the likelihood of 
future hospitalization from COVID-19 complications. This algorithm 
demonstrates higher specificity, sensitivity, and accuracy than broad 
population-level categorization. This algorithm may serve as a valuable 
tool to assist clinical evaluations of COVID-19 positive patients and 
guide clinical decision making. The present study provides proof of 
concept that machine learning methods may be useful for understanding 
individual level risk in future infectious outbreaks. Such methods have 
the potential to complement traditional risk stratification tools and 
assist with resource allocation, disease prevention, and maintenance of 
important economic activity. 
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