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a b s t r a c t 

Recognising and knowing about conspecifics is vital to human interaction and is served in the brain by a well- 

characterised cortical network. Understanding the temporal dynamics of this network is critical to gaining insight 

into both hierarchical organisation and regional coordination. Here, we combine the high spatial resolution 

of fMRI with a paradigm that permits investigation of differential temporal tuning across cortical regions. We 

cognitively under- and overload the system using the rapid presentation (100–1200msec) of famous faces and 

buildings. We observed an increase in activity as presentation rates slowed and a negative deflection when inter- 

stimulus intervals (ISIs) were extended to longer periods. The primary distinction in tuning patterns was between 

core (perceptual) and extended (non-perceptual) systems but there was also evidence for nested hierarchies 

within systems, as well as indications of widespread parallel processing. Extended regions demonstrated common 

temporal tuning across regions which may indicate coordinated activity as they cooperate to manifest the diverse 

cognitive representation accomplished by this network. With the support of an additional psychophysical study, 

we demonstrated that ISIs necessary for different levels of semantic access are consistent with temporal tuning 

patterns. Collectively, these results show that regions of the person-knowledge network operate over different 

temporal timescales consistent with hierarchical organisation. 
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. Introduction 

Effective interpersonal interaction is fundamental to daily life. To ac-

omplish this, we need not only to perceive and recognise conspecifics

ut also to know things about them. Such ‘person-knowledge’ incor-

orates personal traits, intentions, attitudes, biographical information

nd episodic memories related to specific individuals. This knowledge

s served by a well-characterised neural network classically divided

nto core and extended systems ( Fairhall and Ishai, 2007 ; Gobbini and

axby, 2007 ; Haxby et al., 2000 ). 

The core system is closely related to the perception of faces and

ncludes occipital/fusiform face areas (O/FFA) and posterior superior

emporal sulcus (pSTS; Haxby et al., 2000 ). The extended system, more

ctive when viewing familiar people, is thought to be involved in spon-

aneous access to person-knowledge ( Gobbini et al., 2007 ; Haxby and

obbini, 2011 ) and is recruited by both names and faces ( Fairhall et al.,

014 ; Fairhall and Caramazza, 2013 ; Tempini et al., 1998 ; Wang et al.,

016 ). The extended system includes the amygdala, inferior frontal

yrus (IFG), medial prefrontal cortex (mPFC), precuneus, and the an-

erior temporal lobes (ATL; Gobbini et al., 2007 ). 
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It remains unclear how person-knowledge is organised within this

ystem. The seminal model of Bruce and Young (1986) posited serial

ccess to successive stages of person-knowledge while allowing paral-

el access to different kinds of person-knowledge (Burton and Bruce,

992). This model is generally supported by behavioural evidence. Seri-

lly, basic category distinctions, such as faces vs. vehicles, are made as

ast as 150 msec with saccades ( Crouzet and Thorpe, 2011 ) or 260 msec

ith manual responses ( Barragan-Jason et al., 2012 ; Rousselet et al.,

003 ), while familiarity judgments are relatively slower at 500–600

sec ( Barragan-Jason et al., 2012 ; but see Visconti di Oleggio Castello

nd Gobbini, 2015 ) and are followed by broad semantic categorisation

t 600 msec (e.g. occupation; Schweinberger et al., 2001 ). Subsequent

ccess to more complex knowledge, such as a politician’s political party

667 msec), has a time course parallel with nominal information (first

etter of name, 671 msec; Abdel Rahman et al., 2002 ). Electrophysio-

ogical evidence also points to varying timescales for access to different

orms of information. Reliable correlates of face familiarity emerge with

he temporal-occipital N250 component ( Schweinberger et al., 2002 ;

anaka et al., 2006 ). Multivariate analyses of MEG data indicate that,

hile representations of face familiarity emerge with a latency of 400

sec, differential representations of face identity are potentially more

trongly pronounced for familiar than unfamiliar faces as early as 100

sec after stimulus onset ( Dobs et al., 2019 ). These early responses
cember 2020 
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Fig. 1. Schematic illustration of predicted 

model of cortical temporal tuning. The upper 

part of panel A represents hypothetical neu- 

ral activity produced by stimuli presentation at 

fast, medium and slow inter-stimulus intervals. 

Neural activity is modelled as the response to 

the stimulus until interrupted by neural activ- 

ity arising from the subsequent stimulus. The 

bottom part of panel A depicts the resulting 

BOLD activity for each presentation rate across 

an fMRI block. Panel B represents the transla- 

tion of the block fMRI response into a tuning 

function. This is accomplished by plotting the 

average block fMRI response as a function of 

ISI. This approach will produce different tuning 

curves in brain regions operating across differ- 

ent timescales. Shown are hypothetical tuning 

curves for fast-, medium- and slow-tuned corti- 

cal areas, based on either the saturation model 

(left) or classical tuning model (right). Here, 

‘classical tuning’ is used to refer to a model pre- 

dicting reduced fMRI response when the region 

is overloaded due to temporal processing ca- 

pacity limits, in addition to the signal reduc- 

tion during underloaded conditions that is pre- 

dicted by both models. 
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ay however reflect image-based properties, with identity represen-

ations that are tolerant to variations in image properties and insen-

itive to face-gender emerging at 400 msec (Ambrus et al., 2019). Later

400 and P600 components have been associated with semantic access

 Bentin and Deouell, 2000 ; Eimer, 2000a , Eimer, 2000b ; Gosling and

imer, 2011 ; Henson et al., 2003 ). These behavioural and electrophysi-

logical techniques provide insight into the hierarchical organisation in

ace processing but lack the spatial acuity to reconcile findings with the

MRI-delineated person-knowledge network. 

Our goal was to combine the high spatial resolution of fMRI with a

aradigm that permits investigation of the temporal-tuning properties
2 
f brain areas. We manipulate rates of famous face presentation over

welve inter-stimulus intervals (ISIs) ranging from 100 to 1200 msec.

e rely on the properties of neural-haemodynamic coupling to make

nferences about the temporal tuning of different brain regions by aver-

ging the signal over the block (and translating duration into amplitude;

ig. 1 ). Specifically, at presentation rates slower than the region’s time-

onstant, it can be thought of as being under-loaded – the execution

nd completion of its operation will be followed by a period of neural

dleness. Over an fMRI block, alternating active and idle periods result

n a relative amplitude reduction in the fMRI response. Increasing pre-

entation rate will increase a brain region’s ‘time-on-task,’ and thus the
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Fig. 2. Experimental design. Panel A. Exam- 

ples of experimental stimuli for the three cat- 

egories: faces, places and scrambled. Panel B. 

Each experimental run was divided into 28 

blocks: 12 faces, 12 places and 4 scrambled. 

Each block lasted 12 secs and had a specific ISI, 

from 100 to 1200 msec (in steps of 100 msec). 
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mplitude of the block fMRI response, until it matches the region’s time-

onstant. A region’s time-constant can be thought of as the time taken

or its operation/computation to complete. At this optimal load ( Fig. 1 ,

reen), neural activity is constant. 

At presentation rates faster than a region’s time-constant, we could

xpect a diminished response consistent with a ‘classical’ tuning func-

ion, similar to that of the single unit ( Fox and Raichle, 1985 ; Singh et al.,

000 ). In this case, a region will also respond less at rates faster than its

ptimal presentation rate ( Fig. 1 , classical tuning in red). Such reduced

eural activity is consistent with investigations of temporal tuning in the

isual system ( Gauthier et al., 2012 ; McKeeff et al., 2007 ; Stigliani et al.,

015 ), and may reflect endogenous limits in a region’s temporal process-

ng capacity or that hierarchically upstream neural processes have not

ad sufficient time to process the stimuli. Alternatively, at presentation

ates faster than the specific region’s time-constant, the neural response

ay ‘saturate’ as the incomplete but continuous processing of incoming

timuli translates to a saturated haemodynamic response ( Fig. 1 , satu-

ation model in red). 

We predict that different regions will have different tuning, with

aster time-constants associated with simpler cognitive operations and

onger time-constants in regions underlying higher-level functions, and

ypothesise that regions with similar functional roles will demonstrate

imilar temporal-tuning profiles. 

. Materials and methods 

.1. Participants 

Forty-six healthy volunteers (mean age 22.6, 15 males) participated

n the study. All participants were right-handed native Italian speakers.

articipants had no history of neurological disorders and had normal

r corrected-to-normal vision. All participants gave informed consent to

ake part in the study and were reimbursed for their time. Procedures

ere approved by the Ethical Committee of the University of Trento. 

.2. Stimuli 

Stimuli were 54 Italian and foreign celebrities, amongst which were

ctors, singers, entertainers, politicians and sportspeople, and 52 famous

onuments from around the world. We selected stimuli from three dif-

erent pictures of each face identity. Stimuli were presented inside an
3 
val shape superimposed on a phase-scrambled background ( Fig. 2 ).

he faces were all in frontal view with a neutral expression, and all

he stimuli were matched for luminance and dimension on the screen.

or the baseline condition, we used 24 phase-scrambled images. Stimuli

600 × 800 pixels) were presented with Psychtoolbox ( Brainard, 1997 ;

elli, 1997 ) running on MATLAB (Mathworks). 

.3. Experimental paradigm 

The experiment was split into 4 fMRI runs. Each run was composed

f 12 randomised blocks of famous face stimuli, 12 blocks of famous

lace stimuli and 4 blocks of scrambled images ( Fig. 2 ). Stimuli were

resented at 12 different ISIs (one ISI per block), ranging from 100 to

200 msec in 100 msec steps (see Fig. 2 ). Face and place stimuli were

resented for half the ISI followed by the phase scrambled background

lone for the other half. In this way, the total time an object (face or

lace) was onscreen was balanced across the different ISIs. Scrambled

mages appeared every seventh randomized block and had a fixed ISI of

 second. Each block lasted 12 s and blocks were separated by a 2-second

xation cross. 

Participants performed a one-back matching task for each condition:

hey responded via button box with their right index finger when they

aw the mirrored repetition of the same image (average one per block, ±
). In face and place conditions, the target image had a different phase-

crambled background to avoid visual facilitation. After the scanning

ession, participants were asked which famous people they recognized,

nd which they had seen for the first time. All the participants consid-

red in the analysis had a recognition accuracy above 90%. 

.4. fMRI data acquisition 

Functional and structural data were collected with a Bruker BioSpin

edSpec 4-T scanner (Bruker BioSpin GmbH, Rheinstetten, Germany)

hile participants lay in the scanner and viewed the visual stimuli

hrough a mirror system. Data collection was conducted at the center

or Mind/Brain Sciences (CIMeC), University of Trento, using a USA In-

truments 8-channel phased-array head coil. Functional images were ac-

uired using echo planar (EPI) T2 ∗ -weighted scans. Acquisition param-

ters were: repetition time (TR) of 2 s, an echo time (TE) of 33 ms, a flip

ngle (FA) of 73°, a field of view (FoV) of 192 mm, and a matrix size of

4 × 64. Total functional acquisition consisted of 796 vol over 4 runs,
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Table 1 

Average peak coordinates for face- and 

place-selective Regions of Interest. 

Coordinates 

Region x y z 

Face-selective 

Right OFA 32 − 90 − 9 
Left OFA − 35 − 87 − 10 

Right FFA 41 − 47 − 21 

Left FFA − 40 − 48 − 21 

Right pSTS 49 − 55 13 

Left pSTS − 49 − 49 14 

Right IFG 40 17 24 

Left IFG − 37 20 26 

vmPFC 3 49 − 19 

Precuneus 3 − 53 29 

Right ATL 57 − 7 − 18 

Left ATL − 59 − 8 − 18 

Right ATFP 34 − 9 − 39 

Left ATFP − 35 − 10 − 35 

Right Amygdala 21 − 6 − 17 

Left Amygdala − 21 − 9 − 14 

Place-selective 

Right PPA 29 − 44 − 10 

Left PPA − 27 − 47 − 9 
Right TOS 35 − 81 23 

Left TOS − 31 − 82 26 

Right RSC 20 − 55 16 

Left RSC − 18 − 59 17 

O/FFA: Occipital/Fusiform Face Area; 

pSTS: posterior STS; IFG: inferior frontal 

gyrus; vmPFC: ventro-medial PFC; 

ATL: anterior temporal lobe; ATFP: 

anterior temporal face patch. PPA: 

para-hippocampal place area; TOS: trans- 

verse occipital sulcus; RSC: retrosplenial 

complex. 
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p  
ach of 34 axial slices (which covered the whole brain) with a thick-

ess of 3 mm and gap of 33% (1 mm). High-resolution (1 × 1 × 1 mm)

1-weighted MPRAGE sequences were also collected (sagittal slice ori-

ntation, centric phase encoding, image matrix = 256 × 224, field of

iew = 256 × 224 mm, 176 slices with 1-mm thickness, GRAPPA ac-

uisition with acceleration factor = 2, duration = 5.36 min, repetition

ime = 2700, echo time = 4.18, TI = 1020 ms, 7° flip angle). 

.4.1. fMRI analysis 

Data from thirty-five participants are included in this analysis. Data

rom eight subjects were rejected due to head motion (within-run move-

ent greater than 2 mm). Two subjects were removed due to low target-

etection scores (2.5 SD below the mean). One participant could not

omplete the test. 

Data were analysed and pre-processed with SPM12 ( http://www.fil.

on.ucl.ac.uk/spm/ ). The first 4 vol of each run were discarded. All im-

ges were corrected for head movement. Subject-specific parameter es-

imates ( 𝛽 weights) for each of the 24 conditions (faces and places for

ach ISI) were derived through a general linear model (GLM). Regressors

ere formed by convolving a box car function modelling each block with

he standard SPM haemodynamic response function. A more lenient im-

licit masque for inclusion in the GLM (0.1 instead of the SPM default

f 0.8) was coupled with an explicit grey matter masque to maximise

ensitivity in susceptibility-sensitive regions on our 4T scanner. The con-

rol condition with scrambled images formed the implicit baseline. The

 head-motion parameters were included as additional regressors of no

nterest. 

.4.2. ROI selection 

For consistency with previous research and generalisability with

ore standard presentation rates, initial coordinates for ROI selection

ere defined using group coordinates taken from an independent study

 N = 44) in which subjects had to perform a one-back task on stim-

li representing faces, objects and animals (faces > [ animals, objects ]).

pecifically, for each subject, we identified the peak in the present ex-

eriment closest to those coordinates using the contrast faces > places at

 < .005. For participants who did not have a peak within 10 mm, we re-

erted to the group coordinates at p < .005 (see Table 1 for coordinates).

e then defined the conjunction of the subject-specific activation with

 sphere of 6-mm radius around the subject’s peaks. The use of the or-

hogonal face > place contrast allows the identification of subject-specific

ace-selective voxels while protecting against erroneous differences be-

ween ISIs as a result of circularity ( Friston et al., 2006 ). Beta values

or each inter-stimulus interval were then extracted from these ROIs

sing MarsBar ( Brett et al., 2002 ) and averaged across runs. In the com-

lementary analysis for places, ROIs were identified with the contrast

laces > faces, as the coordinates for these regions were not available in

he abovementioned dataset. Then we found subject-specific peaks of ac-

ivation and extracted and averaged beta-values from voxels exceeding

 < .005 within a 6-mm radius for each ROI and each ISI. 

Proof-of-concept ROIs were created by marking the conjunction of

he functional contrast: all images (faces and places) greater than base-

ine, and Brodmann regions 17, 18, 19 and 37 (as defined in the MRIcron

emplate; https://people.cas.sc.edu/rorden/mricron/ ). 

.4.3. Temporal-Tuning analysis 

We used the same analysis for both face-selective and place-selective

egions. After extracting the averaged beta value for each ROI and each

SI, to attenuate noise and attain a more reliable estimate of tempo-

al tuning, we smoothed the data from single subjects across ISIs using

 3-point moving average, weighted with a kernel of [.25 5 0.25]. To

ssess tuning, we performed a one-way ANOVA, with a Greenhouse-

eisser correction (when applicable), to determine the simple effect of

SI, while an interaction between ISI and category was used to assess the

pecificity of the ISI effect to the category of interest. To assess differ-

ntial tuning across regions for face stimuli, we ran a two-way ANOVA
4 
ROI x ISI), to highlight the differences in the areas for the preferred

ategory of stimuli. Then, in a pre-planned strategy to maximise power

nd sensitivity, we ran pairwise t-tests comparing ISIs 200 msec apart

e.g. ISIs 100 to 300, 200 to 400, 300–500 and so on). 

To assess whether subdivisions of the network for perceiving and

nowing about others cluster together in terms of their temporal-tuning

rofiles, hierarchical clustering analysis was performed across regions

ia Matlab. Dissimilarity in temporal tuning was quantified via correla-

ion (1-r) for each subject. The results were then averaged across sub-

ects and submitted to Ward clustering. 

.5. Psychophysical study 

An independent sample of 27 subjects (7 male, mean age 24.5) per-

ormed 3 tasks in which they had to detect the consecutive presentation

f two target stimuli, which were either males (gender), politicians (bi-

ary semantic category) or non-Italian actors (combinatorial category),

mongst non-target distractors and target singletons. This strategy was

hosen to more closely match our fMRI model and ensure full process-

ng of the relevant dimension. The experiment was performed in 4 runs

f 18 blocks collected over two separate days to avoid participant fa-

igue. Each block was composed of six trials (3–3.5 second) of a single

ombination of task and ISI. Six ISIs were selected along a logarithmic

imescale (0.100, 0.167, 0.233, 0.367, 0.567 and 0.867) to maximise

ensitivity across a range of ISIs while avoiding the need for an exces-

ive number of trials. Participants indicated with a button press whether

r not a target was present in the trial (50%) and received feedback on

heir performance. 

To index ceiling performance for each task, a subset of 15 partici-

ants (5 male, mean age 25.0) performed an untimed version of the ex-

http://www.fil.ion.ucl.ac.uk/spm/
https://people.cas.sc.edu/rorden/mricron/
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eriment (ISI ≅inf). Subjects pressed a button for every image, indicating

hether it was a target or non-target. Participants performed one run,

ivided into 12 blocks with 4 repetitions for each task. To ensure that

ub-ceiling performance in this task was not due to participants being

nfamiliar with famous identities, we collected recognition data at the

nd of the experiment. 

. Results 

.1. In-Scanner behavioural results 

Repeated-measure ANOVA of accuracy, (for all reported ANOVAs,

reenhouse-Geisser corrections are implemented when Mauchly’s test

ndicated non-sphericity), showed an effect of Category (faces and

laces; F (1,34) = 29.8, p < .0001), with face repetitions detected more ac-

urately than places. A main effect of ISI (F (7.5,254) = 69.2, p < .0001) mo-

ivated pairwise comparison that showed accuracy increased in a step-

ise fashion from 100 msec, reaching an asymptote between 500 and

00 msec (~80% of accuracy). However, no significant interaction was

bserved between Category and ISIs (F (6.8,233) = 2, p = .06), indicating that

articipants had a similar profile of performance across ISIs for both face

ask and place stimuli. 

.2. Proof of concept: temporal tuning in visual cortex 

Firstly, to validate our overall approach and the viability of using

iffering ISIs to delineate temporal-tuning properties across cortical re-

ions, we considered alterations in temporal tuning across the well-

efined hierarchical layers of the visual cortex. To this end, beta val-

es for the 12 different ISIs were extracted from stimulus-driven voxels

both faces and places, P < .001) in BAs 17, 18, 19 and 37 (see methods).

esults are presented in Fig. 3 . 

We see clear evidence for tuning across the visual hierarchy. BA17,

he cytoarchitectonic homologue of V1, showed rapid temporal tuning,

esponding maximally at the 100 msec presentation rate. BA18 showed

uning for longer presentation rates, with an inflection point at 300

sec, implying that at longer ISIs, the neural processing of the stim-

li had sufficient time to initiate and complete and that progressively

onger ISIs led to a relatively ‘idle’ period in the neuronal response be-

ween stimulus presentations. Temporal tuning was longer in BA19 and

A37, with an inflection point around 300 msec in BA19 and around

00 msec in BA37. Notably, at faster presentation rates, BAs 19 and 37

howed a relative reduction in response rate, consistent with the classic

uning model (c.f. Fig. 1 ). 

The influence of ISI on response amplitude was formally assessed

ith a repeated measures ANOVA (main effect of ISI, all p-values <

.0001). The difference in temporal tuning between regions was con-

rmed statistically via ANOVAs between each paired combination of re-

ions (all p-values < 0.0001). ISI-by-Region interactions were performed

sing normalised (Z-transformed) data to ensure that positive effects

ere driven by differences in the true shape of the temporal tuning pro-

le and not potentially because of apparent variations in shape arising

rom relative magnitude differences. 

.3. Category-Selectivity: whole-brain analysis 

To be sure our rapid presentation paradigm produced activation

roadly consistent with traditional, slower presentation rates, we also

erformed a standard whole-brain group analysis. The contrast faces-

reater-than-places, collapsing across ISI, showed the expected activa-

ion of the core and extended systems (see Fig. 4 , p < .001), although we

id not find any active voxels in the angular gyrus at these relatively

apid presentation rates. The contrast places vs faces ( p < .001), showed

ignificant bilateral activation in place-selective regions (see Fig. 4 ):

he para-hippocampal place area (PPA), the transverse occipital sulcus
5 
TOS) and the retrosplenial complex (RSC; Epstein and Kanwisher 1998 ;

ilks et al., 2011 ). 

.4. Person-Selective regions 

For each pair of bilateral ROIs, hemispheric asymmetries were tested

ia 3-way ANOVA using temporally unsmoothed data (Hemisphere [2

evels], Category [2 levels] and ISI [12 levels] as factors). As there

ere no significant interactions between hemisphere, ISI and cate-

ory ( p > .05), we collapsed across bilateral ROIs in subsequent analy-

es. The simple effect of ISI for faces allows us to identify which face-

elective regions show a change in response to faces as a function of

SI. This analysis revealed modulation with ISI in all face-selective ar-

as: core system regions, OFA, FFA and pSTS (F (4141) = 17.6, p < .0001;

 (7239) = 7.0, p < .0001; F (11,374) = 3.7, p = .0001, respectively); as well as

n the extended-system areas: IFG (F (7240) = 3.4, p = .002), ventro-medial

FC and precuneus (F (7249) = 5.7, p < .0001; F (11,374) = 5.2, p < .0001, re-

pectively), ATL (F (7231) = 4.3, p < .0001), anterior temporal face patch

ATFP; F (11,374) = 3.3, p = .0002) and amygdala (F (11,374) = 4.1, p < .0001).

ll regions survive Bonferroni correction for multiple comparisons

cross regions (critical alpha = 0.0055). As a secondary analysis, we con-

idered the interaction between category and ISI, which reveals whether

emporal tuning varies as a function of object category or whether tem-

oral tuning is common for both preferred and non-preferred stimulus

lasses. As the ROI selection contrast (faces > places) was orthogonal to

SI, resulting estimates of category-by-ISI interactions within this ROI

re unbiased ( Friston et al., 2006 ). Normalised (Z-transformed) data

ere used to determine ISI-by-region interactions to ensure that signifi-

ant effects were driven by differences in the true shape of the temporal

uning profile, and not potentially by temporal-tuning profiles of equiva-

ent shape but different magnitudes in the regional response. In the core

ystem, although the response was smaller, regional temporal tuning for

he non-preferred stimulus class (places) did not strongly differentiate

rom that of faces. A category-by-ISI interaction showed weak evidence

or differential tuning only in FFA (F (11,374) = 1.8, p = .045). Temporal-

uning profiles were more specific to person stimuli in extended re-

ions, where significant category-by-ISI interactions were present in the

mPFC, ATFP and the amygdala (F (11,374) = 1.9, p = .034; F (11,374) = 1.9,

 = .040; F (11,374) = 2.0, p = .026) but did not reach significance in the pre-

uneus, ATL or IFG (see Fig. 5 ). Thus, while evidence for temporal tun-

ng within face-selective regions for face stimuli is strong (simple effect

SI for faces), temporal-tuning effects may also generalise to stimulus

ategories that drive regions weakly. 

To formally address the patterns of interregional differences in tem-

oral tuning apparent in Fig. 5 , we performed separate pairwise 2-way

NOVAs for each combination of ROI for face stimuli (ROI [2 levels],

SI [12 levels]) using normalised beta values. With the exception of IFG,

his analysis revealed strong ROI-by-ISI interactions between all core

nd extended regions (p-values for all pairwise regional comparisons

 0.0001). Regional comparisons within the core system revealed strong

issociations in tuning between the OFA and both FFA and pSTS (p-vales

 0.0001), which did not significantly differ from one another. Tempo-

al tuning in the IFG differed from that of the OFA ( p < 0.0001), FFA

 p = .003) and pSTS ( p = .008), and strongly from tuning profiles in all re-

ions of the extended system (p-values < 0.0001). Reflecting the homo-

eneity of temporal tuning within the extended system, only a moderate

ifference in temporal tuning between the precuneus and amygdala was

vident ( p = 0.014), with no other significant differences in tuning being

resent between any other pair of extended regions. 

The pairwise comparisons between ISIs (at 200 msec interval, see

ethods) showed the most rapid tuning in OFA, with an apparent in-

ection point at 400 msec, consistent with an operational time-constant

f this duration (see Fig. 5 ). Planned 200 msec step paired t-tests showed

 significant reduction in the fMRI response between 300 and 500 msec

SIs ( p = .007) and between the following 3 couplets (400–600, 500–
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Fig. 3. Temporal tuning in hierarchical visual 

cortex. Shown is the response to the presen- 

tation of images (both people and places) at 

different ISI (100–1200 msec), extending along 

the visual processing hierarchy. An increase in 

duration of temporal tuning can be seen across 

the visual processing hierarchy. The inflection 

points can be seen to occur at 100 msec in 

BA17, 300 msec BAs 18 & 19 and 400 msec 

in BA37, estimating that the underlying neu- 

ral computations complete at this point. BA17 

and 37 can be seen to show a reduced response 

at faster ISIs, consistent with a classical tuning 

model. 

Fig. 4. Category-selective response averaged 

across ISIs. In purple are face-selective areas: 

OFA, FFA, pSTS, IFG, Precuneus, ATL, ATFP, 

Amygdala. In blue are depicted place-selective 

regions: PPA, TOS and RSC (threshold: p < .001; 

extent: 30 voxels). 

6 
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Fig. 5. Temporal tuning in face-selective re- 

gions for face and place stimuli. A. Plots de- 

pict mean beta values ( ± 1 SEM within-subject; 

Cousineau, 2005 ) as a function of ISIs. Upper : 

temporal tuning of face stimuli in core system 

and IFG. OFA showed a temporal profile tuned 

to the fastest presentation rates, while other ar- 

eas displayed slightly longer tuning, peaking 

between 500 and 600 msec. Lower : temporal 

tuning in extended system regions. These re- 

gions are strongly suppressed at faster presen- 

tation rates and show a maximal response at 

ISIs of 800 msec before displaying a reduction 

in responsivity as ISIs lengthen. Under each 

ROI are reported the Simple Effect (SE) of ISI. 

B. Comparison heatmap of temporal tuning for 

all regions with the same data normalized. C. 

Hierarchical clustering of temporal-tuning pro- 

files indicates two distinct clusters, core re- 

gions and IFG (blue) and extended regions (ma- 

genta). 

Asterisks indicate significant differences be- 

tween ISIs at 200 msec intervals (see text). Or- 

ange asterisks indicate significant increase as 

presentation rates slow, blue asterisks indicate 

a decrease (uncorrected for multiple compar- 

isons). 
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00, 600–800 ISIs, p < .0005; see Fig. 5 ). FFA displayed a significant

ncrease of activity between 200 and 400 msec ISIs ( p = .003), while

he downward inflection began after 500 msec with significant reduc-

ions in activity apparent between 400 and 600 ( p = .02), 500–700 msec

 p = .0005), 800–1000 msec ( p = .003) and 900–1100 ( p < .0001) ISIs. In

STS, activity increased from 200 to 400 msec ( p = .03) and started its

ownward sweep at 500–700 msec ISIs ( p = .002), continuing at 600–

00 ( p = .008) and 900–1100 msec ISIs ( p = .002). Interestingly, tuning

n the IFG is consistent with that of classic core regions, including

he upsweep with increasing ISI (100–300, p = .02; 200–400, p = .04)

nd downsweep with longer ISIs initiating between 500 and 700 msec

SIs (see Fig. 5 , 500–700, p = .005; 600–800, p = .0006). Taken together,

his data highlights the faster tuning function in the OFA compared to

ther regions that showed a reduction in response at ISIs longer than

00 msec. 

Regions of the extended system, except IFG, showed a slower tun-

ng pattern compared to the core system. The ventro-medial PFC ex-

ibited increasing responses with ISIs from 300 to 800 msec (pairwise
7 
-tests: 300–500, 400–600, 500–700 and 600–800 msec ISIs, p < .001).

he inflection point was reached at 800 msec ISI and decrease with

onger ISIs (800–1000, p = .004; 900–1100, p = .013). The precuneus

howed a similar pattern of activity, increasing its response with ISIs

onger than 300 (300–500 msec, p = .001) and displaying a —relatively

eaker —downsweep starting at 800 msec (800–1000, p = .01; 900–

100, p = .04). The ATL had a similar tuning pattern, except for the first

SI, where we observed an anomalous drop in activity ( p = .02) before

 significant enhancement between 300 and 500 msec ( p = .001), which

ontinued at 400–600 msec ( p < = 0.002), 500–700 ( p = .03) and 600–800

sec ISIs ( p = .005), before the activity started to descend after 800 msec

SIs (800–1000, p = .001; 900–1100 msec, p = .006). The ATFP also in-

reased its activity starting from 300 msec ISI (300–500, p = .0002). As

ith the vmPFC, precuneus and ATL, the downsweep started at 800

sec ISI (800–1000, p = .02). Finally, the amygdala displayed a similar

ncrease of activity between 300 and 500 msec ISI ( p = .002), continuing

he upsweep at 600–800 msec ( p = .02), although there was no detectable

nflection point with longer ISIs in this region. 
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Fig. 6. Temporal tuning in place-selective re- 

gions for place and face stimuli. Plots depict 

mean beta values ( ± 1 SEM within-subject; 

Cousineau, 2005 ) as a function of ISIs. PPA and 

TOS showed temporal tuning to medium pre- 

sentation rates, peaking between 500 and 600 

msec. RSC was suppressed at faster presenta- 

tion rates and showed a maximal response at 

ISIs of 800 msec. The Simple Effect (SE) of ISI 

for each ROI are reported within each plot. As- 

terisks indicate significant differences between 

ISIs at 200 msec intervals (see text). Orange as- 

terisks indicate significant increase as presen- 

tation rates slow, blue asterisks indicate a de- 

crease (uncorrected for multiple comparisons). 
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Overall, the core system exhibited an earlier and less-pronounced

nitial increase in responsivity with ISI than the extended system, while

he subsequent decrease in responsivity with increasing ISIs occurred at

onger ISIs in the extended system. The later decrease in the extended

ystem was less pronounced than in the core and may have continued

t ISIs longer than those sampled in the present experiment. Interest-

ngly, the IFG, which is classically considered part of the extended sys-

em, has a profile similar to that of core regions. To quantify cluster-

ngs in temporal-tuning patterns across regions, hierarchical clustering

nalysis was performed ( Fig. 5 c). This analysis indicates a clear dissoci-

tion between core and extended systems and that the IFG clusters with

lassical core regions rather than with the extended system. In general,

ignal in core and extended regions increased from shorter ISIs before

howing a more- or less-pronounced decrease with longer ISIs, consis-

ent with a classic, rather than saturated, tuning model. The sole ex-

eption is the OFA. However, a reduction in response may occur at ISIs

horter than those sampled in this study, as is suggested by earlier work

 McKeeff et al., 2007 ; Gauthier et al., 2012 ; Stigliani et al., 2017). 

.5. Place-selective regions 

As there was no significant interaction between hemisphere, ISI

nd category in place-selective regions, we collapsed ROIs bilat-

rally. The simple effect of ISI for place stimuli was evident in

ll three place-selective areas (PPA: F (7, 229) = 15.1, p < .0001); TOS

F (7225) = 12.8, p < .0001) and RSC (F (11,374) = 3.12, p = .0001) as was the

nteraction between Category and ISI using normalised beta values:

PA (F (11,374) = 5.2, p < .0001); TOS (F (11,374) = 4.9, p < .0001) and RSC

F (11,374) = 2.1, p = .019). Taken together, these results demonstrate the

odulation of the fMRI response with ISI in these place-selective ROIs

nd the specificity of this effect to place stimuli (see Fig. 6 ). 

To highlight the differences amongst the three areas in their re-

ponses to places stimuli, we performed separate pairwise 2-way

NOVAs for each combination of ROI (ROI [2 levels], ISI [12 levels])

sing normalised beta values. Results showed that temporal tuning for

lace stimuli differed between RSC and both PPA (F (7245) = 8.7, p < .0001)

nd TOS (F (8261) = 7.4, p < .0001), which did not differ from one another.

Pairwise 200-msec-step t-tests showed a similar medium-tuning pat-

ern between PPA and TOS, while RSC showed a slower tuning pattern

see Fig. 6 ). Both PPA and TOS displayed a similar upsweep from 100 to

00 msec (100–300, 200–400 msec, p < .0001) and a decrease in neural
8 
ctivity at ISIs longer than 600 msec (600–800, p = .0002 and p < .0001,

espectively; 700–900, p = .0007). These two regions seemed to have a

uning pattern more similar to that of core regions. In contrast, the RSC

ad a tuning pattern more similar to that of the extended system. Activ-

ty increased with ISIs from 100 to 500 msec (100–300, p = .005; 200–

00, p = .003; 300–500, p = .005) with a subtle downsweeping curve start-

ng at ISI of 900 msec (900–1100, p = .02). 

.6. Cognitive access 

Activation of the extended system during one back tasks may

rise due to the spontaneous retrieval of person related information

 Gobbini and Haxby, 2007 ). To gain insight into the relationship be-

ween regional temporal-tuning properties and cognition, we compared

he ISIs necessary for different levels of semantic access for each suc-

essive face presented within a sequence. The goal is to identify the

inimal time required to access possible forms of information from the

ace stimuli and to provide some insight into the cognitive operations

hat may occur within the time constant of different regions delineated

n the fMRI study. Fig. 7 displays behavioural estimates of the capac-

ty to consecutively extract information of a physical (gender), binary

emantic (occupation) and combinatorial semantic (non-Italian and ac-

or) nature. For visual clarity, the group data has been fitted with a log-

caled sigmoid function. One-sample t-tests revealed that the capacity to

xtract these features (above chance performance) is already present for

ender at 100 msec ISIs (t (26) = 4.87, p < .0001) and emerges at 240 msec

or occupation (t (26) = 4.98, p < .0001), and at 360 msec for the combi-

atorial judgement (t (26) = 4.56, p < .0001). These semantic features were

eliably processed (passing an arbitrarily defined 80% level of perfor-

ance) at 360 msec for gender, 560 msec for occupation and 860 msec

or combined nationality and occupation task. To assess whether ceiling

erformance differed between tasks, we performed an unspeeded ver-

ion of the experiment. Ceiling performance was higher for the gender

ask compared to both semantic tasks (paired sample t -test: t (14) = 3.59,

 = .003), which did not differ from one another ( t < 1). To investigate

hether lower ceiling performance was attributable to unfamiliarity

ith the stimuli, we reanalysed the data after removing trials where

nknown personalities were targets (see methods). This did not signif-

cantly affect performance, indicating that ceiling difference reflected

missions inherent to the task rather than unfamiliarity with the stim-

li. 
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Fig. 7. Behavioural time-constants for information access. As in the scanner ex- 

periment, participants were presented with a series of famous faces at varying 

ISIs. Participants had to consecutively access three levels of perceptual/semantic 

knowledge: Physical (gender), Binary Semantic (occupation), Combinatorial Se- 

mantic (foreign and actor). Panel A: Tuning functions for access to these three 

forms of perceptual/semantic knowledge. The crosses represent the ceiling per- 

formance in the unspeeded version of the experiment for each task respectively. 

Panel B: Example of Gender task trial. Participants had to indicate, at the end of 

each trial, whether a target (two consecutive males) was presented or not. This 

design was chosen to mirror our fMRI paradigm and circumvent reaction time 

delays associated with overt responses. 
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. Discussion 

Timescales in the brain provide a window into hierarchical organ-

sation and have been investigated in a variety of ways: the intrinsic

utocorrelation of single units ( Murray et al., 2014 ), integration periods

f scrambled videos and narratives ( Hasson et al., 2008 ; Lerner et al.,

011 ), as well as the response to visual overstimulation ( Gauthier et al.,

012 ; McKeeff et al., 2007 ; Stigliani et al., 2015 ). Here, to understand

he hierarchical nature of the distributed cortical network for perceiving

nd knowing about others, we probed the temporal-tuning properties

cross this network. Through the combination of fMRI with the presen-

ation of images of famous people and places at varying rates (100–

200 msec), we were able to identify region-specific temporal tuning

cross core and extended systems. We observed different temporal tun-

ng across regions of the cortical network for perceiving and knowing

bout others and a clear separation in temporal tuning between core and

xtended systems. A similar distinction was seen in the place-selective

etwork; these regions showed temporal-tuning profiles similar to core

for PPA and TOS) and extended (for RSC) systems. 
9 
.1. Temporal tuning in the core system 

The core system (OFA, FFA, pSTS) and the IFG were tuned to more

apid face presentation than the extended system. amongst core regions,

emporal tuning in OFA was distinct, as captured by the robust region

y ISI interactions between OFA and other core regions. OFA exhib-

ted comparatively stronger responses at faster ISIs and a shorter time-

onstant, with diminishing responses at ISIs longer than 400 msec. While

he present results do not provide direct insight into the functional role

f regions like OFA, and it would be wrong to draw direct conclusions

bout regional function based on the tuning properties of any region

onsidered in this study, the temporal profile of OFA is nevertheless

onsistent with what is known from prior research about the function

f this region. The short time-constant of OFA is consistent with the

rimacy of this region in the person-perception hierarchy ( Fairhall and

shai, 2007 ; Pitcher et al., 2007 ) and with its putative role in processing

ndividual facial features (face-parts) as well as its relative insensitiv-

ty to higher-level facial configuration ( Liu et al., 2010 ). Unlike OFA, in

FA, pSTS and IFG, responsiveness increases as presentation rates slow

rom 100 to 500 msec ISIs. The initial reduction in response may re-

ect partial dependence on completion of computations in OFA or, alter-

atively, temporal-processing capacity limits intrinsic to the dynamics

f the brain regions themselves ( Gauthier et al., 2012 ; McKeeff et al.,

007 ). Estimates of temporal capacity limits in FFA vary across stud-

es (~100–400 msec), and previous studies did not observe differential

uning between OFA and FFA. Variations in temporal capacity estimates

nd relative insensitivity to differential tuning profiles may relate to the

iffering tasks and methodologies used: interspersing faces and places

ithin blocks ( Gauthier et al., 2012 ), alternating different or the same

acial identities within blocks ( Gentile and Rossion, 2014 ), or shorter

nd longer block lengths for different ISIs ( Stigliani et al., 2015 ). 

The reduced response in FFA and pSTS at ISIs longer than 500 msec

ndicates sufficient time for the processing of incoming stimuli within

hese regions (i.e. intervals longer than this are associated with a pe-

iod of relative neural idleness between successive stimuli). The time-

onstant is notably longer than face-selective evoked potentials, such as

he N170, that are believed to originate in these regions ( Deffke et al.,

007 ; Itier and Taylor, 2004 ). This reflects an important difference be-

ween electrophysiological measures of the time course of the neural

esponse and the indirect fMRI-indexed measure of neural temporal tun-

ng used here. While the N170 captures the maximal neural response to

aces, the present method measures the duration of the neural response.

his index relies on periods of neural inactivity following presentation

o produce the relative reduction in summed BOLD activity seen at the

nflection point. In this way, while the N170 predicts maximal face pro-

essing in regions like the FFA at 170 msec, the current results estimate

hat the neural response persists until 400–500 msec. Thus, the longer

ime-constant observed in FFA and pSTS compared to OFA is consistent

ith a hierarchical increase in complexity in these regions in terms of

he duration of neural processing. 

Interestingly, the temporal-tuning profile of IFG closely matches core

egions and was grouped with the core system, rather than the ex-

ended system, in the cluster analysis. While the IFG is traditionally

rouped with the extended system ( Haxby et al., 2000 ; Gobbini and

axby 2007 but see also Duchaine and Yovel 2015 ), a link to the core

ystem is supported by its causal role in configural face processing

 Renzi et al., 2013 ), as well as the common pattern of recruitment of

FG and core regions when accessing different forms of person-related

nowledge ( Aglinskas and Fairhall, 2020 ), which may reflect a possible

ole of the IFG in the coordination of information within core regions

see also Visconti Di Oleggio Castello et al. 2017 ). 

While the response to the non-preferred place category in core re-

ions was notably diminished compared to the response to faces, there

as not clear evidence for a dissociation in temporal-tuning profile

etween these stimulus categories. The lack of pronounced category-
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electivity in the temporal-tuning profile may seem unintuitive, how-

ver, regions of the core system reliably exhibit a response to non-

referred categories ( Downing et al., 2006 ), and it is possible that the

eaker response to non-preferred stimulus may also be governed by the

ame regional temporal processing constraints evident during face pro-

essing. 

.2. Temporal tuning in the extended system 

Regions of the extended system were tuned to slower presentation

ates than core regions, with cluster analysis revealing strong partitions

n the temporal tuning profiles between these systems. At faster rates,

he response in extended regions was markedly supressed. As with core

egions, this pattern may either reflect intrinsic properties related to

he increasing complexity of the computation of these brain regions

 Chen et al., 2015 ) or a contingency on the completion of upstream pro-

esses in core regions such as the FFA or pSTS, consistent with hierarchi-

al organisation. The latter possibility is compatible with the traditional

erceptual/non-perceptual distinction between core/extended systems

nd is intuitive, in that the process of perception and recognition would

eed to be completed prior to the automatic retrieval of person-related

nowledge and the full recruitment of the extended system. 

Unlike core regions, the subsequent drop in fMRI activity at longer

SIs occurred at 800 msec in the extended system. The reduction was also

eaker than in the core system, and a stronger negative deflection may

e apparent at ISIs longer than those we sampled. Notwithstanding the

onservative nature of this 800 msec estimate, this longer time-constant

s consistent with a more elaborate and complex set of cognitive com-

utations in the extended system. 

While pronounced differences were seen in tuning profiles between

ach extended and core system, within the extended system, tuning

urves were closely aligned —both in terms of their initial upsweep and

n their apparent duration. Statistically, temporal-tuning differences be-

ween regions were limited to a singular modest difference between

recuneus and ATL, with no differences apparent between any of the

ther pairs of extended ROIs. This commonality of tuning is compati-

le with the sharing and coordination of information across regions of

he extended system, which is in turn consistent with their documented

unctional profiles. The activation of the extended system by familiar

aces has been attributed to the automatic retrieval of person-knowledge

 Gobbini and Haxby, 2007 ), and these regions have been implicated in

 range of diverse, but at times overlapping, cognitive processes. The

entral portion of mPFC and the amygdala are involved in facial emo-

ion recognition ( Heberlein et al., 2008 ; Wolf et al., 2014 ). The ATL,

ogether with the ATFP, is implicated in the representation of identity

nformation about faces ( Anzellotti et al., 2014 ; Guntupalli et al., 2017 ;

ang et al., 2017 ). The precuneus, vmPFC and ATL are implicated in

he retrieval of episodic, biographical and autobiographical memories,

s well as social cognition ( Burgess et al., 2001 ; Fairhall et al., 2014 ;

airhall and Caramazza, 2013 ; Frith and Frith, 2007 ; Gesierich et al.,

012 ; Simmons and Martin, 2009 ). Indeed, accessing knowledge about

ther people across a variety of domains (Social, Semantic, Episodic,

hysical and Nominal) commonly recruits these regions with task-

elated variations manifesting as subtle differences in the pattern of ac-

ivation across regions ( Aglinskas and Fairhall, 2020 ). Collectively, this

revious research and the similarity of temporal-tuning profiles suggest

 high degree of parallel coordination across the extended system. 

.3. Temporal-Tuning patterns in place-selective regions 

As with person-selective brain regions, place-selective PPA, TOS and

SC also demonstrated distinct temporal-tuning properties. Although

ess pronounced than effects seen in the face-selective system, a more

ubtle dissociation was evident in the tuning to faster presentation rates

f place-selective regions PPA and TOS as compared to RSC. The simi-

arity in profile of PPA and TOS may reflect their common role in per-
10 
eption, as is suggested by their joint activation when viewing scenes

rrespective of task ( Epstein and Kanwisher, 1998 ) and their involve-

ent in general scene categorisation ( Dilks et al., 2011 ). Slower tem-

oral tuning in RSC is consistent with a successive stage of processing.

s with person-selective regions of the extended system, RSC shows a

reference for familiar location as well as higher-level non-perceptual

roperties, such as a place’s location within its broader spatial context

 Epstein et al., 2007a , Epstein et al., 2007b ), autobiographical memory

etrieval ( Summerfield et al., 2009 ) or access to geographically related

nowledge about people or kinds of food ( Fairhall, 2020 ). While less

lear than in face-selective regions, these results suggest the possibility

hat the hierarchical division into core ‘perceptual’ systems (here PPA

nd TOS) and extended ‘cognitive’ systems (here RSC) may be a mech-

nism general to object processing. 

.4. The relationship between time-constants and cognitive processes 

While this study focussed on commonalities and differences in tem-

oral tuning between brain regions rather than on their underlying

etiology, in this section we give some preliminary consideration to

he functional implications of regional time-constants. In a behavioural

tudy designed to mirror our fMRI experiment, we examined the time

ecessary to consecutively access knowledge of perceptual (gender), bi-

ary semantic (occupation) and combinatorial semantic category (actors

ho are not Italian). We chose the detection of couplets of stimuli rather

han singletons, as this requires the full processing of the targeted fea-

ure to be completed, allowing for the subsequent correct identification

f the second member of the target couplet. Perceptual categorisation

eached reliable accuracy (passing the arbitrary 80% threshold) by ISIs

f 360 msec, binary semantic categorisation at 560 msec ISIs and com-

inatorial semantic categorisation by 860 msec. For example, an ISI of

00 msec provides sufficient time for gender identification to complete

ut insufficient time to reliably extract semantic information. There-

ore, a brain region processing the property of gender should have a

ime-constant less than 400 msec, while a brain region processing se-

antic information should have a time-constant longer than this. Relat-

ng this back to regional temporal tuning, perceptual gender categori-

ation could be effectively performed prior to the time-constant of the

FA, suggesting this region has sufficient computational resources to

erform this operation. In contrast, basic semantic categorisation (oc-

upation) reached reliable performance at 560 msec, well before the

ime-constant of extended system regions, at ISIs compatible with the

ime-constant of the of FFA, pSTS and IFG. While this opens the possi-

ility that semantic information is encoded within these core regions, it

s also possible that identity extraction in core regions is necessary to ac-

ess semantic representations of occupation in the extended system. As

iscussed earlier, this possibility is supported by the observation that re-

iable activation in the extended system only arises as the time-constant

f the core system is reached (c.f. Fig. 5 ). At ISIs shorter than the core

ystems time-constant (100–400 msec), activation is supressed in the

xtended system, and the categorisation of binary or combinatorial se-

antic couplets is either not possible or strongly impaired. 

Access to combinatorial semantic knowledge (foreign actors) by 860

sec coincides with the apparent plateau of extended-system activa-

ion. In this way, the increasing response in extended regions like the

recuneus or mPFC may reflect spontaneous access to fuller, combina-

orial semantic knowledge, as is seen in the non-Italian actor condition.

uture work will be needed to strengthen the link between behavioural

nd neural time-constants. 

.5. Load-Based temporal tuning 

Assessing temporal tuning through manipulation of the interval be-

ween events sidesteps the sluggish nature of the BOLD response by cap-

uring temporal information in the amplitude of the summed haemody-

amic response to multiple events, rather than the timecourse of re-
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ponses. Load-based temporal tuning is in some ways comparable to

he traditional notion of time-on-task ( Maus et al., 2010 ). By analogy,

f an fMRI block were to contain many periods in which the participant

s idle, this would underestimate the cortical response to a given task in

omparison to a paradigm in which the participant was fully engaged

hroughout the block. By parametrically modulating the intertrial inter-

al and determining the influence of this on the amplitude of the block-

evel BOLD response, one could discern the cognitive time required for

he participant to perform the task. The present technique exploits a

imilar mechanism to track individual brain regions’ time-on-task and

o make inferences about the duration of the neural response within a

iven region. 

While the results of this approach are promising: delineation of tem-

oral processing gradients within perceptual regions, clear distinctions

etween perceptual and non-perceptual elements of the face-processing

etwork, and novel insight into the characteristics of the IFG, this is a

elatively new and untested technique, motivating further consideration

f potential concerns. 

Using classic deconvolution techniques, it is not possible to ac-

urately separate the contribution of events occurring less than two

econds apart, as the summed haemodynamic response no longer re-

ects the linear combination of its addends ( Buckner, 1998 ). While

lock-design fMRI is normally considered robust to this limitation, it

s possible that neuro-haemodynamic coupling could vary across these

apid presentation rates, with relatively attenuated BOLD responses

t faster ISIs. However, work comparing the EEG and fMRI response

o reversing checkerboard stimuli shows an approximately linear re-

ationship between fMRI and EEG response at ISIs between 83 and

00 msec ( Singh et al., 2003 ), suggesting that for block designs, the

aemodynamic measures represent an unbiased estimate of neural re-

ponses at these faster ISIs. Moreover, the differential pattern of tem-

oral tuning functions across regions suggests that variations in neuro-

aemodynamic coupling are not driving the observed tuning effects. 

The repetition of a stimulus is known to attenuate the fMRI response

o the repeated stimulus, a phenomenon known as ‘repetition suppres-

ion’ or ‘fMRI adaptation’ ( Grill-Spector et al., 2006 ). Adaptation effects

ight be expected to be minimal in the present paradigm, as stimuli

hanged on each presentation. However, while adaptation effects are

ost pronounced in the case of direct-stimulus repetition, they also

ccur as a result of repetition at the object or category level used in

he current paradigm ( Fairhall et al., 2011 ). Thus, it is plausible that

daptation could lead to relatively attenuated responses at faster ISIs

ue to the increased repetition. In contrast, within regions of the core

ystem previously shown to produce categorical priming effects, maxi-

al responses to stimulus presentation were observed to occur at more

apid ISIs. While this indicates that adaptation does not appear to be

he main mechanism behind the observed tuning curves, it remains un-

nown whether adaptation effects may also be present, potentially at-

enuating responses at faster presentation rates. 

As noted earlier, previous studies that have used rapid stimulus pre-

entation to assess temporal processing capacity limits have produced

iffering estimates of processing capacity in regions like FFA (varying

rom ~100–400 msec). This variation underscores the importance of

iffering tasks and presentation sequences. For example, interspersing

aces and places within blocks, which may produce underestimates of

SI effects in regions responding selectively to one or another stimulus

lass ( Gauthier et al., 2012 ), and matching the total number of stimuli

cross ranges of ISIs (resulting in blocks lengths ranging from 2 to 8 s)

oes not differentiate temporal tuning across regions of the visual cortex

 Stigliani et al., 2015 ). The use of consistent block lengths, while bal-

ncing the total number and proportion of stimulus/background across

SIs (here, 50% of the time), may contribute to the detection of the

lear regional differences in temporal tuning observed in the present

tudy. 

The task used in the present study required that participants suc-

essively process each stimulus, comparing the present stimulus to the
11 
receding stimulus. This requires full processing of each stimulus for ac-

urate task performance. As a consequence, task difficulty increases at

aster ISIs, which may influence tuning curves. However, potential task-

inked effects would predict a common tuning function across cortical

egions, which is inconsistent with the differentiation in tuning func-

ions observed across regions. At the same time, using a task that does

ot require the full processing of each individual stimulus may obscure

ifferential effects in the extended system, as participants may stochas-

ically process individual stimuli while disregarding others. This would

llow full processing of occasional stimuli even at rapid presentation

ates, which would in turn distort the temporal-tuning function at faster

SIs. 

Stimulation rates faster than a region’s computational time-constant

ay have produced continuous neural activity at ‘too fast’ presenta-

ion rates,’ as one stimuli are only partially processed before being

nterrupted by neural processing of the subsequent stimulus (satura-

ion model), or it may produce an attenuated response (classical tun-

ng model, c.f. Fig. 1 ). With the exception of OFA, all regions showed

n attenuated response at more rapid ISIs, consistent with the ‘classical

uning’ model. As noted earlier, this may arise because of the temporal

roperties of neural response patterns inherent to the region, with re-

uced neural response as stimuli move away from the optimal driving

timulus in a manner analogous to that seen for orientation or motion

uning ( Hubel and Wiesel, 1977 ; Maunsell and Van Essen, 1983 ). Alter-

atively, this may reflect contingencies in the completion of upstream

rocesses for effective neural input into higher-order areas. As an ex-

mple, higher-level extra-striate regions may not be maximally driven if

he time-stimulus elaboration within V1 is insufficient. Likewise, activa-

ion of the extended system may require identity-recognition processes

o conclude within core regions before identity-specific information can

e accessed in the extended system. Future work will be needed to deter-

ine the relative contribution of within-region and network-level fac-

ors to attenuated regional responses at faster ISIs. 

This approach is complementary to promising approaches that use

ultivariate representational similarity to align representation spaces

cross imaging modalities ( Kriegeskorte et al., 2008 ). Similarity-based

usion of MEG and fMRI allows alignment of information spaces present

n the MEG time-course with information spaces present in different

rain regions as measured by fMRI, potentially providing millisecond-

evel resolution to regional fMRI responses ( Cichy et al., 2016 , Cichy

t al., 2014 ). This is in contrast to the load-based assessment of tem-

oral tuning employed here, which has a coarser temporal resolution.

here are also differences in the type of neural activity each method

ay be most sensitive to. In the temporal domain, similarity-based fu-

ion would be expected to be most sensitive to the peak of the neural

esponse, where signal is maximal. In contrast, a load-based technique

ight be more sensitive to the duration of the neural response. Addi-

ionally, similarity-based approaches require reasonable heterogeneity

n the stimulus classes to formulate sufficiently distinct representational

paces and could be ill-suited to stimuli that are relatively homogenous,

uch as famous faces. 

In this study, we manipulated presentation rate to indirectly probe

he temporal tuning of the network for perceiving and knowing about

thers: temporal properties that are not accessible with traditional non-

nvasive electrophysiological or fMRI approaches. We observed strong

vidence for differential temporal tuning across this network, which pro-

ided insight into the organisational and hierarchical structure. Within

he core system, faster temporal tuning in OFA compared to FFA and

STS captured the hierarchical progression of these regions. The highly

istinct and longer temporal-tuning pattern in extended regions is con-

istent with more sophisticated computations and with dependency on

perations in the core, and the commonality of tuning patterns con-

orms to the high degree of coordination required to manifest the di-

erse cognitive operations accomplished by this system. Organisation-

lly, the faster timescales in IFG indicate a functional role distinct from

he rest of the extended system, which may coordinate more closely
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ith the similarity-tuned core system. Moreover, increasing operational

imescales from place-selective PPA and TOS to RSC indicates that hi-

rarchical increases in operational timescales generalise to other forms

f object processing. Collectively, these results show that regions of the

erson-knowledge network, as well as place-selective regions, operate

ver different temporal timescales consistent with hierarchical organi-

ation. 
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