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A B S T R A C T   

This study employs an FPGA board to implement a robust control technique for wind energy 
conversion systems (WECS). This approach facilitates extensive testing and validation of the 
control system across diverse wind conditions, utilizing the FPGA’s parallel processing capabil-
ities and advanced control algorithms. This method ensures robustness against nonlinearities and 
system uncertainties. FPGA-in-the-loop (FIL) testing provides precise and effective simulation 
results, enabling rapid prototyping and iterative modifications of control algorithms. The effec-
tiveness of the robust control strategy is confirmed by FIL findings, demonstrating significant 
improvements in WECS stability and efficiency. Furthermore, the study highlights the strategy’s 
potential to enhance WECS reliability and efficiency in real-world applications.   

1. Introduction 

In the past, energy demand was low, resulting in limited interest in utilizing renewable energy sources. However, in today’s world, 
electricity significantly affects both domestic and commercial activities. Renewable energy systems are in great demand because they 
improve energy security, lower greenhouse gas emissions, and support sustainable power sources. Wind energy is unique among 
renewable energy sources because of its enormous potential and low environmental impact, along with solar, hydro, biomass, and 
other sources. 

The Doubly-Fed Induction Generator (DFIG) is a highly favored generator within the Wind Energy Conversion Systems (WECS) 
family due to its exceptional energy conversion efficiency and adaptable operation. DFIGs are great for capturing wind energy because 
they maintain constant rotor speeds, even when the wind fluctuates. Also, DFIG systems are cost-effective compared to other systems 
and perform well even when wind speed changes [1,2]. To ensure efficient energy transfer and keep the grid stable, it’s crucial to 
control active and reactive power robustly [3,4]. 

Many control strategies have been developed and applied to wind energy systems to meet the challenges posed by the non-linear 
and time-varying nature of wind energy systems. We describe a limited number of examples in this section, such as Fuzzy Logic 
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Control, Model Predictive Control (MPC), Sliding Mode Control (SMC), Adaptive Control and Field-Oriented Control (FOC). 
Fuzzy Logic Control, this is a nonlinear control strategy that makes use of a set of membership functions to handle the system 

uncertainties and nonlinearity. The major merit of fuzzy logic control is its capability of handling system nonlinearities and un-
certainties without requiring a precise mathematical model of the system. While this may garner several benefits, the design and tuning 
process of fuzzy logic controllers are complicated, and performance depends heavily on the quality of fuzzy rules. Moreover, fuzzy 
logic controllers may have a problem in computational inefficiency, and it doesn’t guarantee the optimal control performance each 
time [5]. 

Model Predictive Control (MPC) predicts the future behavior of a system by using a dynamic model that optimizes control actions 
within a finite horizon to achieve the required performance. Besides multivariable systems handling and constraints, MPC is very 
adaptable to providing optimal control actions based on future predictions. However, it has some disadvantages: it is a computer- 
intensive technique that requires an accurate system model. Design complexity of the MPC algorithm itself, together with its real- 
time computational demands, significantly increase the level of difficulty over its application to systems with fast dynamics [6]. 

Sliding mode control (SMC) is a robust control technique that forces, through discontinuous control actions, the system state to 
slide along a predefined surface. It ensures a high level of robustness with parameter variations and disturbances and is relatively easy 
to implement. However, one major drawback of this technique is the chattering phenomenon, which may be responsible for wear in 
mechanical components; therefore, it usually requires smoothing techniques. Moreover, designing an appropriate sliding surface is 
very tricky, and this approach is also inadequate to perform well under all operating conditions [7]. 

Adaptive control is a way to adjust the parameters in real-time for counteracting changes in system dynamics and external dis-
turbances, so that systems with time-varying parameters have good performance and adaptability to varying operating conditions. 
However, adaptive control normally involves a complicated design procedure together with a stability analysis, and usually has a 
slower response in comparison with the fixed-parameter controllers. Besides these, the need for continuous parameter adjustment may 
increase the computational burdens still further [8]. 

Field-Oriented Control, also known as vector control, is another advanced control technique primarily being applied to control AC 
motors. In this control technique, FOC-independent controls are developed, which decouple the control of torque and flux. This 
provides very accurate and dynamic control of the motor’s performance and hence finds its application in those applications where a 
high level of accuracy in control and efficiency is required, viz. WECS. The main advantage of FOC is that it provides better transient 
and steady state performance along with improved efficiency and handling of nonlinearities and parameter variations. However, 
implementing the FOC technique involves complex transformations and requires an accurate knowledge of motor parameters, hence it 
is difficult to implement and requires sophisticated hardware and software [9]. 

Sudden disturbances and unexpected changes in wind conditions can affect the lifecycle and efficiency of WECS. Robust control is 
crucial to keep the system operational in situations of uncertainty and external interference. To ensure the stability and reliability of 
WECS across various operational conditions, this approach is essential [10]. Robust control not only ensures stable and efficient energy 
production, but also enhances fault tolerance and optimizes energy extraction. 

Recently, FPGAs have been utilized to enhance the efficiency of wind energy systems. These programmable integrated circuits 
execute control algorithms quickly and with great flexibility. FPGAs are reconfigurable, making them suitable for dynamic applica-
tions, and thus, FPGA is a suitable technology for Wind Energy Conversion. The use of FPGAs in control systems for wind energy 
conversion serves to enhance stability and performance. Several reviews have emphasized the advantages of FPGA implementations in 
various applications due to their high computational capabilities [11–13]. 

The use of FPGA-in-the-loop (FIL) testing has proven to be highly effective in evaluating control strategies developed for wind 
energy systems. During the development process, control techniques can be tested and validated by integrating FPGA-in-the-loop. FIL 
ensures the stability of control mechanisms while also accelerating the design and prototyping process. Previous research [14,15], and 
[16] has emphasized the essential role of FPGA-in-the-loop testing in verifying the performance and efficiency of renewable energy 
applications. 

Fig. 1. Architecture of the system.  
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This paper is organized as follows: Section 2 describes the model for the wind turbine and explains the key structures and processes 
involved in its operation. Section 3 discusses the FPGA board, focusing on its architecture, functions, and relevant operations. Section 4 
discusses the FPGA-in-the-loop testing of the system, including testing procedures, results, and analysis. Section 5 presents conclusions 
on the paper’s theme and explores the potential expansion of wind energy conversion systems through FPGA technologies in the future. 

2. Model of the wind turbine 

Fig. 1 shows the structure of the system studied. 

2.1. Modeling of the aeromechanical part 

The equation of wind power is given by eq. (1) [17]: 

Pv=
ρ.s.v3

2
(1)  

where: 
ρ: Density of the area (1225 kg/m3). 
v: wind speed. 
s: the turbine surface (π. R2). 
Only part of the wind’s energy can be converted by a wind turbine [17,18]. This is denoted by Cp (λ, β) as a function of the λ speed 

ratio and β blade angle. 
The turbine’s aerodynamic power [17,18] is derived from eq. (2): 

Paero =
Cp(λ, β) · π ·R2 · ρ · v3

2
(2) 

The power coefficient Cp is defined as the wind turbine’s aerodynamic efficiency [18]. Depending on the turbine’s characteristics 
[17,18] it can be defined by eq. (3) and eq. (4): 

Cp(λ, β) =C1

(
C2

A
− C3 · β − C4

)

∗ exp
(

−
C5

A

)

+ C6 ∗ λ (3)  

With: 

1
A
=

1
(λ + 0.08 ∗ β)

−
0.035
β3 + 1

(4)   

C1 = 0.5179; C2 = 116; C3 = 0.4; C4 = 5; C5 = 21; and C6 = 0.0068.                                                                                               

Equation (5) calculates the speed ratio, defined as the ratio of the turbine’s linear speed Ωt to the wind speed v [17,18]: 

λ=R ·
Ωt

v
(5) 

The aerodynamic torque is given by eq. (6): 

Caero 0 =
Cp(λ, β) · ρ · π ·R2 · v3

2 ·Ωt
(6) 

The figure above presents the total wind turbine model (Fig. 2). 

Fig. 2. Model of a wind turbine.  
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2.2. Multiplier model and mechanical shaft model 

The gearbox is responsible for converting the slow-speed turbine to a fast-speed generator. It can be represented mathematically by 
the following equations [19]: 

⎧
⎪⎪⎨

⎪⎪⎩

Ωt =
Ωmec

G

Cg =
Caero 0

G

(7)  

2.3. Model 

2.3.1. Three-phase electrical space representation of a DFIG 
The three-phase electrical space representation of DFIGs provides a comprehensive framework for analyzing and understanding the 

electrical behaviour of these systems. By representing the stator and rotor windings as vectors in a three-dimensional space, this 
representation enables the visualization and interpretation of key electrical quantities such as voltages, currents, and fluxes. 
Furthermore, it facilitates the development and optimization of control strategies aimed at enhancing the performance, stability, and 
efficiency of DFIG-based wind energy conversion systems. 

The machine voltages, currents and flux can be described by the following equations.  

➢ Equation (8) for the stator and 9 for the rotor voltages are expressed as follows: 

(Vs)= [RS](IS) +
d
dt

(ΦS) (8)  

(VR)= [RR] · (IR) +
d
dt

(ΦR) (9)  

where RS,RR are the stator and rotor resistances, respectively. 
IS, IR currents of the stator and rotor.  

➢ The Flux expression is shown in eq. (10 _11): 

(ΦS)= [LS] · (IS)+ [MSR] · (IR) (10)  

(ΦR) = [LR] · (IR) + [MSR]
T
· (IS)

[LS] =

⎡

⎢
⎢
⎣

lS mS mS

mS lS mS

mS mS lS

⎤

⎥
⎥
⎦

[MSR] = mSR ·

⎡

⎢
⎢
⎣

cos α cos (α − 4Π/3) cos (α − 2Π/3)

cos (α − 2Π/3) cos α cos (α − 4Π/3)

cos (α − 4Π/3) cos (α − 2Π/3) cos α

⎤

⎥
⎥
⎦

(11)  

2.3.2. PARK representation of DFIG 
Park transformation is a mathematical method for transforming the 3-phase output of an asynchronous machine into a two- 

coordinate reference frame. This makes it easier to analyze and control machines in rotating reference frames [20]. 
For each of the vectors defined above (voltage and flux), we will change the PARK coordinate system on both the stator and rotor 

(eq. (12)). 

[P(θS)]=

̅̅̅
2
3

√

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

cos θS − sin θS
1̅
̅̅
2

√

cos (θS − 2Π/3) − sin (θS − 2Π/3)
1̅
̅̅
2

√

cos (θS − 4Π/3) − sin (θS − 4Π/3)
1̅
̅̅
2

√

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(12)  

where [P(θs)] and [P(θs)]
− 1 represent the direct and inverse passing matrices of PARK, respectively.  

➢ The equations for the stator voltages VSP eq. (13) and the rotor VRP are: 
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(VSP)= [RS] · (ISP)+
d
dt

(ΦSP)+ [P1(θS)]
− 1

·
d
dt

([P1(θS)]) · (ΦSP) (13) 

This is easily demonstrated by multiplying the matrices in eq. (14). 

(VsP)= [RS](ISP)+
d
dt

(ΦSP)+ωS ·

⎡

⎣
− ΦSd
+ΦSq

0

⎤

⎦ (14) 

Or by developing PARK components for the stator eq. (15): 
⎧
⎪⎪⎨

⎪⎪⎩

VSd = RS · ISd +
d
dt

ΦSd − ωS.ΦSq

VSq = RS · ISq +
d
dt

ΦSq + ωS ·ΦSd

(15)  

where: 
VSd,VSq: d/q stator voltages. 
ISd, ISq: d/q stator currents. 
We follow the same steps to calculate the PARK components for the rotor (eq. (16)): 

⎧
⎪⎪⎨

⎪⎪⎩

VRd = RR · IRd +
d
dt

ΦRd − ωR.ΦRq

VRq = RR · IRq +
d
dt

ΦRq + ωR ·ΦRd

(16)  

where: 
VSd,VSq: d/q rotor voltages. 
ISd, ISq: d/q rotor currents.  

➢ Flux expression 

For the calculation of Flux, similar steps are used, as shown below in eq. (17). 

(ΦSP)= [P(θS)]
− 1

· [LS]
[
[P(θS)](ISP)+ [P(θS)]

− 1
· [MSR]

]
[P(θR)](IRP) (17) 

By expanding each line, we obtain the PARK components of the stator eq. (18) flux and rotor flux in equation (19) and equation 
(20), respectively: 

{
ΦSd = LS · ISd + MSR · IRd
ΦSq = LS · ISq + MSR · IRq

(18)  

{
ΦRd = LR · IRd + MSR · ISd
ΦRq = LR · IRq + MSR · ISq

(19)    

➢ The expression of electromagnetic torque 

Equation (20) defines the electromagnetic torque: 

Tem =p.
(
Φsd. Isq − Φsq. Isd

)
(20)  

3. Indirect field-oriented control 

It is clear from looking at the aforementioned expressions that a flux term and a current term interact to produce electromagnetic 
torque [21]. Notably, there is a strong similarity between these expressions and the torque expression in a direct current machine. 
However, the challenge lies in controlling the flux term and the current term separately. This degree of independence is necessary to 
maximize the performance of the direct current machine and, consequently, to achieve accurate control over its output torque [22,23]. 
Several strategies can be employed to achieve this control. Here, we describe stator flux-oriented control, choosing to align the stator’s 
flux with the d-axis as shown in Eq. (21), [18,24]. 

{
Φsd = Φs
Φsq = 0 (21) 

Given that RS is insignificant, as the losses from joule heating are small compared to the losses for the medium and high-power 
machines utilized in wind energy conversion, we obtain eq. (21): 
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⎧
⎨

⎩

VSd =
dΦS

dt
VSq = ωS ·ΦSd

(21a)  

In this case, stator voltages become as follow eq. (22): 
{

Vsd = 0
Vsq = Vs = ωs.Φs

(22) 

From equation (12), eq. (23) is obtained: 
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ISd =
1
LS

(ΦS − MSR · IRd)

ISq =
MSR

LS
· IRq

(23) 

By integrating equation (23) into equation (16), the expression of rotor voltage becomes (eq. (24)) 

Fig. 3. The block diagram of the DFIG for the electrical system.  

Fig. 4. Block of the controlling diagram for the DFIG.  
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⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Vrd =

(

Rr + S.
(

Lr −
MSR

2

Ls

))

.Ird − ωs.g.
(

Lr −
MSR

2

Ls

)

.Irq

Vrq =

(

Rr + S.
(

Lr −
MSR

2

Ls

))

.Irq + ωs.g.
(

Lr −
MSR

2

Ls

)

.Ird +
g. MSR.Vs

Ls

(24) 

Fig. 3 depicts the block diagram of the electrical system derived from the two equations above (eq. (24)). First-order transfer 
functions connect the rotor and stator voltages and powers, as shown in the block diagram. This configuration allows for independent 
control of each axis, facilitating a vector control system. Each axis has its own controller, operating independently without cross- 
coupling. Consequently, the active power for the rotor axis q and the reactive power for the rotor axis d serve as the reference 
values for these controllers. 

To achieve power control of this machine, two types of control structures were employed. Direct flux orientation control (DFOC) is 
the first approach; it simplifies by ignoring coupling terms and uses independent controllers for each axis to control reactive and active 
power separately [25]. The second approach uses a two-loop system to manage both power and rotor currents, and it incorporates a 
robust control model that takes coupling factors into account. By using this method, the rotor currents driving the DFIG are precisely 
controlled. 

In this paper, we are interested in a robust control method; our choice is based on existing studies that compare the two structures. 
However, the advantages of this method include the possibility of double correction and the ability to couple P and Q together. Fig. 4 
shows the controlling diagram for the DFIG (Fig. 4). 

The open-loop transfer function H(S) can be represented by the following equation (eq. (25)): 

H(S)=

⎛

⎜
⎜
⎜
⎝

1

Rr + S.
(

Lr −
MSR

2

Ls

)

⎞

⎟
⎟
⎟
⎠
.

(

KP1 +
KI1

S

)

(25) 

The compensation method removes 0 from the transfer function H(p). To ensure that the H (p) function maintains the stable 
performance of the compensating process, the following transfer function parameters are presented in eq. (26): 

KP1

KI1
=

Lr −
MSR

2

Ls

Rr
(26) 

From equation (27), the open loop function of transfer H(S) is presented as follows: 

H(S)=
KI1

S.Rr
(27) 

The closed-loop function of transfer G(S) can be defined by eq. (28): 

G(S)=
1

1 + S. Rr
KI1

(28)  

which is equivalent to this structure in eq. (29): 

G(S)=
1

1 + S.τ (29)  

where τ is the system response time. 
The current corrector parameters, expressed as a function of machine parameters and response time, are as follows: 

KI1 =
Rr

τ ; KP1 =
Lr −

MSR
2

Ls

τ (30) 

For calculating the PI’s controller parameter, we used the same method as for the function of machine parameters and response 
time. In the end, we obtain the result shown by eq. (31): 

KI0 =
1
τ0

; KP0 =
τ0

τ (31)  

where τ0 is the system response time for the reactive power control loop. 

4. FPGA 

A Field-Programmable Gate Array (FPGA) is a semiconductor device that can solve a wide range of computing problems. They are 
embedded circuits that can be customized by the customer or designer after manufacturing [26]. FPGAs consist of a matrix of Cus-
tomizable Logic Blocks (CLBs) connected by programmable interconnects. These versatile components are essential for various 
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applications, including computing, telecommunications, and industry [27]. 
FPGA architectures, such as matrix, memory-based, anti-fuse-based, hybrid, and programmable logic gates, provide different 

design options. Matrix architecture offers high flexibility with interconnected logic blocks. Memory-based FPGAs rely on SRAM for 
speed but require continuous power. Anti-fuse-based FPGAs enhance security, while hybrid architectures combine different tech-
nologies. Programmable logic gate architectures are suitable for low-power or small-scale designs [28]. 

FPGAs consist of several key components that work together to provide flexibility and customization. The main components of an 
FPGA include the following [29].  

• A look-up table or LUT is used to perform logic operations.  
• Off-chip memory controllers  
• The Flip-Flop is a register element where the LUT results are stored.  
• I/O pads, allowing the entry and output of data to the FPGA.  
• High-speed serial transceivers  
• Embedded memories for distributed data storage  
• DSP_48 blocks  
• PLLs or phase-locked loops for driving the FPGA fabric at different clock rates.  
• Wires, connecting the elements. 

The components mentioned above, combined with reprogramming, make FPGAs powerful tools for implementing custom elec-
tronic circuits, rapid prototyping, and developing embedded systems. Designers are offered unprecedented flexibility to adapt their 
designs to the specific needs of their projects. 

FPGA evolution is moving towards embedding microprocessors within their circuits. This shift in architecture may result in the 
development of reconfigurable systolic architectures. Coarse-grained reconfigurable architectures, which already exist, show promise 
as technology advances. High-end FPGAs with 40 nm SRAM technology can contain billions of transistors and perform thousands of 
multiplications within nanoseconds. 

4.1. FPGA-in-the-loop 

"FPGA-in-the-Loop (FIL) is a method primarily utilized in the realms of digital design and embedded systems for testing and 
validating software algorithms and hardware designs. This approach involves integrating field-programmable gate arrays (FPGAs) into 
system simulation and testing processes to leverage the high performance and flexibility offered by FPGAs." 

In an FPGA, "digital representation formats" are used for both data processing and data transfer. Some basic formats for repre-
sentations in computing include floating-point, fixed-point, and two-complement formats. The floating-point format is used to 
represent real numbers. While fixed-point number processors can handle multiple values and perform numerous calculations, they 
require extensive hardware support. Modern FPGAs offer embedded floating-point services for complex mathematical operations, but 
they also require substantial hardware resources. The integer format is typically chosen using two’s complement representation 
because both positive and negative integer formats appear the same within this binary representation. This format is suitable for 
representing both positive and negative values. Additionally, the fixed-point format is commonly used in implementing FPGAs and 
other DSP modules to encode numbers in digital systems. In the fixed-point format, the decimal point has a fixed location, but the 
number of digits that can appear after the decimal point may vary. However, fixed-point representations are more beneficial in regions 
that frequently require precise measurement. These formats consist of specific numbers of bits for the integer and fractional parts, 
making them suitable for accurate calculations. In our study, we utilized fixed-point representation for certain hardware on the dis-
cretized FPGA to implement optimization. 

Similarly, electronic test interfaces play a crucial role in validating, programming, and troubleshooting FPGAs. The Joint Test 
Action Group (JTAG) is one of the most popular electronic test interfaces for FPGAs, designed as an industry-standard method for 
testing ICs within large and complex systems. It operates on a chain-based design model, sequentially connecting each circuit 
component, such as the FPGA. This JTAG chain ensures that the necessary test pins for testing, debugging, and other operations are 

Fig. 5. FIL illustration.  
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easily accessible. As discussed earlier, JTAG offers a significant advantage over other interfaces in terms of diagnostics, allowing 
probing or remote access to FPGAs. This feature is particularly useful for managing FPGAs embedded in remote locations, enabling 
remote programming and debugging. It also facilitates access to FPGA configuration information, aiding in the reading of program-
ming and detecting potential programming errors. In our simulation, we utilized JTAG test interfaces for identification. Depending on 
the application’s requirements, other connection interfaces such as USB or Ethernet may replace or complement JTAG.USB interfaces 
are prevalent in most systems, providing a straightforward and convenient method for connecting FPGAs to computers and other 
devices. Widely used for programming FPGAs and data transfer between FPGAs and host processors, memory is characterized by low 
access time and high transfer rates. USB is an easy-to-use solution that works right out of the box and does not require deep config-
uration or setting adjustments from the end user. It is mainly used in applications under development or for simple prototyping. Thus, 
it is suitable for situations where large volumes of data need to be transmitted at high rates over long distances. Full-duplex mode is 
utilized so that data can be both received and sent within the FPGA. This capability is crucial for adaptive control systems, sensor 
networks, and other time-sensitive applications (see Fig. 5). 

In general, FPGA-in-the-loop (FIL) refers to a broad development method integrating both FPGA and software in the loop tech-
niques, using tools like Vivado and Simulink (see Fig. 5). This method proposes a global strategy for creating and designing 
complicated structures of digital systems rather than updating them when needed. It begins with creating a system model in Simulink, 
where the system under investigation is represented as functional and data flow blocks organized hierarchically [30]. The model is 
then tested with various scenarios and inputs during simulation to replicate real-world conditions and relationships. Engineers can 
utilize Simulink’s simulation engine to detect errors, observe design behavior, and even make minor adjustments before progressing to 
the final stage of hardware implementation. 

5. Results and discussion 

Table 1 presents the DFIG and wind turbine parameters employed in our simulation. However, to create an FIL setup in Simulink, 
several steps are involved in establishing the connection between the FPGA hardware and MATLAB. Fig. 6 presents the flow diagram of 
our study. Below are the key steps to set up the FPGA in the loop using Simulink. 

Table 1 
Parameters of the DFIG generator and WT.  

DFIG WT 

Parameters Symbols Values Parameters Symbols Values 

Power generator (kW) PS 1.5 M Radius of the turbine blade (m) R 35.25 
Pole number P 2 Turbine and generator moment (N.m) J 10 
Stator resistance (Ω) RS 1.2 Density of air (kg/m3) ρ 1.225 
Rotor resistance (Ω) Rr 1.8 Tip-speed ratio λ opt 8 
Stator inductance (mH) LS 0.1554 Optimal power coefficient CP 0.4942 
Rotor inductance (mH) Lr 0.1568 - – –  

Fig. 6. FPGA in the loop test of proposed method using FPGA board nexys 4 ddr.  
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➢ The FPGA design software is configured on the system before using FPGA-in-the-loop. To add the Vivado design software to the 
system path for the current MATLAB session, we used the hdlsetuptoolpath function.  

➢ The FPGA in the Loop Wizard is launched by performing the following steps: Select the FIL Wizard from the Code Verification, 
Validation, and Test area in the Apps gallery.  

➢ Specify if the wizard will generate a FIL Simulink block or a FIL Simulation MATLAB System Object. For this example, Simulink for 
the FIL simulation is selected.  

➢ The HDL design that will be used in the FPGA was defined.  
➢ JTAG was selected as the connectivity method. 

In Simulink, the system model shown in Fig. 7 is generated. The central yellow block represents the DFIG generator, the key 
element in power generation. The system is controlled via the blue block to ensure stability and control. The wind turbine model, 
represented by the pink block, simulates the operation of the wind energy source. The other blocks are dedicated to important cal-
culations that add to the model’s complexity, such as the calculation of angular velocity (w) and park transformation (vsd and vsq), to 
determine the system’s stator and rotor components. This Simulink system provides interesting information on the interactions be-
tween these components for studying and optimizing the performance of DFIG generators and wind turbines, demonstrating its po-
tential in the research and development of advanced energy systems. In addition, we integrated pipeline optimization into our FPGA 
implementation for the wind turbine control system to enhance the overall efficiency and performance. This enhancement allows for 
more streamlined processing and improved responsiveness in managing wind turbine operations. 

Fig. 8 below shows the robust control system introduced in the indirect field-oriented control section. This implementation is a key 
transition between theory and practical application, enabling the testing and implementation of the approach. 

Fig. 9 represents the Simulink block of the total system of the FPGA in the loop in our study, within its inputs and outputs 
considered. 

The Simulink model is first converted into hardware-specific code using the HDL Coder tool after successful simulation. This 

Fig. 7. Model representation in Simulink.  
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generated HDL code represents the system’s behavior in a hardware description language like VHDL or Verilog. Then comes Vivado, 
which processes the HDL code through steps such as synthesis and place-and-route to change the abstract design into a configuration 
bitstream that can be loaded onto the target FPGA hardware. This is where the true power of FPGA-in-the-loop comes into play. Fig. 11 
provides an overview of the digital schematic of this approach. By converting the model into HDL, we create a direct hardware 
representation, allowing the system to be deployed and run on an FPGA, offering dedicated hardware acceleration for model calcu-
lations. The main advantage here is the improved performance and parallelization of operations, inherent features of FPGAs, making 
this approach especially appealing for applications that require real-time calculations and increased performance. 

When programming MATLAB/Simulink models on an FPGA with the "FPGA-in-the-Loop" test, different types of peripherals are 
added to ensure communication and control between the FPGA and MATLAB/Simulink. These peripherals include serial interfaces 
such as Ethernet interfaces for communication via the network and FPGA-internal standards such as AXI to simplify communication 
between processing blocks. JTAG peripherals are often used for debugging, while GPIO pins offer versatile digital connectivity. This 

Fig. 8. Representation of the robust control system in Simulink.  

Fig. 9. Block of the global system of the FPGA in the Simulink loop.  
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diversity of peripherals allows them to interact with the FPGA control model and the software development environment to debug and 
collect data. 

In this research, the JTAG periphery is utilized, which enables bidirectional communication with electronic components through a 
specific set of pins. This allows for non-intrusive modification of the internal state of circuits. JTAG is commonly applied in production 
testing, debugging electronic circuits, and programming programmable devices. It serves as a crucial tool for maintaining and vali-
dating complex electronic equipment. Fig. 11 illustrates the FPGA architecture of the control system. In Fig. 11b, the pink area rep-
resents the HDL system from Fig. 10, with the remaining parts representing the communication interfaces. 

The active power and its reference are depicted in Fig. 12, showing close similarities. This indicates that the responses of the active 
and reactive power match the reference power from the wind turbine. The resemblance demonstrates that the control system effec-
tively follows the reference power. The alignment between the actual and desired outputs serves as evidence of the accurate and 
reliable performance of the control mechanism, ensuring that the wind turbine operates within specified parameters. This alignment 
serves as an indicator of the control system’s effectiveness in power regulation, ultimately contributing to the stability and efficiency of 
the wind turbine. 

The similarity between the active/reactive power and reference power curves in this figure is clear proof that the wind turbine 
power and FPGA power are identical. This matching of two outputs improves the accuracy and precision of the control system and 

Fig. 10. The global numeric model in Vivado responsiveness.  

Fig. 11. FPGA architecture. (a) FPGA routing. (b) FPGA placement.  
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ensures that the wind turbine output is exactly as per the specifications. Finally, the match between the actual and desired outputs 
proves not only the efficiency of the control system but also that the FPGA is replicating the wind turbine energy production. This level 
of similarity guarantees accurate and reliable performance of our FPGA model. 

The stator and rotor voltage signals are represented in Fig. 12. Vrd varies as a function of the stator’s reactive power Qs, and Vrq 
varies within stator’s active power Ps. Fig. 12a and 12b illustrate this relationship. Therefore, it can be concluded that the generator 
tracks both active and reactive powers accurately. 

In the Park coordinate system, the direct axis is chosen to coincide with the stator magnetic field. The reference axis, therefore, 
follows the stator flux and is chosen to minimize the component of the alternating current passing through it. Most loads and electrical 
systems are designed to operate most efficiently when the direct axis current is maintained at or near zero, which facilitates system 
regulation and control. 

The vsd component (direct stator voltage) is set equal to zero, as the goal is to minimize magnetic flux variations in this axis. Any 
voltage or current in this axis could disrupt system stability. On the other hand, the vsq component (stator quadrature voltage) results 

Fig. 12. Simulation results with variable wind speed. (a) Stator reactive power. (b) Stator active power. (c) rotor direct current Ird. (d) stator direct 
current Isd. (e) Slip g. (f) stator quadrature current Isq. (g) electromagnetic torque Tem. (h) rotor quadrature current Irq. (i) Rotor current ir_abc. (j) 
Stator current is_abc. 
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from the projection of the voltage on the direct axis onto the perpendicular axis, generally referred to as the quadrature axis. This 
projection is necessary to control the machine’s magnetic flux and torque, which is essential for correct operation of the electric 
machine. 

Fig. 13c, Fig. 13h, Fig. 13d and Fig. 13 f present the direct rotor current Ird, the quadrature rotor current Irq, the direct stator 
current Isd and the quadrature stator current Isq respectively. Control strategies incorporate Ird and Irq to manage machine perfor-
mance, power generation, and system stability. The interaction between Ird, Irq, Vrd, and Vrq is crucial for precise control, ensuring 
efficient and reliable operation across all applications. 

Fig. 13 displays simulation results under constant parameters. Comparing these with results under variable parameters (Fig. 12) 
demonstrates the robustness, adaptability, and flexibility of the control strategy. In Fig. 14, with constant parameters, the system 
remains stable, maintaining consistent performance under unchanged conditions. Conversely, Fig. 12 shows results under variable 
wind speeds ranging from 3.5 to 14.5 m/s, offering a dynamic perspective on the system’s response to environmental and operational 
changes. This comparison highlights the importance of parameter adaptability in ensuring effective and resilient wind turbine control 
systems, particularly in fluctuating real-world conditions. Robustness tests involved increasing Rr and Rs by 100 % of their nominal 
values, with results detailed in Fig. 14. 

The simulation results depicted in Fig. 14 demonstrate the resilience of our control strategy when subjected to parametric vari-
ations of the DFIG. This is proven by the consistent adherence to power set points, accompanied by uniform response times during 
start-up. Moreover, the control mechanism effectively maintains the decoupling of active and reactive powers throughout the 

Fig. 13. Results of the simulation with constant wind speed. (a) Stator reactive power. (b) Rotor active power. (c) stator direct current Isd. (d) rotor 
direct current Ird. (e) stator quadrature current Isq. (f) Slip g. (g) rotor quadrature current Irq. (h) electromagnetic torque Tem. (i) Rotor current 
ir_abc. (j) Stator current is_abc. 
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operation. 
Based on the results of our simulation, the proposed technique has provided excellent results compared to other control techniques 

[31–34] (Table 2), in terms of efficiency, error and robustness. 

6. Conclusion and perspectives 

In this article, a comprehensive study was conducted involving the simulation of a wind turbine model in the MATLAB/Simulink 
environment to adjust power output. The methodology involved the construction of a Simulink model, the generation of HDL code 
from it, and its seamless integration into an FPGA board to enhance system responsiveness. The results demonstrate a high degree of 
agreement between Simulink and FPGA-in-the-loop (FIL) tests, validating the robustness and applicability of the approach across 
simulations. 

Quantitatively, simulation time was significantly reduced with FPGA implementation compared to traditional Simulink simula-
tions. Minimal discrepancy in output power adjustments between FPGA and Simulink was observed, underscoring the accuracy and 
reliability of the FPGA approach. Furthermore, improved responsiveness and computational efficiency were noted. In summary, the 
effectiveness and feasibility of FIL testing for wind turbine control applications are highlighted, with potential avenues for further 
research and industrial applications in renewable energy systems. 

Future research aims to integrate artificial neural networks (ANNs) into the wind turbine control model, replacing conventional PID 
controllers to enhance system performance and adaptability. This evolution towards AI-based control seeks to leverage ANNs’ learning 
capabilities for advanced wind turbine operation control. A comparison of PID and ANN control techniques will be conducted to 
investigate their performance under varying conditions, showcasing AI’s potential in optimizing renewable energy systems. 
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Table 2 
Performance comparison.   

Used method Efficiency % Error % Overshot Robustness 

[31] Backstepping adaptative 98.99 0.12 0 high 
[32] Adaptive fuzzy vector controller 93.5 0.15 0 moderate– high 
[33] Direct torque control (DTC)-classical 92.13 0.32 5 moderate– high 
[34] Sliding mode 94.82 0.2 0 low 
Proposal Technique  99.01 0.1 0 high  
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