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INTRODUCTION

Suicide is understood as a series of actions including sui-
cidal ideation, suicidal planning, and suicide attempt.1 Suicid-
al ideation refers to immersion into thoughts about suicide-
related behaviors,2 and suicidal planning refers to specific 
planning to attempt suicide, which can lead to suicide attempt 
and ultimately death. If suicidal ideation is focused on the as-
pect of thinking, suicide attempt is the outward expression as 
a specific action. Suicide attempt includes suicide behaviors 
committed without the intention of suicide to achieve other 
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goals as well as cases in which an individual attempted to kill 
oneself but failed. 

According to OECD suicide statistics, Korea had the high-
est suicide rate among 35 OECD countries in 2017 at 23.0 per 
100,000 population.3 The 2019 suicide statistics published by 
Statistics Korea showed that suicide is the leading cause of 
death among individuals aged 10–39 years,4 and suicide has 
continuously been the leading cause of death among the teens 
between the age 10–19 since 2008.

Not all adolescents with suicidal ideation actually attempt 
suicide, and groups of adolescents without suicidal planning 
may attempt to commit suicide.5 However, because suicidal 
ideation is highly likely to progress to suicide attempt and sui-
cidal death, suicide attempts can be reduced by reducing sui-
cidal ideation.6 In fact, approximately one-third of adolescents 
with suicidal ideation are known to make a suicide attempt,5 
and preventive interventions are crucial because suicidal ide-
ation is an important predictor of suicide attempt.7,8 Hence, 
there are growing interests on suicide risk screening in clini-
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cal settings, and classifying high-risk groups of suicide with 
suicidal ideation is crucial for a more effective suicide preven-
tive intervention.9 

There are several factors that influence adolescents’ suicide 
risk,10 and specifically personality trait is one such risk factor.11 
Some past studies have analyzed features of groups with a sui-
cide risk using the Personality Assessment Inventory (PAI),12,13 
but these studies were limited to adult subjects, with little rel-
evant research on children and adolescents according to our 
literature review. In addition, most studies simply examined 
the association of suicide risk with symptoms such as depres-
sion and anxiety or identified relevant risk factors.14 Recently, 
some studies have applied machine learning in the prediction 
of suicide,15 and there was an attempt to classify or predict ad-
olescents with a suicide risk using machine learning.15-17 How-
ever, none of the studies attempted to predict adolescents with 
high suicide risk using machine learning in consideration of 
their personality traits. Thus, this study aims to classify groups 
at risk of suicide by including personality traits using the PAI.

Previous statistical techniques were limited because they 
tried to predict suicide risk, a complex problem, using a sim-
ple algorithm.18 Machine learning differs from the traditional 
statistical techniques in that it generates the most optimal al-
gorithm from various predictors, based on which it has been 
proposed to be useful in the prediction and classification of 
suicide risk.19 In the present study, we aim to analyze the PAI 
profiles of child and adolescent patients who received outpa-
tient psychiatric care using machine learning techniques, such 
as logistic regression (LR), random forest (RF), artificial neu-
ral network (ANN), support vector machine (SVM), and ex-
treme gradient boosting (XGB), to develop and validate a clas-
sification model for individuals with high suicide risk.

METHODS

Participants
Data were obtained from retrospective chart review of psy-

chometric assessment, which was performed on 158 patients 
aged 12–17 years who have visited the outpatient psychiatric 
clinic at Wonkwang University hospital between January 2011 
and December 2019. Overall psychological evaluation includ-
ing PAI-A and intelligence test were conducted as initial as-
sessments if it has not been evaluated before. Because the re-
liability of self-reported data from individuals with an overall 
intelligence and language comprehension score of below 70 
is low, 34 were excluded, and a total of 124 patients were en-
rolled. The psychometric assessment results were interpreted 
by a clinical psychologist. The diagnosis of all patients was 
grouped according to DSM-IV-TR and DSM-5. This study 
was approved by the Institutional Review Board of Wonk-

wang University Hospital (WKUH 2021-02-013-004).

Instruments

Personality Assessment Inventory for Adolescent (PAI-A)
This test is an objective test for assessing personality and 

psychopathology developed by Morey20 and standardized for 
use in Korea by Kim et al.21 The test was developed to provide 
important information about the patient or client in clinical 
settings, and according to the standardization study, it is a 
useful multiscale inventory personality test that enables dif-
ferential diagnosis and identifies specific areas of discomfort 
among individuals. The PAI-A retains the same scale struc-
ture in the PAI, and it was developed for use on middle and 
high school students by modifying items that were deemed to 
be inappropriate for adolescents. It comprises 264 items, with 
22 scales, including four validity scales, 11 clinical scales, five 
treatment consideration scales, and two interpersonal scales. 
Ten of these scales include subscales designed to facilitate a 
comprehensive and in-depth assessment of complex clinical 
constructs.

Lim et al.22 conducted a restandardization study of Korean 
PAI-A in 2018, and the internal consistency of each scales 
were identified as NIM (Cronbach’s α=0.76), PIM (α=0.75), 
SOM (α=0.80), ANX (α=0.84), ARD (α=0.70), DEP (α=0.87), 
MAN (α=0.74), PAR (α=0.75), SCZ (α=0.80), BOR (α=0.88), 
ANT (α=0.77), ALC (α=0.51), DRG (α=0.64), AGG (α=0.80), 
SUI (α=0.82), STR (α=0.79), NON (α=0.66), RXR (α=0.73), 
DOM (α=0.67) and WRM (α=0.80).

SUI scale is related to evaluation of idea of death and sui-
cide, with little thought of death or suicide if it is below 60 
points. And with 60–69 points, there are temporary and peri-
odic suicidal ideation and tend to be pessimistic about the fu-
ture of one self, and a significant sense of suicide is reported if 
the score is 70 or higher. In this study, subjects with a SUI scale 
of 60 or higher were defined as suicide high risk group.

Machine learning
The prediction pipeline was developed as shown in Figure 1. 

The pipeline was generated from five machine learning meth-
ods, namely LR, RF, ANN, SVM, and XGB using the caret 
package provided in the R statistical software version 3.6.3 (R 
Studio, Inc., Boston, MA, USA). The developed pipeline con-
sisted of random splitting of the input dataset into training 
(n=87; 70% of 124 samples) and testing (n=37, 30% of 124 
samples) datasets, while maintaining equal proportions of the 
class ratios in each split. We developed five final machine learn-
ing models to predict high suicide risk group in the training 
dataset, by tuning the hyper-parameters using the caret pack-
age provided with the R statistical software. We used ten-fold 
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cross-validation to prevent overfitting. The relative importance 
of feature, provided in arbitrary units, was calculated using the 
Boruta algorithm, which is a variable selection method built 
around the random forest.23 The receiver operating character-
istic (ROC) curves were plotted, and the area under the ROC 
curves (AUROC) was obtained to assess the model’s perfor-
mance. The AUROCs were compared using the Delong test.

Statistical analysis
Statistical analysis was conducted using the R software (R 

Studio). The demographic data were analyzed using student’s 
t-test and χ2 test, as appropriate. p-values <0.05 (two-sided) 
were considered statistically significant. 

RESULTS

Differences of demographic characteristics and 
intelligence scores between high-risk and 
low-risk groups 

A total of 124 participants were divided into the high sui-
cide risk group (suicide ideation, SUI ≥60) or low suicide risk 
group (SUI <60) based on their SUI score. There were no sig-
nificant differences in the demographic factors and intelli-
gence scores between the two groups (Table 1).

Comparison of PAI-A scale scores according 
to suicide risk 

There were statistically significant differences in the incon-
sistency (ICN) scale, negative impression (NIM) scale, posi-
tive impression (PIM) scale, somatic complaints (SOM) scale, 
anxiety (ANX) scale, anxiety-related disorder (ARD) scale, 
depression (DEP) scale, mania (MAN) scale, paranoia (PAR) 
scale, schizophrenia (SCZ) scale, borderline features (BOR) 
scale, drug problems (DRG) scale, aggression (AGG) scale, 
stress (STR) scale, nonsupport (NON) scale, and treatment 
rejection (RXR) scale of PAI-A between the two groups. There 
were no statistically significant differences in the infrequency 
(INF) scale, antisocial features (ANT) scale, alcohol problems 
(ALC) scale, dominance (DOM) scale, and warmth (WRM) 
scale between the two groups (Table 2).

All dataset
(N=124)

Training dataset
(70%, N=87)

Testing dataset
(30%, N=37)

Feature selection
using Boruta algorithm

Model test

Oversampling

Performance metrics

Machine learning

Ten-fold cross validation
LR RF SVM ANN XGB

Figure 1. Schematic of prediction model development. LR, logis-
tic regression; RF, random forest; ANN, artificial neural network; 
SVM, support vector machine; XGB, extreme gradient boosting.

Table 1. Demographic characteristics and intelligence scores

Dependent: suicide risk
High-risk
(N=44)

Low-risk
(N=80)

p

Sex >0.999
Female 19 (43.2) 34 (42.5)
Male 25 (56.8) 46 (57.5)

Age (years) 15.1±1.9 14.9±1.5 0.528
Living with both parents 0.122

Yes 30 (68.1) 65 (81.2)
No 14 (31.9) 15 (18.8)

Education statement 0.867
Middle school 21 (47.8) 42 (52.5)
High school 22 (50.0) 36 (45.0)
Dropping out 1 (2.2) 2 (2.5)

Verbal comprehensive index 90.1±14.7 88.2±16.3 0.527
Working memory index 95.0±19.5 94.2±17.7 0.816
Perceptual reasoning index 89.4±15.8 94.1±16.9 0.138
Processing speed index 86.0±19.3 88.2±15.7 0.513
Full-Scale IQ 86.9±18.0 87.5±16.3 0.862
Diagnosis

Psychotic disorder 1 (2.3) 4 (5.0) 0.460
Mood disorder 14 (31.8) 26 (32.5) 0.938
Anxiety disorder 17 (38.6) 25 (31.3) 0.406
ADHD 6 (13.6) 10 (12.5) 0.857
Tic disorder 2 (4.5) 6 (7.5) 0.522
Conduct/ODD 6 (13.6) 6 (7.5) 0.269
Others 4 (9.1) 11 (13.8) 0.447

Data are presented as mean±standard deviation or N (%). ADHD, 
attention deficit hyperactivity disorder; ODD, oppositional defiant 
disorder
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Develop a prediction model using machine learning 
techniques

The observed high-risk ratio was 35.5% (44/124), which 
was consistent with the imbalanced data (Table 1). Therefore, 
we applied the oversampling method to balance the training 
dataset (Figure 1). First, we developed the prediction models 
with sex, age and all PAI-A scales and subsequently tested all 
models using the testing dataset. The AUROCs of RF, SVM 
and XGB were >0.8, indicating that these models performed 
effectively in the testing dataset (Figure 2). Then, the relative 
importance of all features was calculated using the Boruta al-
gorithm. Seven features including ARD, NON, DEP, RXR, 
STR, ANX, and AGG scales were determined as relevant for 
predicting high suicide risk group and the ARD showed the 
highest relative importance (Figure 3). Finally, we developed 
prediction models using seven relevant features calculated by 
Boruta algorithm and subsequently tested all models using 

the testing dataset. The AUROCs of these models were above 
0.9 and the RF model exhibited the best performance (Figure 
4 and Table 3). The performance of RF model was significant-
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Figure 2. Receiver operating characteristic curves plotted from 
machine learning models developed with sex, age, and Personality 
Assessment Inventory for Adolescent scales. AUROC, area under 
the ROC curve; CI, confidence interval; LR, logistic regression; RF, 
random forest; ANN, artificial neural network; SVM, support vector 
machine; XGB, extreme gradient boosting.
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Figure 3. Relative feature importance computed using the Boruta 
algorithm. The blue violin plots correspond to the minimal, average, 
and maximum Z scores of a shadow attribute. The red and green vi-
olin plots represent the Z scores of the rejected and confirmed attri-
butes, respectively. The black dots and horizontal lines inside each 
violin plot represent the mean and median values, respectively. All 
features that received a lower relative feature importance than that 
of the shadow feature were defined as irrelevant for prediction. Lat-
erality was considered an irrelevant feature (marked in red). ICN, 
inconsistency; INF, infrequency; NIM, negative impression; PIM, 
positive impression; SOM, somatic complaints; ANX, anxiety; ARD, 
anxiety-related disorders; DEP, depression; MAN, mania; PAR, 
paranoia; SCZ, schizophrenia; BOR, borderline features; ANT, an-
tisocial fea-tures; ALC, alcohol problems; DRG, drug problems; 
AGG, aggression; STR, stress; NON, nonsupport; RXR, treatment 
rejection; DOM, dominance; WRM, warmth.

Table 2. Comparison of PAI-A scale by suicide risk

Dependent: suicide risk High-risk Low-risk p
ICN 51.0±9.6 47.5±9.1 0.043
INF 52.3±10.9 55.1±8.3 0.112
NIM 64.5±13.7 53.6±12.8 <0.001
PIM 41.7±10.7 48.2±11.7 0.003
SOM 62.3±18.0 53.9±13.5 0.004
ANX 59.7±12.2 47.6±10.4 <0.001
ARD 61.7±11.2 46.5±9.8 <0.001
DEP 69.8±13.5 57.5±14.9 <0.001

MAN 48.8±14.3 42.8±11.9 0.014
PAR 61.9±15.0 55.7±13.7 0.021
SCZ 59.9±12.2 59.9±12.2 0.001
BOR 62.8±12.6 53.4±14.2 <0.001
ANT 58.6±15.5 54.8±13.4 0.158
ALC 54.5±14.6 53.2±11.9 0.591
DRG 55.2±12.2 50.9±9.8 0.032
AGG 58.5±13.6 51.9±11.9 0.005
STR 60.5±10.9 49.1±10.7 <0.001

NON 61.6±11.9 1.4±11.7 <0.001
RXR 43.4±14.8 51.2±11.6 0.002

DOM 44.7±9.9 43.9±12.2 0.724
WRM 48.0±13.3 45.2±11.1 0.208

Data are presented as mean±standard deviation. PAI-A, Personali-
ty Assessment Inventory for Adolescent; ICN, inconsistency; INF, 
infrequency; NIM, negative impression; PIM, positive impression; 
SOM, somatic complaints; ANX, anxiety; ARD, anxiety-related dis-
orders; DEP, depression; MAN, mania; PAR, paranoia; SCZ, schizo-
phrenia; BOR, borderline features; ANT, antisocial features; ALC, al-
cohol problems; DRG, drug problems; AGG, aggression; STR, stress; 
NON, nonsupport; RXR, treatment rejection; DOM, dominance; 
WRM, warmth
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ly superior to that of ANN (Table 4).

DISCUSSION

This study attempted to develop and validate a model for 
predicting high suicide risk in child and adolescent psychiat-
ric patients using the scales of PAI-A and applying machine 
learning techniques.

In this study, approximately 35.5% (n=44) of the partici-
pants were classified as the high suicide risk group, as defined 
by suicide ideation scale score of 60 or higher. Jeon et al.24 re-
ported the lifetime prevalence of suicidal ideation to be 18.9% 
among adolescents aged 12–18 years, and the higher preva-
lence in our study may be attributable to the fact that the study 

population consisted of patients who sought psychiatric care, 
who have various risk factors and psychopathologies, as op-
posed to the general population.

According to a study comparing the psychometric variables 
of high and low suicide risk groups by Heo et al.,25 the high 
suicidal ideation group had significantly higher scores on the 
clinical scales of PAI, namely SOM, ANX, ARD, DEP, MAN, 
PAR, BOR, ANT, and DRG scales, compared to the low sui-
cidal ideation group. In the study of suicide attempt by Sin-
clair et al.,12 total nine indicators (ICN, NIM, STR, MAN-G, 
SCZ-T, BOR-N, BOR-S, ANT-A, and ANT-E) among 42 PAI 
indicators and specifically six indicators (NIM, STR, MAN-
G, BOR-N, BOR-S, ANT-A) when considering several factors 
such as age, sex, education, and race were found to differ be-
tween multiple suicide attempt and single/no suicide attempt. 
The scales found to be significantly associated with suicide risk 
classification in our study, namely ARD, NON, DEP, ANX, 
RXR, AGG, and STR scales, differed from those reported by 
previous studies, and this is presumed to be due to the adoles-
cent study population in our study and application of machine 
learning methods.

AGG was found to be a significant factor in classifying high 
suicide risk group. It has been suggested as a developmental 
factor of suicide in a previous study,26 and it has also been re-
ported to be associated with ADHD, ODD, and conduct dis-
orders among children and adolescents, with adolescents with 
a suicide attempt history showed higher impulsivity than those 
without a suicide attempt history.27 In the developmental as-
pect of neuromaturation, adolescent’s aggression can be inter-
preted in the context that structural and functional maturation 
of the prefrontal cortex is in progress, and it is still difficult to 
demonstrate consistent impulse control.28,29 Adolescents with 
conduct disorder showed a high suicide risk, and some stud-
ies have linked this to severe emotional dysregulation and 
higher prevalence of mood disorder.30 Substance abuse is also 
a risk factor of suicide attempt in adolescents, and one study 
reported that heavy drinking increases psychological distress 
and aggressiveness and hinders adaptive coping strategy, 
thereby increasing suicide risk.31
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Figure 4. Receiver operating characteristic curves plotted from 
machine learning models developed with selected features by 
Boruta algorithm. AUROC, area under the ROC curve; CI, confi-
dence interval; LR, logistic regression; RF, random forest; ANN, ar-
tificial neural network; SVM, support vector machine; XGB, extreme 
gradient boosting.

Table 3. Performance metrics of the prediction models

Model Accuracy Sensitivity Specificity PPV NPV F1
LR 0.89 0.77 0.96 0.91 0.88 0.83
RF 0.89 0.92 0.88 0.80 0.95 0.86
ANN 0.78 0.77 0.79 0.67 0.86 0.71
SVM 0.89 0.85 0.92 0.85 0.92 0.85
XGB 0.86 0.92 0.83 0.75 0.95 0.83
LR, logistic regression; RF, random forest; ANN, artificial neural 
network; SVM, support vector machine; XGB, extreme gradient 
boosting; PPV, positive predictive value; NPV, negative predictive 
value; F1, F1-score

Table 4. Calculated probability of the difference between the area 
under the receiver operating characteristic curve

Model RF ANN SVM XGB
LR 0.872 0.057 0.417 0.551
RF 0.034* 0.083 0.068
ANN 0.836 0.858
SVM 0.633
*p<0.05. LR, logistic regression; RF, random forest; ANN, artificial 
neural network; SVM, support vector machine; XGB, extreme gra-
dient boosting; DeLong’s test was used
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NON scale indicates a lack of social support, and this scale 
can be used to examine the degree of support provided by 
family members and friends. A previous study reported that 
female adolescents who are socially severed from their friends 
engage in more suicidal ideation, while male adolescents who 
belong in a tightly networked school community exhibit a 
protective effect against suicide attempt.32 Furthermore, this 
is in line with the findings that family stress or familial con-
flict directly and indirectly influence adolescents’ suicide risk 
behaviors.33-35

Anxiety disorder and PTSD are known to increase suicide 
risk.26 In addition, patients with depression are 13–26 times 
higher risk of suicide compared to the general population,36 
and a psychological autopsy study on 229 suicidal deaths found 
that 59% of these people had major depressive disorder.37 In 
our study, anxiety as well as depression were identified as risk 
factors for suicide, in this regard previous study38 shown that 
the coexistence of depressive and anxiety symptoms was as-
sociated with an increased risk of suicide compared to having 
either one. 

RXR evaluate the interest in psychological and emotional 
change, indicating that individual with high scores lack thera-
peutic motivation. According to a study of untreated adoles-
cent depression,39 those who were not treated were found to 
have 4.19 times higher risk of suicide than those who were 
treated or who were the first depressive episode. 

This study has several strengths. First, the study population 
comprised child and adolescent psychiatric patients. Second, 
data were analyzed using machine learning techniques. Sui-
cide is a complex psychological phenomenon that occurs as 
a result of numerous factors. A past study confirmed the im-
portance of machine learning techniques compared to other 
existing methodologies that utilize data in testing a priori hy-
pothesis when testing the interactions among various com-
plex factors,19 and the predictive accuracy was higher with ma-
chine learning techniques. In this study, we developed and 
validated a classification model for high suicide risk group 
using various psychopathologies, including personality traits 
with a standardized instrument. There were no studies that 
analyzed the risk factors of suicide in adolescents by both as-
sessing them under a single standardized tool that can evalu-
ate comorbid psychopathologies and applying machine learn-
ing techniques. The Boruta algorithm has an advantage of 
eliminating researcher’s intention in feature selection, and we 
were able to confirm that the predictive model has better per-
formance in such case. Third, in light of past studies on the as-
sociation between suicide risk and intelligence, we set an in-
telligence score of 70 or higher as an inclusion criterion and 
included intelligence in the high suicide risk classification 
model for analysis. A previous study reported an inverse as-

sociation between IQ and suicide risk in children and adoles-
cents, and it has been found that those with a low IQ who have 
no appropriate coping and cognitive skills are vulnerable to in 
suicidal ideation upon a stressful life event, as a result suicidal 
ideation and planning ultimately leads to a suicide attempt.40,41

There are some limitations to this study. The first one is lim-
ited generalizability since subjects in this study has been se-
lected among patient group who have visited child and ado-
lescent psychiatric clinic in university hospital. Second, we 
used a self-report test. A retrospective self-report test is vul-
nerable to recall bias or underreporting. Subsequent studies 
should supplement the self-reported data with structured in-
terviews. Third, causation cannot be drawn due to the cross-
sectional design. However, this study has clinical significance 
in that various facets of personality and psychopathology re-
lated to suicide risk were included in the analysis. 

In conclusion, this study developed a model to predict high 
suicide risk groups by applying machine learning techniques 
to PAI-A data. The model had an AUC of 0.936, confirming 
its potential for classifying and predicting high suicide risk 
groups with a “excellent” diagnostic accuracy.42 In comparison 
to previous study findings using PAI, AGG, NON, and RXR 
were added as an important consideration in this study, and it 
may be helpful to detect suicides risk if these scales are actu-
ally elevated in clinical settings. However, suicide must be as-
sessed based on multiple aspects, and although PAI-A assess 
an array of domains, further research is needed for predicting 
high suicide risk groups. In addition, large-scale data obtained 
from multiple institutions and further research will be needed 
to enhance the performance of the developed model and im-
proves its applicability in clinical settings. Such model would 
be used for assessing and screening patients with high suicide 
risk in clinical practice.
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