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A B S T R A C T   

Migraine is a chronic dysfunction characterized by recurrent pain, but its pathogenesis is still unclear. As a result, 
more and more methods have been focused on the study of migraine in recent years, including functional 
magnetic resonance imaging (fMRI), which is a mainstream technique for exploring the neural mechanisms of 
migraine. In this paper, we systematically investigated the fMRI functional connectivities (FCs) between large- 
scale brain networks in migraine patients from the perspective of multi-channel hierarchy, including static 
and dynamic FCs of group and individual levels, where the brain networks were obtained using group inde
pendent component analysis. Meanwhile, the corresponding topology properties of static and dynamic FCs 
networks in migraine patients were statistically compared with those in healthy controls. Furthermore, a graph 
metrics based method was used to detect the potential brain functional connectivity states in dynamic FCs at 
individual and group levels, and the corresponding topology properties and specificity of these brain functional 
connectivity states in migraine patients were explored compared with these in healthy controls. The results 
showed that the dynamic FCs and corresponding global topology properties among nine large-scale brain net
works involved in this study have significant differences between migraine patients and healthy controls, while 
local topological properties and dynamic fluctuations were easily affected by window-widths. Moreover, the 
implicit dynamic functional connectivity patterns in migraine patients presented specificity and consistency 
under different window-widths, which suggested that the dynamic changes in FCs and topology structure be
tween them played a key role in the brain functional activity of migraine. Therefore, it may be provided a new 
perspective for the clinical diagnosis of migraine.   

1. Introduction 

As an idiopathic headache disorder, migraine is characterized by 
moderate to severe pain, which consists of unilateral and pulsating 
headache attacks that are typically aggravated by physical activity 
(May, 2009). It is a common recurrent neurological disorder combining 
nausea, vomiting, and hypersensitivities to visual, auditory, olfactory 
and somatosensory stimuli (Schwedt et al., 2015), and is also a complex 
and subjective experience that includes sensory-discriminative, affective 
and cognitive aspects. Migraine headaches cause significant individual 
and societal burdens as a result of pain, such as environmental sensi
tivity, disability and even lost productivity (Schwedt and Dodick, 2009). 
Therefore, it is very important to explore the neural mechanism of 
migraine and form some available biomarker identification for the 
clinical diagnosis of migraine. 

Numerous neuroimaging studies have shown structure and func
tional alterations in widespread brain regions of patients with migraine 
(Moulton et al., 2011; Eck et al., 2011; Maleki et al., 2012; Schwedt 
et al., 2014), such as the anterior cingulate cortex, orbitofrontal cortex, 
insula, temporal gyrus, posterior cingulate cortex, supplementary motor 
area, cerebellum and thalamus etc. Among them, resting-state func
tional magnetic resonance imaging (fMRI) is a noninvasive imaging 
technique which measures spontaneous brain activity as low frequency 
fluctuations in blood oxygen level-dependent signals (Fox and Raichle, 
2007). During the resting state, correlated spontaneous fluctuations 
occur within spatially distinct and functionally related groups of cortical 
and subcortical regions, consisting of the human brain’s intrinsic func
tional networks (Seeley et al., 2009). It has been used extensively to 
reveal the intrinsic typical and atypical functional architecture of the 
brain (Greicius, 2008). The changed features during the resting state 
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may serve as a marker to reflect the progress of multiple diseases, such as 
schizophrenia (Lui et al., 2009), Alzheimer’s disease (Greicius et al., 
2004), and Parkinson’s disease (Wu et al., 2009). 

In the past decade, the resting-state fMRI has been used to investigate 
the pathophysiology mechanism of migraine and to identify many 
dysfunctional brain areas, especially for delineating the neural un
derpinnings of the pain experience in migraine patients, such as the 
periaqueductal grey, anterior cingulate cortex (ACC), insular cortex and 
temporal lobe, which are mainly associated with pain processing and 
pain modulation (Moulton et al., 2011; Schwedt et al., 2015; Maleki and 
Gollub, 2016). For example, the primary somatosensory cortex (S1), 
secondary somatosensory cortex (S2), and the motor and premotor 
cortex (PMC) are proposed as constituting parts of the pain intensity and 
spatial discrimination pathway (Oshiro et al., 2009). Moreover, the ACC, 
the motor areas, the PMC and the supplementary motor area (SMA) form 
a module that contributes to response selection and the generation of 
sensory information (Cavina-Pratesi et al., 2006). Furthermore, the S1, 
S2, primary motor cortex (M1), secondary motor cortex (M2) and 
insular cortex are in the trigeminovascular pathway and have been 
implicated in the ascending trigemino- thalamo-cortical nociceptive 
pathway (Burstein et al., 2015). Previous studies have demonstrated 
that the S1, S2, PMC, M1 and SMA comprise the sensorimotor network 
(De Luca et al., 2005). In addition, an increasing body of literatures has 
shown that people with migraine have alterations in the functional 
connectivities (FCs) of regions which important for mediating sensory, 
affective, and cognitive components of pain (Smith et al., 2009; Russo 
et al., 2012a, 2012b; Schwedt et al., 2013; Mathur et al., 2015). 

In 2011, Raichle et al. found that there were multiple independent, 
spatially coherent resting-state functional networks in the brain, 
including default mode network, sensorimotor network, dorsal attention 
network, executive control network, salience network, and frontopar
ietal network, etc. (Raichle, 2011), which have been confirmed by do
mestic and foreign scholars. In recent years, more and more researches 
reported that resting-state brain functional networks were directly 
related to pain processing, and found that these brain functional net
works were abnormal in migraine patients (Mainero et al., 2011; Jin 
et al., 2013; Tessitore et al., 2015). For example, Mickleborough et al. 
used fMRI to assess the attentional control networks during visual 
spatial-orienting tasks in migraine patients as compared to non-migraine 
controls, and migraine patients showed less activation than non- 
migraine controls in a key area of the ventral frontoparietal network 
of attention (Mickleborough et al., 2016). Zhang et al. evaluated the 
dysfunction of the sensorimotor network in migraine patients and 
investigated whether the dysfunctional areas within the sensorimotor 
network exhibited abnormal FC with other brain areas based on resting- 
state fMRI (Zhang et al., 2017). Tessitore et al. demonstrated disrupted 
default mode network (DMN) connectivity in migraine and also showed 
decreased connectivity in prefrontal and temporal regions of the DMN 
(Tessitore et al., 2013). Tedeschi used voxel-based morphometry and 
diffusion tensor imaging to investigate the resting-state visual network 
integrity, and showed that patients with migraine had a significant 
increased functional connectivity in the right lingual gyrus within the 
resting-state visual network (Tedeschi et al., 2016). Russo et al. showed 
that migraine patients had significant functional connectivity reduction 
within the right frontoparietal network known to be associated with 
executive functions and specifically in the middle frontal gyrus and the 
dorsal anterior cingulate cortex (Russo et al., 2012a, 2012b). 

However, to our knowledge, few studies has determined whether the 
symptoms of migraine are associated with functional connectivity and 
topological structure between these brain functional networks (BFNs), 
and the significance of altered resting-state brain functional connectivity 
in migraine is still unknown. The purpose of this study is to explore the 
differences of FCs and topological properties among multiple large-scale 
BFNs in migraine patients compared with health controls from the 
perspective of multi-channel hierarchy. Group independent component 
analysis (GICA) is used to obtain BFNs, and then explore the static FCs 

(SFCs) and dynamic FCs (SFCs) among these BFNs through sliding time- 
window correlation analysis at group and individual levels. Subse
quently, complex network analysis is used to study the graph metrics of 
SFCs and DFCs, and a new graph metric based method is adopted to 
explore the dynamic pattern of change implicit in DFCs. The results 
showed the differences of FCs and topological structure among BFNs 
between migraine patients and healthy controls, which provided an 
important reference for the study of neurological pathogenesis and 
clinical diagnosis of migraine. 

2. Materials and methods 

2.1. Data acquisition 

In this study, 48 migraine patients participated in the experiment 
came from the department of neurology of a hospital using the SIEMENS 
magnetic resonance instrument (3 T), which will be denoted as MPs in 
the following. All MPs were diagnosed with episodic or chronic migraine 
according to the diagnostic criteria set forth by the International Clas
sification of Headache Disorders 3rd edition (beta version) (Headache 
Classification Committee of the International Headache Society, 2013). 
All the participants were informed consent before the data acquisition. 
In the process of data acquisition, all subjects were instructed to keep 
awake without think anything. The images dataset was acquired using 
single-shot SENSE gradient an echo planar imaging (EPI) with 38 slices, 
providing whole-brain coverage and 160 volumes, a repetition time (TR) 
of 3 s, and a scan resolution of 64 × 64. The in-plane resolution was 
4 mm × 4 mm, and the slice thickness was 4 mm. The resting-state fMRI 
data of 49 healthy controls (HCs) were downloading from the public 
neuroimaging database (http://www.nitrc.org/projects/fcon1000/), 
which were used for the purpose of comparison. The image dataset was 
acquired using single-shot SENSE gradient echo EPI with 33 slices, 
providing whole-brain coverage and 225 volumes, a TR of 2 s, and a scan 
resolution of 64 × 64. The in-plane resolution was 3.13 mm × 3.13 mm, 
and the slice thickness was 3.6 mm. 

2.2. Data preprocessing 

In the experiment, all of the fMRI data were preprocessed by using 
the DPARSF software (http://rfmri.org/DPARSF), the first 10 time 
points of each fMRI data were discarded, and the other preprocessing 
steps included slice timing, motion correction, spatial normalization and 
spatial smoothing. Next, the sinc interpolation method and six degrees 
transformation method were applied to eliminate the time offset and 
spatial offset, respectively. In order to further minimize artifacts, the 
data which detected any direction of displacement is more than 1.5 mm 
or head rotation angle is greater than 1.5 degrees would be abandoned. 
When the head motion correction was completed, all data were 
normalized with echo planar imaging template released by Montreal 
neurological research institute. Finally, Gaussian kernel of 4 mm was 
taken to smooth all the data in order to make increase the signal to noise 
ratio of the data. Furthermore, the location and display of brain func
tional networks were assessed by using the MRIcro software (htt 
p://www.mricro.com). 

2.3. Group independent component analysis 

After preprocessing the data, the fMRI data of both MPs and HCs 
were analyzed by spatial GICA implemented in the GIFT software (https 
://trendscenter.org/software/) (Calhoun et al., 2001). Spatial ICA de
composes the subject data into linear mixtures of spatially independent 
components with a unique time course. Particularly, spatial ICA was 
implemented using FastICA algorithm (Shi et al., 2018) in the experi
ment, and minimum description length (Li et al., 2007) was used to 
estimate the number of independent components (ICs). To ensure sta
bility of estimation, we repeated the ICA algorithm 20 times in ICASSO 

Y. Shi et al.                                                                                                                                                                                                                                      

http://www.nitrc.org/projects/fcon1000/
http://rfmri.org/DPARSF
http://www.mricro.com
http://www.mricro.com
https://trendscenter.org/software/
https://trendscenter.org/software/


NeuroImage: Clinical 28 (2020) 102462

3

(Himberg et al., 2004), and aggregate spatial maps were estimated as the 
modes of component clusters. Subject specific spatial maps and time 
courses were obtained using the spatiotemporal dual-regression back 
reconstruction approach implemented in GIFT software. In this study, 
we selected nine BFNs corresponding to ICs from GICA decomposition as 
the research objects. 

2.4. Static and dynamic functional connectivity analysis 

In this study, both SFCs and DFCs between large-scale BFNs were 
performed for MPs and HCs at group and individual levels, respectively. 
Among them, SFCs were obtained by Pearson correlation, whether be
tween group BFNs or individual BFNs, and then the differences of SFCs 
between MPs and HCs were calculated. In particular, the difference at 
group level was measured on the overall FCs among the group BFNs, 
while the difference at individual level was measured on each pair of FCs 
between BFNs of all subjects. At the same time, the sliding time window 
correlation was used to obtain the DFCs among the BFNs at group and 
individual levels, in which the window width of 40 s for both MPs and 
HCs, window-widths of 60 s and 40 s for MPs and HCs separately, as well 
as window-width of 60 s for both MPs and HCs were used in this study. 
The differences of DFCs between each pair of BFNs and their overall 
variances between MPs and HCs were measured at group level, while the 
differences of mean DFCs and their variances corresponding to each pair 
of BFNs of all subjects between MPs and HCs were measured at indi
vidual level. 

2.5. Dynamic functional connectivity states identification 

Since this study focused on dynamic brain functional connectivity at 
both group and individual levels, a new method was used to detect DFC 
states at individual and group levels based on the metric of connectivity 
strength (Yu et al., 2015), which was different from the previous re
searches. First, the DFC states at individual level were obtained for each 
subject of MPs and HCs, which might reveal connectivity patterns 
reoccurring over subjects. For each graph of DFCs obtained from section 
2.6, the connectivity strength of each BFN was computed by summing 
the FC strengths that it connected with other BFNs, and then got a 
connectivity strength matrix with a size of (N ×W) for each subject, in 
which N denoted the number of BFNs and W denoted the number of 
windows. In our study, the value of N was 9 for both MPs and HCs, and 
taking the situation of window-widths of 60 s and 40 s for MPs and HCs 
separately as example in the following, the value of W was 131 and 196 
for MPs and HCs respectively. 

In order to estimate how the brain connectivity patterns of different 
time- windows were associated to each other, a new similarity matrix 
with a size of (W ×W) was then computed based on correlations be
tween each pair of columns of the connectivity strength matrix. Because 
modules of the similarity matrix may correspond to sets of time- 
windows with similar brain connectivity patterns, the modular organi
zation of this similarity matrix was analyzed with the modularity algo
rithm of (Newman, 2006) implemented in the brain connectivity 
toolbox, and the number of modules was the number of connectivity 
states in this subject. Finally, the DFC graph of the time-windows which 
belong to the same module were averaged into one graph with a size of 
(N ×N), which was the corresponding connectivity state. A total of 261 
connectivity states were identified for all subjects in both MPs and HCs 
(a range of 2 to 4 states per subject, totally 137 states in 48 MPs and 124 
states in 49 HCs for this window-width situation). 

Next, the DFC states at group level were obtained by grouping the 
connectivity states at individual level that showing related connectivity 
patterns, which might reveal connectivity patterns reoccurring over 
subjects. Similar to the individual level, the connectivity strength of 
each BFN in each connectivity state at individual level was computed by 
summing the FC strengths that it connected with other BFNs, and then 
got a connectivity strength matrix with a size of (N × E), in which N 

denoted the number of BFNs and E denoted the number of connectivity 
states at individual level (E = 137 for MPs and E = 124 for HCs as well as 
E = 261 for both two groups). Then a new similarity matrix with a size of 
(E × E) was computed based on correlations between each pair of col
umns of connectivity strength matrix. Following that, the modular or
ganization of this similarity matrix was assessed. Finally, the graphs of 
connectivity states at individual level belonging to the same module 
were averaged into one graph, which was the corresponding connec
tivity state at group level. Two connectivity states were identified for 
MPs, HCs as well as both MPs&HCs in this window-width situation. 

2.6. Graph theory analysis 

Complex network is an analysis technology which developed based 
on graph theory, and using complex network theory to characterize the 
topological structure of brain functional or structural connectivity has 
gradually become an effective means of brain science research (Rubinov 
and Sporns, 2010). Therefore, we further study and analyze the topo
logical properties of SFCs and DFCs of MPs and HCs using the complex 
network analysis method on the basis of functional connectivity anal
ysis. Among them, the graph metrics included in this study are given as 
follows.  

(1) Degree: the degree of a node refers to the number of edges 
directly connected to the node.  

(2) Density: is the ratio of the number of directly connected edges to 
the number of possible connected edges.  

(3) Assortativity coefficient (AC): is a correlation coefficient between 
the degrees of all nodes on two opposite ends of a link, and a 
positive AC indicates that nodes tend to link to other nodes with 
the same or similar degree. 

(4) Local clustering coefficient (LCC) and global clustering coeffi
cient (GCC): LCC is the fraction of triangles around a node and is 
equivalent to the fraction of node’s neighbors that are neighbors 
of each other, and GCC is the average of LCC.  

(5) Transitivity: is the ratio of triangles to triplets in the network and 
is an alternative to the clustering coefficient.  

(6) Maximized modularity (MM): is a statistic that quantifies the 
degree to which the network may be subdivided into such clearly 
delineated groups.  

(7) Optimal community structure (OCS): is a subdivision of the 
network into non-overlapping groups of nodes in a way that 
maximizes the number of within-group edges, and minimizes the 
number of between-group edges.  

(8) Characteristic path length (CPL): is the average of the shortest 
path length between all nodes in the network and other nodes, 
where shortest path length is expressed by the minimum number 
of edges connected to two nodes.  

(9) Global efficiency (GE) and local efficiency (LE): GE is the average 
inverse shortest path length in the network, and LE is the global 
efficiency computed on node neighborhoods.  

(10) Small world (SW): SW network is a network model between 
regular network and random network, and it has the character
istics of high clustering coefficient of regular network and short 
shortest path length of random network.  

(11) Betweenness centrality (BC): nodes with high values of BC 
participate in a large number of shortest paths. 

2.7. Statistical analyses 

Two-sample T-test and Wilcoxon Rank sum test were performed to 
test for group differences between MPs and HCs in the FCs strength and 
graph metrics as well as their dynamic variances. Specifically, the two- 
sample T-test with a confidence level of 95% was used to make a sta
tistical comparison of SFCs and DFCs strengths as well as their corre
sponding graph metrics between MPs and HCs. Meanwhile, the 
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Wilcoxon Rank sum test with a confidence level of 95% was used to 
statistically compare the difference between MPs and HCs on the vari
ances of describing the dynamic variations of FCs and graph metrics in 
the DFCs analysis. All statistical results were corrected by false discovery 
rates (FDR), and these approaches had been used in the previous liter
ature (Yu et al., 2015). 

3. Results and analysis 

In this section, we will present the results of MPs and HCs from both 
group and individual levels respectively, which obtained by the methods 
adopted in this study. Among them, we consider three window-width 
situations in DFCs analysis, including the situation of window-width of 
40 s for both MPs and HCs, window-widths of 60 s and 40 s for MPs and 

HCs separately, as well as window-width of 60 s for both MPs and HCs. 
Meanwhile, eight one-dimensional graph metrics (OGMs) and five two- 
dimensional graph metrics (TGMs) are involved in the graph theory 
analysis among nine BFNs, including AC, Transitivity, GCC, CPL, GE, 
Density, MM and SM, as well as Degree, BC, LCC, LE and OCS. For the 
sake of brevity, we will not repeat them in the following paragraphs. 

Fig. 1 shows the nine resting-state BFNs and their corresponding MNI 
coordinates for HCs and MPs, which obtained by using GICA at group 
level. These BFNs include visual networks (VIN), sensorimotor networks 
(SMN), auditory networks (AUN), default mode networks (DMN), ex
ecutive control networks (ECN), working memory networks (WMN), 
cognitive control networks (CCN), salience networks (SAN) and lateral 
visual networks (LVN) respectively, which are obtained with threshold | 
z| ≥ 2 after z-scored the ICs of GICA. 

Fig. 1. the nine resting-state BFNs including VIN, SMN, AUN, DMN, ECN, WMN, CCN, SAN and LVN as well as their corresponding MNI coordinates, in which (A) 
represents HCs and (B) represents MPs. 

Fig. 2. the time courses of nine resting-state BFNs and the corresponding SFCs between them, as well as the comparison results of SFCs and their graph metrics 
between MPs and HCs at group level, including eight OGMs and five TGMs. Note: # denotes that there is no significant difference and * denotes that there is a 
significant difference between MPs and HCs. 
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Fig. 2 shows the time courses of the above nine BFNs as well as SFCs 
between them for MPs and HCs at group level. Meanwhile, the com
parison results of SFCs and their corresponding graph metrics between 
MPs and HCs are also presented, which obtained using two-sample T-test 
with a confidence level of 95% after FDR correction. Among them, SFCs 
and corresponding graph metrics are all compared on the whole among 
the nine BFNs between MPs and HCs, so that the degrees of freedoms are 
70, 28 and 88 for SFCs, OGMs and TGMs respectively. It can be seen 
from the figure that there are no significant differences between the SFCs 
of MPs and those of HCs, which suggests that MPs have no obvious 
changes in the overall FCs among the nine BFNs compared with HCs. 

In addition, the negative FCs between BFNs have been significant 
decreased in MPs compared with those in HCs, except for the FCs related 
to SAN, which may be due to the abnormal lateral brain activity in MPs. 
Meanwhile, we can also find that there are no significant differences in 
the OGMs and TGMs of SFCs between MPs and HCs, which indicates that 
the static topological properties of the nine BFNs in this study do not 
change significantly in MPs. Furthermore, it’s worth noting that the OCS 
in all BFNs and all TGMs of SAN shown no obvious difference between 
MPs and HCs, which demonstrates that the influences of SAN on the 
topological structure of MP are limited, and OCS has little effect on 
characterizing the topological difference between MPs and HCs. 

Table 1 shows the statistical p-values and significant differences 
between the DFCs of each pair of BFNs and overall DFC variances of MPs 
and HCs at group level under three window-width situations, where DFC 

variances are calculated by using all time-windows DFCs for each pair of 
BFNs. These comparison results are obtained by two-sample T-test and 
Wilcoxon rank sum test with a confidence level of 95% after FDR 
correction, where the degrees of freedoms are 332, 325 and 315 for the 
three window-width situations respectively. 

It can be seen from the table that there are significant differences in 
the DFCs of each pair of BFNs between MPs and HCs under three 
window-widths situations, except for a small amount of DFCs such as the 
DFCs of VIN vs DMN and CCN vs LVN in window-width of 40 s for both 
MPs and HCs, as well as the DFCs of VIN vs DMN in the window-widths 
of 60 s and 40 s for MPs and HCs separately. This suggests that the DFCs 
between BFNs have significant changes in MPs, and their connectivity 
strengths present a certain disturbance variation in different time 
periods. 

Furthermore, the DFC variances among the nine BFNs show signifi
cant difference on the whole between MPs and HCs for two situations 
with the same window-widths except for the situation of window-widths 
of 60 s and 40 s for MP and HC separately. This suggests that MPs have 
obvious changes in the overall FCs among the nine BFNs compared with 
HC from the perspectives of the volatility of DFCs, and different window- 
widths have effects on describing this volatility. 

Tables 2 and 3 show the statistical p-values and significant differ
ences of the eight OGMs and five TGMs corresponding to DFCs between 
MPs and HCs at group level under three window-widths respectively, 
which obtained by two-sample T-test with a confidence level of 95% 
after FDR correction. All of these graph metrics are compared separately 
between MPs and HCs, where the degrees of freedoms are 332, 325 and 
315 on all graph metrics for three window-width situations, respec
tively. It can be seen from the tables that all of OGMs have significant 
differences between MPs and HCs in the three window- widths situa
tions, except for Density in the window-width of 60 s for both MPs and 
HCs. Meanwhile, most of TGMs have significant differences between 
MPs and HCs in the three window-widths, although there are still some 
TGMs showed no statistical difference between them. This suggests that 
the global topological properties among the nine BFNs in MPs have 
significant dynamic variation compared with those in HCs, while the 
variation of local topological properties in MPs presents some uncer
tainty compared with those in HCs. This may be due to the reason that 
the variation of local topological properties varies with different BFNs 
and different window-widths. 

For instance, the OCS shows no obvious differences between MPs and 
HCs for most BFNs in the three window-widths, which may means that 
OCS has little effect on characterizing the topological difference be
tween MPs and HCs. In addition to BC, the other four TGMs of SAN have 
significant difference between MPs and HCs in the window-width of 60 s 
for both MPs and HCs. But only LCC of SAN has a significant difference 
between MPs and HCs in the other two window-widths situations, which 
demonstrate that the influences of SAN on the topological structure 
among the BFNs are time-dependent in MPs. These results are consistent 
with the results in Fig. 2. However, the statistical analysis results of 
Fig. 2 and Tables 1–3 at group level ignore the individual differences of 
subjects in the group. Therefore, we further analyze the SFCs and DFCs 

Table 1 
the p-value and significance of each pair of DFCs and their whole variances 
between MPs and HCs under three window-widths at group level, which ob
tained by two-sample T-test and Wilcoxon rank sum test with a confidence level 
of 95% respectively.   

40 s/MPs,40 s/HCs 60 s/MPs,40 s/HCs 60 s/MPs,60 s/HCs 

VIN vs SMN 3.15E− 04(*) 1.71E− 03(*) 4.08E− 08(*) 
VIN vs AUN 1.87E− 06(*) 7.60E− 09(*) 2.37E− 14(*) 
VIN vs DMN 7.65E− 02 9.05E− 02 7.85E− 04(*) 
VIN vs ECN 1.69E− 03(*) 7.85E− 03(*) 3.04E− 06(*) 
VIN vs WMN 1.03E− 02(*) 4.61E− 02(*) 1.47E− 03(*) 
VIN vs CCN 1.43E− 03(*) 1.12E− 06(*) 6.20E− 11(*) 
VIN vs SAN 4.33E− 05(*) 2.67E− 06(*) 4.79E− 15(*) 
VIN vs LAN 8.90E− 10(*) 2.36E− 08(*) 1.25E− 09(*) 
SMN vs AUN 2.85E− 02(*) 4.88E− 05(*) 3.77E− 07(*) 
SMN vs DMN 3.65E− 03(*) 9.78E− 05(*) 4.45E− 05(*) 
SMN vs ECN 2.30E− 09(*) 1.75E− 09(*) 2.65E− 13(*) 
SMN vs WMN 6.03E− 05(*) 6.68E− 06(*) 1.15E− 06(*) 
SMN vs CCN 1.05E− 07(*) 6.53E− 12(*) 1.01E− 13(*) 
SMN vs SAN 2.35E− 02(*) 5.26E− 03(*) 4.76E− 06(*) 
SMN vs LVN 4.60E− 02(*) 4.85E− 02(*) 1.31E− 04(*) 
AUN vs DMN 2.88E− 12(*) 6.42E− 16(*) 1.39E− 17(*) 
AUN vs ECN 8.94E− 09(*) 6.65E− 13(*) 1.45E− 19(*) 
AUN vs WMN 1.18E− 13(*) 9.89E− 19(*) 2.19E− 17(*) 
AUN vs CCN 1.65E− 16(*) 9.17E− 26(*) 2.50E− 30(*) 
AUN vs SAN 1.34E− 33(*) 2.35E− 33(*) 1.72E− 46(*) 
AUN vs LVN 7.78E− 10(*) 1.62E− 09(*) 9.58E− 14(*) 
DMN vs ECN 2.51E− 02(*) 1.65E− 04(*) 9.75E− 08(*) 
DMN vs WMN 2.90E− 02(*) 4.98E− 02(*) 2.06E− 04(*) 
DMN vs CCN 3.56E− 02(*) 1.87E− 03(*) 1.03E− 06(*) 
DMN vs SAN 1.20E− 07(*) 7.16E− 09(*) 1.92E− 11(*) 
DMN vs LVN 1.06E− 01(*) 8.01E− 03(*) 4.65E− 04(*) 
ECN vs WMN 5.45E− 12(*) 1.96E− 09(*) 8.30E− 12(*) 
ECN vs CCN 1.96E− 03(*) 1.21E− 02(*) 2.84E− 05(*) 
ECN vs SAN 2.01E− 07(*) 4.62E− 08(*) 1.28E− 13(*) 
ECN vs LVN 7.65E− 03(*) 2.66E− 02(*) 4.20E− 04(*) 
WMN vs CCN 6.99E− 09(*) 4.84E− 08(*) 1.87E− 11(*) 
WMN vs SAN 1.33E− 01(*) 2.18E− 02(*) 2.14E− 05(*) 
WMN vs LVN 1.54E− 01(*) 3.26E− 02(*) 4.55E− 04(*) 
CCN vs SAN 3.01E− 10(*) 1.41E− 11(*) 9.73E− 16(*) 
CCN vs LVN 8.30E− 02 2.89E− 03(*) 8.36E− 06(*) 
SAN vs LVN 9.60E− 07(*) 1.77E− 09(*) 1.49E− 13(*) 
DFC Variances 1.73E− 04(*) 2.01E− 01 8.40E− 04(*) 

Note: * denotes that there is a significant difference between MPs and HCs (the 
same in the below tables). 

Table 2 
the p-value and significance obtained by two-sample T-test with a confidence 
level of 95% on the eight OGMs between MPs and HCs under three window- 
widths at group level.  

Graph metrics 40 s/MPs,40 s/HCs 60 s/MPs,40 s/HCs 60 s/MPs,60 s/HCs 

AC 3.20E− 03(*) 1.11E− 03(*) 4.51E− 02(*) 
Transitivity 7.29E− 03(*) 7.62E− 06(*) 1.30E− 10(*) 
GCC 2.29E− 02(*) 2.59E− 05(*) 2.11E− 07(*) 
CPL 7.21E− 03(*) 2.79E− 03(*) 2.09E− 03(*) 
GE 3.84E− 03(*) 4.92E− 04(*) 8.36E− 05(*) 
Density 1.99E− 02(*) 9.25E− 03(*) 6.33E− 02 
MM 3.86E− 05(*) 2.80E− 05(*) 5.54E− 04(*) 
SM 4.78E− 03(*) 2.12E− 03(*) 3.18E− 02(*)  

Y. Shi et al.                                                                                                                                                                                                                                      



NeuroImage: Clinical 28 (2020) 102462

6

of MPs and HCs at individual level, as shown in Fig. 3 and Tables 4–7. 
Fig. 3 shows the time courses of above nine BFNs and the SFCs be

tween them for all subjects of MPs and HCs at individual level, as well as 
the corresponding graph metrics included eight OGMs and five TGMs. 
Meanwhile, the comparison results of SFCs and graph metrics between 
MPs and HCs are also presented, which obtained by two-sample T-test 
with a confidence level of 95% and a degree of freedom of 95 after FDR 
correction. It can be seen from the figure that there are significant dif
ferences in the SFCs of each pair of BFNs between MPs and HCs, which 
suggests that the FCs of each pair of BFNs has changed in MPs compared 
with that in HCs. Similarity, the negative FCs between BFNs has been 
significantly decreased in MPs compared to HCs, which is consistent 
with the results in Fig. 2. 

Furthermore, it can be seen from the figure that there are no sig
nificant differences in all OGMs of SFCs between MPs and HCs, which 
demonstrate that there are no significant changes in the global topology 
structure among BFNs across the whole time period in MPs compared 
with that in HCs. Meanwhile, most of the TGMs corresponding to SFCs 
also have no obvious differences between them, except for a few TGMs 
such as the Degree and BC of DMN, the LCC, LE and OCS of WMN, the 
Degree and LE of CCN, and the OCS of SAN, which suggests that these 
four brain networks play important roles in the change of local topology 
structure between BFNs in MPs. Moreover, the TGMs of Degree and BC 
in HCs are significantly higher than those in MPs. 

Table 4 shows the statistical p-values and significant differences 
between the mean DFCs (MDFCs) and DFC variances (DFCVs) of each 
pair of BFNs for all subjects of MPs and HCs under three window-widths 
situations at individual level, which are obtained using two-sample T- 
test and Wilcoxon rank sum test with a confidence level of 95% and a 
degree of freedom of 95 after FDR correction, respectively. It can be seen 
from the table that there are significant differences in the MDFCs of most 
pairs of BFNs between MPs and HCs under three window-widths situa
tions, except for a small amount of DFCs such as VIN vs WMN and VIN vs 
CCN et al. This suggests that the overall DFCs between nine BFNs have 

obvious changes in MPs compared with those in HCs, and has a high 
similarity among the three different window-width situations. 

Meanwhile, the DFCs of subjects in each group exists obvious dif
ference between different time-windows, which shows that the FCs be
tween the nine BFNs is in a state of dynamic change during the entire 
period so that presents a different brain functional connectivity net
works. In addition, we can find from the table that the DFCVs are 
significantly different in each pairs of BFNs between MPs and HCs in the 
situations of window-width of 40 s for both MP and HC and window- 
width of 60 s for both MPs and HCs, which indicates that the distur
bance in different time periods has changes between them. However, 
only some DFCVs have significant differences between MPs and HCs in 
the window-widths of 60 s and 40 s for MPs and HCs separately, which 
may be due the reason that different window-widths are used in MPs and 
HCs, and this has a potential significance for studying the dynamic 
volatility of DFCs. 

Table 5 shows the statistical p-values and significant differences 
between the mean OGMs (MOGMs) and OGMs variances (OGMVs) 
corresponding to DFCs in all subjects of MPs and HCs at individual level 
under three window-width situations, including AC, Transitivity, GCC, 
CPL, GE, Density, MM and SM. These comparison results are obtained by 
two-sample T-test and Wilcoxon rank sum test with a confidence level of 
95% and a degree of freedom of 95 after FDR correction. It can be seen 
from the table that all of the MOGMs corresponding to DFCs have sig
nificant differences between MPs and HCs, indicating that the global 
dynamic topological properties among the nine BFNs have significant 
changed in MPs compared with those in HCs. Meanwhile, the DFCVs 
show significant differences between MPs and HCs in the situations of 
window-width of 40 s for both MPs and HCs as well as window-width of 
60 s for both MPs and HCs except for the window-widths of 60 s and 40 s 
for MPs and HCs separately, which means that window-width has a 
significant influence in the volatility of DFCs dynamic changes. 

Tables 6 and 7 show the statistical p-values and significant differ
ences between the mean TGMs (MTGMs) and TGMs variances (TGMVs) 

Table 3 
The p-value and significance obtained by two-sample T-test with a confidence level of 95% on the five TGMs of each BFN between MPs and HCs under three window- 
widths at group level.  

BFNs Window-widths Degree BC LCC LE OCS 

VIN 40 s/MPs,40 s/HCs 1.57E− 04(*) 3.60E− 03(*) 1.13E− 01 1.40E− 01 1.05E− 01 
60 s/MPs,40 s/HCs 1.35E− 03(*) 7.84E− 08(*) 2.72E− 05(*) 3.23E− 03(*) 7.75E− 02 
60 s/MPs,60 s/HCs 3.21E− 02(*) 1.15E− 03(*) 2.22E− 05(*) 3.73E− 04(*) 3.81E− 02(*)  

SMN 40 s/MPs,40 s/HCs 6.66E− 02 3.72E− 03(*) 8.15E− 03(*) 4.67E− 03(*) 1.44E− 01 
60 s/MPs,40 s/HCs 3.91E− 02(*) 3.10E− 04(*) 6.70E− 08(*) 9.96E− 08(*) 2.25E− 01 
60 s/MPs,60 s/HCs 2.45E− 03(*) 6.23E− 03(*) 2.59E− 07(*) 2.92E− 08(*) 5.22E− 02  

AUN 40 s/MPs,40 s/HCs 4.85E− 02(*) 6.07E− 02 1.62E− 01 1.46E− 01 1.04E− 01 
60 s/MPs,40 s/HCs 8.52E− 08(*) 3.09E− 04(*) 2.34E− 02(*) 4.79E− 03(*) 2.97E− 01 
60 s/MPs,60 s/HCs 4.31E− 06(*) 3.30E− 03(*) 4.70E− 06(*) 1.18E− 05(*) 6.19E− 02  

DMN 40 s/MPs,40 s/HCs 4.40E− 03(*) 3.26E− 02(*) 1.34E− 01 6.21E− 02 7.78E− 02 
60 s/MPs,40 s/HCs 7.12E− 04(*) 1.01E− 02(*) 8.08E− 02 2.22E− 02(*) 1.78E− 01 
60 s/MPs,60 s/HCs 2.36E− 08(*) 1.37E− 06(*) 6.14E− 02 1.10E− 02(*) 2.68E− 02(*)  

ECN 40 s/MPs,40 s/HCs 3.73E− 09(*) 3.20E− 09(*) 1.34E− 01 3.47E− 02(*) 8.41E− 03(*) 
60 s/MPs,40 s/HCs 3.74E− 08(*) 9.37E− 08(*) 1.79E− 03(*) 9.61E− 02 2.71E− 01 
60 s/MPs,60 s/HCs 3.77E− 12(*) 3.37E− 09(*) 3.05E− 06(*) 1.86E− 03(*) 5.54E− 03(*)  

WMN 40 s/MPs,40 s/HCs 6.18E− 02 4.40E− 02(*) 8.87E− 03(*) 9.07E− 03(*) 6.29E− 02 
60 s/MPs,40 s/HCs 4.64E− 06(*) 9.78E− 08(*) 1.94E− 01 2.86E− 01 1.55E− 01 
60 s/MPs,60 s/HCs 6.46E− 13(*) 1.03E− 13(*) 2.57E− 04(*) 1.74E− 02(*) 6.24E− 02  

CCN 40 s/MPs,40 s/HCs 4.51E− 08(*) 1.59E− 02(*) 1.86E− 02(*) 5.83E− 03(*) 1.45E− 01 
60 s/MPs,40 s/HCs 7.80E− 08(*) 2.33E− 02(*) 2.24E− 03(*) 2.25E− 04(*) 1.20E− 01 
60 s/MPs,60 s/HCs 4.08E− 10(*) 9.87E− 04(*) 6.09E− 03(*) 4.14E− 04(*) 5.47E− 02  

SAN 40 s/MPs,40 s/HCs 1.44E− 01 1.49E− 01 2.92E− 02(*) 7.19E− 02 1.06E− 01 
60 s/MPs,40 s/HCs 2.70E− 01 2.99E− 01 4.81E− 02(*) 1.53E− 01 1.24E− 01 
60 s/MPs,60 s/HCs 1.73E− 02(*) 5.33E− 02 4.07E− 04(*) 2.14E− 03(*) 7.11E− 03(*)  

LVN 40 s/MPs,40 s/HCs 5.18E− 02 1.78E− 02(*) 1.30E− 02(*) 2.63E− 02(*) 1.44E− 01 
60 s/MPs,40 s/HCs 8.06E− 02 1.24E− 01 5.27E− 06(*) 1.28E− 04(*) 1.31E− 01 
60 s/MPs,60 s/HCs 5.06E− 02 5.42E− 02 3.61E− 10(*) 2.38E− 08(*) 1.20E− 02(*)  
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corresponding to DFCs of all subjects in MPs and HCs at individual level 
under three window-widths situations respectively, including Degree, 
BC, LCC, LE and OCS. These comparison results are also obtained by 
two-sample T-test and Wilcoxon rank sum test with a confidence level of 
95% and a degree of freedom of 95 after FDR correction. 

It can be seen from Table 6 that the MTGMs of most BFNs corre
sponding to DFCs have no obvious differences between MPs and HCs in 
the three window-widths situations, except for a few TGMs of VIN, DMN, 
WMN and LVN. This suggests that these four BFNs play important roles 
in the change of local topology structure between BFNs in MPs. More
over, they also show a certain degree of uncertainty in the situations of 
different window-widths, which means that different window-widths 
have effects on the local topological properties of the nine BFNs. 

Meanwhile, the results in Table 7 demonstrate that the TGMVs are 
mainly significant different between MPs and HCs in the window-widths 
of 60 s and 40 s for MPs and HCs separately, while only a few MTGMs of 
BFNs are significantly different between MPs and HCs in other two 
window-width situations. This indicates that different window-widths 
have significant influences on the local topological variability of the 
nine BFNs between MPs and HCs. 

Fig. 4 shows the DFC states obtained from the DFCs of subjects in 
MPs, the DFCs of subjects in HCs and the DFCs of all subjects in 
MPs&HCs in the three window-widths situations, including window- 
width of 40 s for both MPs and HCs, window-widths of 60 s and 40 s 
for MPs and HCs separately, as well as window-width of 60 s for both 
MPs and HCs, as shown (A)-(C). It can be seen from the figure that the 
number of DFC states obtained from three groups of DFCs under three 
window-width situations is 2, whether obtained from all DFCs of 
MPs&HCs or obtained from DFCs of MPs and HCs separately. However, 
the correlation between the DFC states obtained from different group of 
DFCs in the same window-width and the correlation between the DFC 
states obtained from the same group of DFCs in different window-widths 
cannot be observed obvious from the figure, which needs further 
quantitative analysis, as shown in Fig. 5. 

Fig. 5 shows the correlation coefficients between DFC states obtained 
from the three groups of DFCs in Fig. 4 under three window-widths 
situations, as shown in (A). Meanwhile, the correlation coefficients be
tween DFC states obtained from the same group of DFCs among the three 
window-widths are presented, as shown in (B). It can be seen from (A) in 
the figure that the two DFC states obtained from DFCs in MPs&HCs have 

Fig. 3. the time courses of the nine resting-state BFNs at individual level and the SFCs between them, as well as the comparison results of SFCs and corresponding 
graph metrics between MPs and HCs. Note: * denotes that there is a significant difference between MPs and HCs. 

Y. Shi et al.                                                                                                                                                                                                                                      



NeuroImage: Clinical 28 (2020) 102462

8

better correspondences with the two DFC states obtained from DFCs in 
MPs and HCs respectively in the three window-width situations. Among 
them, the correlation coefficient between one pair of DFC states is high, 
while the correlation coefficient between the other pair of DFC states is 
low. 

This indicates that the two DFC states obtained from DFCs in 
MPs&HCs represent the commonality and differences between MPs and 
HCs, which can be further confirmed by the correspondence between the 
DFC states obtained from DFCs of MPs and HCs separately. Only one of 
these two states obtained from DFCs in MPs has a high correlation with 
another state obtained from DFCs in HCs in the three window-width 
situations, such as state 2 in MPs and state 1 in HCs, which indicates 
the potential specificity of DFCs in MPs compared with those in HCs. The 
state 1 in MPs presents the potentially unique DFC states in MPs, while 

state 2 in HCs reflects a normal functional connectivity between BFNs, 
and it changes significantly in MPs. In addition, the results in (B) show 
that the DFC states obtained from the same group of DFCs with different 
window-widths have good consistencies, which demonstrate the sta
bility of FCs pattern reflected by the potential DFC states. 

Fig. 6 shows the number of DFC states at individual level contained 
in each DFC state at group level obtained from the above three groups of 
DFCs in the three window-widths situations, as shown in (A). Mean
while, the histograms of DFC states counts at individual level for MPs 
and HCs are presented in the three window-width situations, namely the 
number of subjects with a certain number of states identified, as shown 
in (B). It can be seen from (A) in the figure that the number of DFC states 
at individual level contained in these two DFC states at group level are 
close to each other for the above three cases of each window-width 

Table 4 
the p-value and significance of MDFCs and DFCVs corresponding to each pair of BFNs between MPs and HCs under three window-widths at individual level, which 
obtained by two-sample T-test and Wilcoxon rank sum test with a confidence level of 95% after FDR correction, respectively.  

FCs 40 s/MPs,40 s/HCs 60 s/MPs,40 s/HCs 60 s/MPs,60 s/HCs 

MDFCs DFCVs MDFCs DFCVs MDFCs DFCVs 

VIN vs SMN 1.18E− 01 4.40E− 06(*) 1.23E− 01 3.84E− 02(*) 5.20E− 02 8.99E− 05(*) 
VIN vs AUN 3.15E− 03(*) 4.81E− 06(*) 5.43E− 03(*) 1.24E− 01 1.96E− 03(*) 8.82E− 06(*) 
VIN vs DMN 4.86E− 02(*) 1.33E− 08(*) 3.82E− 02(*) 1.56E− 01 2.57E− 02(*) 4.49E− 07(*) 
VIN vs ECN 7.89E− 03(*) 9.82E− 08(*) 2.60E− 02(*) 8.38E− 02 6.55E− 03(*) 1.61E− 06(*) 
VIN vs WMN 1.90E− 01 3.94E− 08(*) 1.62E− 01 1.05E− 01 6.74E− 02 7.59E− 06(*) 
VIN vs CCN 1.85E− 01 1.38E− 05(*) 1.83E− 01 4.85E− 02(*) 6.77E− 02 7.68E− 05(*) 
VIN vs SAN 1.47E− 08(*) 3.17E− 09(*) 2.16E− 08(*) 1.15E− 01 2.45E− 09(*) 4.23E− 07(*) 
VIN vs LAN 2.89E− 07(*) 4.35E− 09(*) 1.07E− 06(*) 4.66E− 02(*) 6.96E− 07(*) 4.10E− 07(*) 
SMN vs AUN 8.15E− 02 6.31E− 05(*) 4.63E− 02(*) 7.57E− 03(*) 3.35E− 02(*) 7.79E− 04(*) 
SMN vs DMN 4.45E− 02(*) 3.26E− 09(*) 4.58E− 02(*) 1.29E− 01 2.75E− 02(*) 3.87E− 07(*) 
SMN vs ECN 2.53E− 09(*) 3.72E− 09(*) 1.82E− 08(*) 1.27E− 01 3.16E− 08(*) 2.35E− 07(*) 
SMN vs WMN 5.33E− 03(*) 3.10E− 09(*) 9.11E− 03(*) 1.50E− 01 3.64E− 03(*) 3.71E− 06(*) 
SMN vs CCN 6.73E− 03(*) 1.33E− 05(*) 5.65E− 03(*) 1.88E− 02(*) 3.91E− 03(*) 8.39E− 04(*) 
SMN vs SAN 1.83E− 07(*) 4.44E− 05(*) 2.20E− 07(*) 1.15E− 02(*) 1.41E− 07(*) 8.24E− 04(*) 
SMN vs LVN 7.92E− 03(*) 3.84E− 07(*) 1.43E− 02(*) 1.28E− 01 3.45E− 03(*) 5.11E− 06(*) 
AUN vs DMN 7.98E− 09(*) 1.02E− 07(*) 2.99E− 08(*) 1.34E− 01 1.32E− 08(*) 1.37E− 05(*) 
AUN vs ECN 1.57E− 01 1.24E− 07(*) 1.98E− 01 4.93E− 02(*) 7.99E− 02 1.40E− 05(*) 
AUN vs WMN 6.20E− 09(*) 3.87E− 08(*) 1.73E− 08(*) 1.43E− 01 2.18E− 08(*) 1.44E− 06(*) 
AUN vs CCN 2.10E− 07(*) 9.75E− 05(*) 2.04E− 08(*) 1.93E− 02(*) 2.27E− 08(*) 9.28E− 04(*) 
AUN vs SAN 3.02E− 09(*) 1.34E− 07(*) 1.14E− 08(*) 1.52E− 01 1.21E− 09(*) 5.34E− 06(*) 
AUN vs LVN 5.97E− 04(*) 1.80E− 07(*) 4.36E− 03(*) 1.39E− 01 9.29E− 04(*) 1.50E− 06(*) 
DMN vs ECN 2.88E− 02(*) 6.40E− 08(*) 5.14E− 02(*) 1.28E− 01 1.25E− 02(*) 5.94E− 07(*) 
DMN vs WMN 7.26E− 04(*) 4.06E− 04(*) 1.34E− 04(*) 3.70E− 03(*) 7.94E− 05(*) 3.03E− 03(*) 
DMN vs CCN 1.49E− 04(*) 2.93E− 06(*) 1.43E− 04(*) 9.04E− 03(*) 7.33E− 05(*) 3.95E− 04(*) 
DMN vs SAN 9.27E− 04(*) 1.78E− 08(*) 3.06E− 04(*) 4.50E− 02(*) 6.85E− 04(*) 1.95E− 05(*) 
DMN vs LVN 1.28E− 01 1.59E− 06(*) 1.02E− 01 9.44E− 02 5.10E− 02 4.61E− 05(*) 
ECN vs WMN 1.17E− 01 6.13E− 06(*) 7.14E− 02 4.72E− 02(*) 3.35E− 02(*) 7.52E− 05(*) 
ECN vs CCN 3.68E− 05(*) 9.78E− 09(*) 2.07E− 05(*) 1.57E− 01 8.12E− 06(*) 1.37E− 06(*) 
ECN vs SAN 1.15E− 01 7.43E− 05(*) 6.97E− 02 1.93E− 02(*) 3.50E− 02(*) 9.99E− 04(*) 
ECN vs LVN 1.55E− 01 5.92E− 07(*) 1.31E− 01 1.53E− 01 5.39E− 02 1.36E− 06(*) 
WMN vs CCN 3.20E− 02(*) 1.44E− 08(*) 4.58E− 02(*) 1.49E− 01 1.23E− 02(*) 1.43E− 06(*) 
WMN vs SAN 6.85E− 04(*) 1.92E− 09(*) 4.05E− 04(*) 1.12E− 01 3.20E− 04(*) 8.14E− 07(*) 
WMN vs LVN 8.38E− 04(*) 6.55E− 07(*) 6.87E− 04(*) 7.12E− 02 7.20E− 04(*) 4.07E− 06(*) 
CCN vs SAN 1.28E− 04(*) 1.22E− 06(*) 1.69E− 04(*) 1.81E− 02(*) 8.99E− 05(*) 8.81E− 05(*) 
CCN vs LVN 7.34E− 02 3.43E− 05(*) 5.52E− 02 2.06E− 02(*) 3.09E− 02(*) 4.00E− 04(*) 
SAN vs LVN 6.32E− 02 9.49E− 08(*) 6.36E− 02 1.51E− 01 3.29E− 02(*) 6.05E− 06(*)  

Table 5 
the p-value and significance of eight MOGMs and OGMVs corresponding to DFCs between MPs and HCs under three window-widths at individual level, which obtained 
by two-sample T-test and Wilcoxon rank sum test with a confidence level of 95% after FDR correction, respectively.  

Graph metrics 40 s/MPs,40 s/HCs 60 s/MPs,40 s/HCs 60 s/MPs,60 s/HCs 

MOGMs OGMVs MOGMs OGMVs MOGMs OGMVs 

AC 3.95E− 05(*) 4.24E− 03(*) 2.06E− 03(*) 9.84E− 01 2.02E− 03(*) 4.54E− 04(*) 
Transitivity 5.49E− 05(*) 3.81E− 03(*) 1.28E− 02(*) 5.71E− 01 2.56E− 03(*) 3.28E− 04(*) 
GCC 2.56E− 04(*) 2.64E− 03(*) 1.06E− 02(*) 0.99E− 01 4.44E− 03(*) 7.22E− 04(*) 
CPL 2.18E− 04(*) 3.04E− 03(*) 4.82E− 04(*) 6.16E− 01 8.19E− 03(*) 1.96E− 04(*) 
GE 8.32E− 04(*) 4.51E− 03(*) 1.02E− 04(*) 4.98E− 01 4.04E− 03(*) 2.19E− 04(*) 
Density 4.59E− 05(*) 3.02E− 03(*) 2.21E− 03(*) 8.61E− 01 4.57E− 03(*) 4.06E− 04(*) 
MM 4.33E− 04(*) 3.55E− 03(*) 1.53E− 02(*) 0.99E− 01 5.20E− 03(*) 3.65E− 04(*) 
SM 4.36E− 05(*) 3.24E− 03(*) 2.32E− 03(*) 5.22E− 01 2.95E− 03(*) 2.06E− 04(*)  
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Table 6 
The p-value and significance obtained by two-sample T-test with a confidence level of 95% on the five MTGMs of each BFN between MPs and HCs under three window- 
widths at individual level.  

BFNs Window-widths Degree BC LCC LE OCS 

VIN 40 s/MPs,40 s/HCs 4.82E− 01 5.00E− 01 4.53E− 02(*) 2.64E− 02(*) 4.95E− 01 
60 s/MPs,40 s/HCs 3.16E− 02(*) 1.65E− 01 3.02E− 03(*) 2.78E− 03(*) 1.11E− 01 
60 s/MPs,60 s/HCs 5.15E− 01 7.03E− 01 1.27E− 01 9.26E− 02 1.55E− 01  

SMN 40 s/MPs,40 s/HCs 3.83E− 01 4.31E− 01 5.63E− 01 5.95E− 01 3.66E− 01 
60 s/MPs,40 s/HCs 1.65E− 01 1.76E− 01 1.70E− 01 1.50E− 01 1.77E− 01 
60 s/MPs,60 s/HCs 7.48E− 01 7.39E− 01 7.63E− 01 7.24E− 01 7.51E− 01  

AUN 40 s/MPs,40 s/HCs 5.68E− 01 5.15E− 02 3.82E− 01 5.58E− 01 3.13E− 02(*) 
60 s/MPs,40 s/HCs 1.72E− 01 1.47E− 01 1.79E− 01 1.80E− 01 1.50E− 01 
60 s/MPs,60 s/HCs 7.39E− 01 2.42E− 01 7.53E− 01 7.78E− 01 7.07E− 01  

DMN 40 s/MPs,40 s/HCs 1.36E− 04(*) 7.28E− 02 1.58E− 03(*) 1.01E− 03(*) 3.88E− 01 
60 s/MPs,40 s/HCs 2.60E− 03(*) 7.38E− 03(*) 3.59E− 02(*) 1.80E− 02(*) 1.75E− 01 
60 s/MPs,60 s/HCs 4.10E− 03(*) 2.20E− 02(*) 7.80E− 02 3.89E− 02(*) 7.52E− 01  

ECN 40 s/MPs,40 s/HCs 4.85E− 01 1.89E− 01 3.83E− 01 5.86E− 01 4.93E− 01 
60 s/MPs,40 s/HCs 3.29E− 02(*) 8.82E− 02 1.49E− 01 9.37E− 02 1.79E− 01 
60 s/MPs,60 s/HCs 5.31E− 01 4.48E− 01 7.39E− 01 7.85E− 01 7.22E− 01  

WMN 40 s/MPs,40 s/HCs 4.16E− 01 7.20E− 02 1.29E− 03(*) 1.38E− 02(*) 4.77E− 02(*) 
60 s/MPs,40 s/HCs 1.81E− 01 1.44E− 01 2.17E− 02(*) 4.06E− 02(*) 9.75E− 02 
60 s/MPs,60 s/HCs 5.58E− 01 4.03E− 01 7.02E− 03(*) 2.38E− 02(*) 5.56E− 01  

CCN 40 s/MPs,40 s/HCs 2.82E− 02(*) 6.05E− 01 2.94E− 01 1.98E− 01 3.21E− 02(*) 
60 s/MPs,40 s/HCs 2.43E− 02(*) 3.52E− 02(*) 1.47E− 01 1.82E− 01 1.47E− 01 
60 s/MPs,60 s/HCs 8.11E− 02 5.04E− 01 5.13E− 01 3.42E− 01 7.93E− 01  

SAN 40 s/MPs,40 s/HCs 3.76E− 01 5.88E− 01 3.99E− 01 4.31E− 01 4.62E− 01 
60 s/MPs,40 s/HCs 6.21E− 02 1.79E− 01 9.27E− 02 5.65E− 02 1.28E− 01 
60 s/MPs,60 s/HCs 7.17E− 01 6.65E− 01 7.46E− 01 7.75E− 01 5.57E− 01  

LVN 40 s/MPs,40 s/HCs 2.02E− 01 3.16E− 02(*) 5.80E− 01 4.32E− 01 3.33E− 02(*) 
60 s/MPs,40 s/HCs 1.79E− 02(*) 3.73E− 02(*) 1.09E− 01 5.56E− 02 1.36E− 01 
60 s/MPs,60 s/HCs 3.18E− 01 5.36E− 01 7.15E− 01 5.34E− 01 7.39E− 01  

Table 7 
The p-value and significance obtained by Wilcoxon rank sum test with a confidence level of 95% on the five TGMVs of each BFN between MPs and HCs under three 
window-widths at individual level.  

BFNs Window-widths Degree BC LCC LE OCS 

VIN 40 s/MPs,40 s/HCs 8.21E− 04(*) 1.27E− 01 6.21E− 02 2.55E− 02(*) 3.13E− 01 
60 s/MPs,40 s/HCs 8.18E− 03(*) 2.46E− 02(*) 9.89E− 03 4.84E− 03(*) 2.49E− 02(*) 
60 s/MPs,60 s/HCs 1.05E− 02(*) 6.97E− 02 9.85E− 02 6.80E− 02 1.70E− 01  

SMN 40 s/MPs,40 s/HCs 3.25E− 01 7.65E− 02 3.39E− 01 3.53E− 01 2.07E− 01 
60 s/MPs,40 s/HCs 7.36E− 03(*) 3.70E− 02(*) 3.91E− 02(*) 3.69E− 02(*) 2.61E− 02(*) 
60 s/MPs,60 s/HCs 7.60E− 02 3.87E− 01 3.20E− 01 3.01E− 01 3.57E− 01  

AUN 40 s/MPs,40 s/HCs 2.84E− 01 5.02E− 02 2.03E− 01 1.95E− 01 8.21E− 02 
60 s/MPs,40 s/HCs 1.73E− 02(*) 1.05E− 02 3.15E− 02(*) 2.88E− 02(*) 2.52E− 02(*) 
60 s/MPs,60 s/HCs 1.90E− 01 7.61E− 02 1.52E− 01 1.56E− 01 1.80E− 01  

DMN 40 s/MPs,40 s/HCs 5.40E− 02 2.77E− 01 7.24E− 03(*) 2.33E− 03(*) 1.90E− 01 
60 s/MPs,40 s/HCs 1.23E− 03(*) 2.27E− 02(*) 9.08E− 04(*) 1.44E− 03(*) 3.49E− 02(*) 
60 s/MPs,60 s/HCs 1.59E− 01 3.20E− 02(*) 6.56E− 02 3.00E− 02(*) 1.89E− 01  

ECN 40 s/MPs,40 s/HCs 2.25E− 01 2.58E− 01 2.91E− 01 2.54E− 01 3.25E− 01 
60 s/MPs,40 s/HCs 3.43E− 02(*) 2.44E− 02(*) 1.51E− 02(*) 1.78E− 02(*) 3.15E− 02(*) 
60 s/MPs,60 s/HCs 5.79E− 02 3.71E− 01 8.45E− 02 1.28E− 01 3.63E− 01  

WMN 40 s/MPs,40 s/HCs 3.14E− 01 2.59E− 01 3.06E− 01 2.15E− 01 2.51E− 02(*) 
60 s/MPs,40 s/HCs 3.07E− 03(*) 2.51E− 02(*) 2.62E− 02(*) 2.29E− 02(*) 3.08E− 02(*) 
60 s/MPs,60 s/HCs 2.66E− 01 1.74E− 01 3.02E− 01 1.75E− 01 3.25E− 01  

CCN 40 s/MPs,40 s/HCs 3.19E− 01 2.13E− 01 2.08E− 01 1.81E− 01 3.07E− 01 
60 s/MPs,40 s/HCs 8.94E− 03(*) 3.76E− 02(*) 9.52E− 03(*) 1.43E− 02(*) 1.71E− 02(*) 
60 s/MPs,60 s/HCs 1.95E− 01 1.70E− 01 8.05E− 02 8.58E− 02 1.66E− 01  

SAN 40 s/MPs,40 s/HCs 2.12E− 01 3.47E− 01 3.06E− 01 2.93E− 01 3.14E− 01 
60 s/MPs,40 s/HCs 2.56E− 02(*) 2.86E− 02(*) 1.77E− 02(*) 1.50E− 02(*) 3.68E− 03(*) 
60 s/MPs,60 s/HCs 3.82E− 02(*) 2.48E− 01 1.38E− 01 1.30E− 01 1.68E− 01  

LVN 40 s/MPs,40 s/HCs 5.04E− 02 1.71E− 01 6.94E− 02 7.20E− 02 1.24E− 01 
60 s/MPs,40 s/HCs 3.09E− 02(*) 2.60E− 02(*) 7.32E− 03 6.86E− 03(*) 3.21E− 02(*) 
60 s/MPs,60 s/HCs 8.13E− 02 1.58E− 01 8.50E− 02 7.45E− 02 1.51E− 01  
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situation, which indicates the stability of these two states in the process 
of dynamic change for the above three cases and has highly reproducible 
for the DFC states of individual level in the three window-width situa
tions. In addition, it can be seen from (B) in the figure that the number of 
DFC states with the most subjects obtained at individual level is 2 and 3 
for MPs and HCs in the three window-widths situations, respectively. 

Tables 8 and 9 shows the statistical p-values and significant differ
ences of the OGMs and TGMs corresponding to the DFC states obtained 
from DFCs of all subjects in MPs and HCs under three window-width 
situations respectively, which obtained using two-sample T-test with a 
confidence level of 95% after FDR correction. The degrees of freedoms 

are 246, 259 and 265 on all graph metrics for three window-width sit
uations, respectively. It can be seen from the tables that there are sig
nificant differences in the OGMs of these states between MPs and HCs in 
the three window-width situations, but only a few TGMs have significant 
differences between them, which suggests that the global topology 
properties among the nine BFNs of DFC states in MPs is significantly 
different from that in HCs, but the change of local topology properties is 
not obvious. Moreover, the corresponding TGMs differences between 
the DFC states of MPs and HCs under different window-widths are also 
different, which is consist with the results of DFCs at individual level. 

Fig. 4. The DFC states obtained from DFCs of all subjects in MPs&HCs, DFCs of subjects in MPs and DFCs of subjects in HCs under three window-widths of (A) 40 s for 
both MPs and HCs, (B) 60 s for MPs and 40 s for HCs, and (C) 60 s for both MPs and HCs. 

Fig. 5. (A) the correlation coefficients between DFC states obtained from three different groups of DFCs under three window-widths situations; (B) the correlation 
coefficients between DFC states obtained from the same group of DFCs among the three window-widths situations. 
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4. Conclusion and discussion 

The resting-state fMRI provides insights into pain circuits that are 
altered in migraine and could potentially contribute to the development 
of a new, noninvasive migraine biomarker. In this study, nine classical 
resting-state BFNs were obtained from fMRI data of MPs and HCs using 
GICA, and then the differences of these BFNs between MPs and HCs are 
systematically analyzed using multi-channel hierarchy, including SFCs 
and DFCs between these BFNs at group and individual levels, as well as 
their graph metrics and dynamic change characteristics of DFCs. The 
results demonstrated that there were significant differences on the FCs 
and their topology structure between the nine resting-state BFNs in MPs 
compared with those in HCs especially for the DFCs, which mean that 
the brain function activities have been obvious changed in MPs. The 
results may be provided a potential research perspective to reveal the 
pathogenesis of migraine and form a new biomarker. 

Specifically, the results of Fig. 2 and Tables 1–3 at group level 
showed that there were no significant differences in the SFCs and cor
responding static graph metrics among nine BFNs of MPs and HCs, while 
the DFCs and corresponding dynamic graph metrics between each pair 
of BFNs were significantly different in MPs compared with HCs. They 
demonstrated that the FCs and topological structure among these nine 
BFNs in MPs had a specific dynamic change in the whole time period at 
group level. However, it should be noted that TGMs with different BFNs 
have different effects under different window-widths, so there were 
uncertainty differences between MPs and HCs. In addition, different 
window-widths also have a certain influence on the change and 

fluctuation of DFCs. 
Meanwhile, the results of Fig. 3 and Tables 4–7 at individual level 

showed that the SFCs and DFCs with their graph metrics between the 
nine BFNs had obvious difference in MPs compared with those in HCs, 
and the volatility of dynamic change and TGMs were influenced by the 
window-widths thus presenting some uncertainty. This was consistent 
with the results of group level in addition to SFCs, which may be due to 
the reasons for the differences between subjects. Furthermore, the re
sults of Figs. 4–6 and Tables 8 and 9 demonstrated that the specificities 
of DFCs change patterns with corresponding topology structure and the 
consistency of DFC states under different window-widths in MPs among 
the nine BFNs involved in this study. 

The sliding time-window technique is the most popular method for 
DFC analysis, but the choice of window length has always been a very 
controversial issue. On the one hand, too short window length increases 
the risk of introducing false fluctuations in the observed DFC (Hutchison 
et al., 2013; Zalesky and Breakspear, 2015), and also increases the risk of 
having too few samples to reliably calculate the correlation. On the 
other hand, too long a window can hinder the detection of the interest 
temporal variations. The previous study have showed that cognitive 
states could be correctly identified on 30–60 s of fMRI data (Shirer et al., 
2012), and another study showed that changes of brain connectivity are 
not sensitive to the specific time-window length of 10–20 TRs (20–40 s) 
(Li et al., 2014). 

Because the data of MPs and HCs used in this study comes from 
different sequences/scanners due to the reason that there is no data of 
HCs matching MPs available, which is indeed a shortcoming. Among 
them, the most likely is the effect of a different TR between MPs and HCs 
on the results of DFCs between BFNs. The same number of sliding 
windows of TRs make that MPs and HCs have different window-widths. 
Therefore, it needs to be further explored the influence of window-width 
on the analysis results of DFCs between BFNs in MPs and HCs. For this 
reason, the analysis results of DFCs under the situations of window- 
width of 40 s for both MPs and HCs, window-widths of 60 s and 40 s 
for MPs and HCs separately, as well as window-width of 60 s for both 
MPs and HCs were considered and compared in this study. The results 
showed that different window-widths have a certain influence on local 
topological properties and the volatility of dynamic changes, but little 
influence on FCs strength and global topological properties. 

Prior studies showed that some highly structured, and quasi-stable 
connectivity patterns reoccurring over time could be assessed as a 

Fig. 6. (A) The number of DFC states at individual-level contained in each group DFC state of HC and MP groups under three window-widths; (B) Histogram of DFC 
states counts at individual level: Number of subjects with a certain number of state identified. 

Table 8 
the p-value and significance obtained by two-sample T-test with a confidence 
level of 95% on the eight OGMs of DFC states at individual level between MPs 
and HCs under three window-width situations.  

Graph metrics 40 s/MPs,40 s/HCs 60 s/MPs,40 s/HCs 60 s/MPs,60 s/HCs 

AC 1.66E− 03(*) 4.96E− 04(*) 5.41E− 03(*) 
Transitivity 1.24E− 08(*) 4.97E− 02(*) 1.90E− 06(*) 
GCC 6.35E− 08(*) 1.37E− 02(*) 3.93E− 04(*) 
CPL 5.85E− 05(*) 3.67E− 03(*) 5.36E− 03(*) 
GE 6.09E− 04(*) 2.42E− 04(*) 9.11E− 03(*) 
Density 2.88E− 07(*) 3.92E− 03(*) 6.95E− 05(*) 
MM 1.69E− 04(*) 5.62E− 02(*) 2.06E− 05(*) 
SM 1.08E− 03(*) 3.47E− 03(*) 1.20E− 04(*)  
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finite number of so called “connectivity states”, which reflect mean
ingful dynamic properties. Because the graph properties of the time- 
varying brain connectivity was considered in this study, a method 
based on graph metrics is used to explore the dynamic functional change 
rules between brain function networks, which could identify the con
nectivity patterns with similar graph organization that reoccurring over 
time (and subjects) and assemble them into connectivity states. 
Furthermore, it is different from the traditional clustering methods in 
the previous studies, which need to determine the number of classifi
cations in advance. For example, Allen et al. estimated 7 connectivity 
states by using a k-means clustering method (Allen et al., 2014), while 
only two second-level connectivity state is established which shows the 
similar connectivity pattern as the stationary connectivity in this study, 
suggesting that the stationary connectivity pattern emerges most in the 
dynamic connectivity. 

In addition, several classical resting brain functional networks are 
involved in this study, which have been reported in many researches. 
They are closely associated with basic cognitive functions in humans, as 
well as with the various cognitive and functional stimuli that trigger 
migraine symptoms. For example, DMN is closely related to personal 
introspection, memory, sensory information processing, thinking 
reasoning, emotional cognition, social reasoning and interpersonal 
communication. VIN and LVN are the basic and advanced visual net
works, which play an important role in judging the basic features such as 
the size, shape, color and position of the object, and processes complex 
cognitive objects and can feedback the processed information to the 
original visual channel. AUN needs to coordinate the auditory networks, 
and SMN is involved in processing somatosensory information and 
planning movement tasks. 

SAN involves in the process of attentional redirection induced by 
exogenous stimuli and is associated with both emotional and sensory 
stimulus drives. ECN and CCN are mainly related to cognitive stimu
lating activities, such as making plans, making decisions, judging right 
and wrong, responding to novel environments, and overcoming habitual 

actions. WMN is a cognitive system with a limited capacity that is 
responsible for temporarily holding information available for process
ing, which is important for reasoning and the guidance of decision- 
making and behavior. Therefore, the study on the FCs between these 
nine brain networks and their corresponding topological structure in 
this paper provides a promising perspective for exploring the neural 
pathogenesis of migraine patients, and also has certain a potential sig
nificance for the clinical diagnosis of migraine patients in the future. 
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