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Abstract

Background: Population receptive field (pRF) analysis with functional
magnetic resonance imaging (fMRI) is an increasingly popular method for
mapping visual field representations and estimating the spatial selectivity of
voxels in human visual cortex. However, the multitude of experimental
setups and processing methods used makes comparisons of results
between studies difficult.

Methods: Here, we compared pRF maps acquired in the same three
individuals using comparable scanning parameters ona 1.5 and a 3 Tesla
scanner located in two different countries. We also tested the effect of
low-pass filtering of the time series on pRF estimates.

Results: As expected, the signal-to-noise ratio for the 3 Tesla data was
superior; critically, however, estimates of pRF size and cortical
magnification did not reveal any systematic differences between the sites.
Unsurprisingly, low-pass filtering enhanced goodness-of-fit, presumably by
removing high-frequency noise. However, there was no substantial
increase in the number of voxels containing meaningful retinotopic signals
after low-pass filtering. Importantly, filtering also increased estimates of
pRF size in the early visual areas which could substantially skew
interpretations of spatial tuning properties.

Conclusion: Our results therefore suggest that pRF estimates are
generally comparable between scanners of different field strengths, but
temporal filtering should be used with caution.
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m Amendments from Version 1

Changes in version 2 of the manuscript are in response to the
reviewer's comments and suggestions, namely:

Adding short discussion on how increases in TSNR might alter
pRF size.

Clarifying which HRF function was used.

Creating new group figures (individual data now in supplementary
section)

Adding comment to highlight same scanner manufacturer at both
sites.

Adding short discussion on how sequential vs random
presentation of pRF stimuli might impact results.

Adding 2 new references to support above points.

Any further responses from the reviewers can be found at the
end of the article

Introduction

Population receptive field analysis with functional magnetic
resonance imaging (fMRI) has become a popular method in the
toolbox of visual neuroscience. It has not only been used for
mapping cortical organization'~, but also to study spatial inte-
gration in the visual cortex™’, reveal the effects of attention on
visual processing™'’, show differences in patients and special
populations'= and for reconstructing the neural signature of
perceptual processes'®?’. The most wide-spread technique
involves fitting a two-dimensional symmetric Gaussian model
of the pRF to the time series of each voxel in visual cortex
responding to a set of stimuli'. Estimates of pRF position and
size reflect an aggregate of the position preferences and sizes of
thousands of neuronal receptive fields of the cells within
the imaging voxel, and also incorporates extra-classical
receptive field interactions. Further, in fMRI, as underlying
neuronal activity is inferred through neurovascular coupling,
PRF measurements are affected by hemodynamic factors
(although it has been shown that pRFs estimated from fMRI
data have a close correspondence with receptive field properties
in electrophysiological experiments''* but see also 23).

The indirect nature of estimating pRFs from fMRI data sug-
gests therefore that there could be considerable variability in
derived measurements. Direct test-retest evaluations with the
same experimental setup have shown that pRF mapping experi-
ments are robust and repeatable*°. However, for different
experimental setups, for instance, in terms of the magnetic field
strength and the particular pulse sequence used to acquire fMRI
data the comparability has not been assessed. The signal-to-noise
ratio of MRI is proportional to voxel volume and the strength
of the static magnetic field”’, and hence pRF measurements at
higher magnetic field strength might be more accurate. How-
ever, the temporal resolution (or repetition time, TR, of image
acquisition), directly affects the contribution of different noise
frequencies and the contribution of physiological nuisance fac-
tors like respiration or cardiac pulsation. Noise in fMRI data
therefore has multiple contributions (physiological, thermal
and system related) and the relationship between the temporal
signal to noise ratio (TSNR) in a fMRI time course has a
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non-linear relationship with static SNR”, i.e. gains in static
SNR, from for example increased field strength, may not trans-
late to proportional gains in TSNR due to a limit where physi-
ological noise dominates. If there were gains in TSNR to be had
from scanning at a higher field strength, one could posit a stronger
response amplitude could potentially produce a larger pRF size,
because visual field locations farther from the pRF centre respond
to the stimulus. However, theory suggests that the pRF model
is scale-invariant, that is, the pRF parameters are estimated by
correlation between predicted and observed time series and only
the pRF shape matters to size estimation, not amplitude.

Here, we conducted pRF mapping on three individuals using
identical TR and voxel size on a 1.5 Tesla (1.5T) scanner
in London, United Kingdom and a 3 Tesla (3T) scanner in
Auckland, New Zealand. Critically, our aim was not to test the
effect of magnetic field strength alone, but rather to compare
pRF estimates from typical methods used at each scanning
facility that also includes a different field strength. Thus, our
findings should reflect a relatively conservative estimate of the
variability of pRF parameters under comparable conditions
at the two sites.

Typical pRF studies evaluate the goodness-of-fit of the pRF
model by means of the coefficient of determination (R?) of the
correlation between the observed and predicted time series. This
measure, however, strongly depends on the temporal resolution
of the signal acquisition. In our recent experiments we have
used an accelerated multiband sequence with 1 s TR»*--.
At this temporal resolution, there is a considerable contribu-
tion of high-frequency noise to the signal (Figure 1). Since
our analysis does not typically involve any temporal filtering
beyond linear detrending (essentially, a wide-bandwidth high-
pass filter removing only very low frequencies that are attrib-
uted to slow drifts in the signal), this probably explains why
the overall R? in our studies is comparably low compared to
those reported by others who use more standard fMRI TRs of
2-3 s. We therefore conducted an analysis comparing pRF param-
eters obtained using our standard analysis (minimal filtering),
to filtering with two low-pass filters that approximate longer
TR acquisition.

Methods

Participants

We recruited three healthy adult volunteers (2 female, 1 left-
handed, aged 30, 39 and 47) from our pool of repeat partici-
pants in functional brain imaging studies in London, United
Kingdom. An important criterion for their participation was
that they would also visit Auckland, New Zealand, within a few
months after the first scan in London. Generally, we could only
include participants with normal or corrected-to-normal visual
acuity (contact lenses only), and no history of eye disease or
neurological, neurodevelopmental or neuropsychiatric disorders.
Moreover, they could have no other contraindications to mag-
netic resonance imaging (e.g. claustrophobia, metal implants). All
participants gave written informed consent to take part and
henceforth referred to as P1, P2, and P3. All procedures were
approved by local ethics review boards at University College
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Figure 1. Low-pass filtering the time series improves goodness-of-fit quantified by R2. The same predicted time series (red curves) is
shown overlaid on the unfiltered time series (A), and low-pass filtered time series with kernel 1 s (B) or 2 s (C). R? is substantially larger for the

filtered time series because high-frequency noise has been removed.

London (fMRI/2012/007) and the University of Auckland
017477).

Procedure

Participants were scanned twice with a pRF mapping protocol.
The first scan took place inside a MAGNETOM Avanto 1.5T
MRI scanner (Siemens Healthcare, Erlangen, Germany) at the
Birkbeck/UCL Centre for Neurolmaging (BUCNI) in the Experi-
mental Psychology department of University College London,
United Kingdom (henceforth referred to as London site). The
second scan took place several months later in a MAGNETOM
Skyra 3T MRI scanner (Siemens Healthcare, Erlangen,
Germany) at the Centre for Advanced Magnetic Resonance
Imaging (CAMRI) in the Faculty of Medical & Health Sci-
ences of the University of Auckland, New Zealand (henceforth
referred to as Auckland site). In both scans, participants were
scanned with six runs for pRF mapping lasting 4 min 20 s each
during which functional echo-planar images were acquired.
Moreover, at both centres a structural T1 weighted brain image
was acquired although the structural image from the second scan

(at 3T) was not used in any further analysis. During the scans,
participants were instructed to remain as still as possible and
fixate continuously on a small dot in the centre of the screen.
They were instructed to press a button whenever the fixation
dot changed colour.

Stimuli

Stimuli were generated and presented using MATLAB (Math-
works; Version R2017a, 9.2.0.538062) and Psychtoolbox
(Version 3.0.14)* at a resolution of 1920 * 1080. At both
sites, the screen subtended 34° by 19° of visual angle. Stimuli
were presented on a screen at the back of the bore via a mirror
mounted on the head coil. At the London site, stimuli were
projected onto a screen in the back of the bore while in the
Auckland site stimuli were presented on an MRI compatible
32" widescreen LCD (Cambridge Research Systems Ltd).

At both sites, the stimuli generated were matched, and

comprised bars containing a dynamic high-contrast ripple
pattern as used in previous studies®'*'*”” on a uniform grey
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background. Bars traversed the visual field in a regular sequence
(e.g. from the bottom to the top), jumping by 0.38° every
second. Each sweep of the bar lasted 25 s and so there were
25 jumps of the bar. Each run started with a sweep from the
bottom to the top and then the sweep direction was rotated by
45° clockwise on the next sweep. There were thus eight sweeps
covering a complete rotation. After the fourth and eighth
sweep, a 25 s baseline period (no bars) was presented.

Bars were always 0.53° wide and at the longest (when crossing
the centre of the visual field) subtended the full screen height,
but because they were presented only within a circular region
(diameter: 19°, i.e. the height of the screen) they were accord-
ingly shorter at the start and end of each sweep. The outer
edge of the ripple stimulus was smoothed by ramping it down
to zero over 0.1°. Similarly, the stimulus contrast ramped
down to zero from 0.53° to 0.43° eccentricity, thus creating a
blank hole around fixation.

A blue dot (diameter: 0.09°) was present in the centre of the
screen throughout each scanning run. The whole run was
divided into 200 ms epochs. At each epoch, there was a 0.01
probability that the dot could change colour to purple with the
constraint that no such colour changes could occur in a row.
Participants were instructed to fixate the dot and press a button
on a magnetic resonance-compatible button box whenever it
changed colour. In addition, a radar screen pattern compris-
ing low-contrast radial and concentric lines around fixation was
presented at all times to aid fixation compliance (see 25). The
fixation dot and radar screen pattern were also presented during
the baseline period.

Prior to each run, we collected 10 dummy volumes to allow
ample time for steady-state magnetisation to be reached. During
this time, only the fixation dot was presented on a blank
grey screen.

Scanning parameters

At both sites, we used a 32-channel head coil where we
removed the front elements because it impeded the view of the
stimulus. This resulted in 20 effective channels covering the
back and the sides of the head. Six pRF mapping runs of 260
T2*-weighted image volumes were acquired (including the 10
dummy volumes). We used 36 transverse slices angled to be
approximately parallel to the calcarine sulcus (planned using
the T1-weighted anatomical image). At both sites, we used an
accelerated multiband sequence’* at 2.3 mm isotropic voxel
resolution, field of view 96x96, and a TR of 1 s. At the London
site, the scan had an echo time (TE) of 55 ms, flip angle of
75°, and a multiband/slice acceleration factor of 4 and rBW
1628 Hz/pixel. At the Auckland site, the scan had a TE of
30 ms, flip angle of 62°, a multiband/slice acceleration factor
of 3, an in-plane/parallel imaging acceleration factor of 2 and
rBW was 1680 Hz/Px. After acquiring the functional data at the
London site, the front portion of the coil was put back on to
ensure maximal signal-to-noise levels for collecting a struc-
tural scan (a T1-weighted anatomical magnetization-prepared
rapid acquisition with gradient echo scan with a 1 mm isotropic
voxel size and full brain coverage).
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Data preprocessing

Functional data were preprocessed in SPMI12 (Wellcome
Centre for Human Neurolmaging; Version 6906). The first 10
dummy volumes were removed. Then we performed mean bias
intensity correction, realignment and unwarping of motion-
induced distortions, and coregistration to the structural scan
acquired at the London site using default parameters in SPM12.
Using FreeSurfer (Version 6.0.0) we further used the struc-
tural scan for automatic segmentation and reconstruction as
a three-dimensional surface mesh of the pial and grey-white
matter boundaries*’. The grey-white matter surface was
then further inflated into a smooth model and a spherical model.

All further analysis was conducted using our custom SamSrf 6
toolbox*. Functional data were projected from volume space
to the surface mesh by finding the nearest voxel located half-
way between each vertex in the pial and grey-white matter sur-
face mesh. The time series at each vertex was then linearly
detrended and z-standardized before being averaged across
the six runs at each scanning site.

For the temporal filtering analysis, we then further con-
volved the time series of each vertex with a Gaussian filter with
standard deviation of 1 or 2 s, respectively.

pRF modelling

We modelled pRFs as a symmetric, two-dimensional Gaussian
defined by x, and y,, the Cartesian coordinates of the pRF
centre in visual space, and the standard deviation of the
Gaussian, o, as a measure of the pRF size. The pRF model
predicted the neural response at each TR of the scan by
calculating the overlap of the mapping stimulus with this
Gaussian pRF profile. A binary mask of 100-by-100 pixels
indicated where the stimulus appeared on the screen for each
time point. The neural responses were then determined by mul-
tiplying each frame of the stimulus mask with the pRF profile
and summing over the 10,000 pixels. Subsequently, the time
series was convolved with a canonical hemodynamic response
function (HRF) determined from previous empirical data® and
z-standardized. The same HRF function was used for all
participants given that the effect of individualized HRF on pRF
parameters is expected to be small™.

The pRF parameters at each vertex were fit using a two-stage
procedure. First, we applied a coarse fit which involved an
extensive grid search by correlating the actually observed time
series against a set of 7650 predicted time series derived from a
combination of x, y, and G covering the plausible range for
each parameter (see 25,29). The parameters giving rise to the
maximal correlation were then retained for the second stage,
the fine fit, provided the squared correlation, R?, exceeded 0.01.
The fine fit entailed an optimization procedure’* to refine
the three pRF parameters to further maximize the correlation
between observed and predicted time series. Subsequently,
we used linear regression between the observed and predicted
time series to fit the amplitude, Bl, and the baseline inter-
cept, B, Up until this point, all analyses used raw data with-
out any smoothing or interpolation. However, we then applied a
Gaussian smoothing kernel (full width at half maximum = 3 mm)
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to the final pRF parameter maps on the spherical surface mesh.
These smooth maps were used for visualization purposes and
delineation of the visual areas. Moreover, they are necessary
for calculating the local cortical magnification factor (CMF;
Harvey and Dumoulin*') because it requires a smooth visual field
map without gaps and scatter. For this we determined the corti-
cal neighbours of each vertex and calculated the area subtended
by the polygon formed by their pRF centres. The same procedure
was used to determine the cortical surface area (calculation per-
formed by FreeSurfer). To calculate the CMF, we then divided
the square root of cortical area by the square root of visual area.

In addition, for the data comparing the London and Auckland
sites we also calculated the noise ceiling as an estimate of the
maximum goodness-of-fit that could theoretically be achieved
from the data of each voxel. For this, we split the six pRF map-
ping runs from each site into even and odd numbered runs and
averaged them separately. We then calculated the Pearson
correlation between these split time series, 1, and used the
Spearman-Brown prophecy formula™" to determine, 1,
the expected reliability for the average of all six runs:

2r,

obs'

r =
14 r

obs'

The theoretical maximum observable correlation between
the predicted and observed time series, p , for each voxel is
given by the square root of this correlation* because

Lo = PualVorealons

A London 1.5T
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. 18 the reliability of the predictors, which is I,
and we assume the hypothetical correlation between the
observed and predicted time series, p,, also to be 1. The
noise ceiling, the maximum observable goodness-of-fit p* is
therefore equal tor, .

where r
pre

Further analysis

We manually delineated visual areas V1-V4 and V3A using
smoothed maps from the London site by determining the bor-
ders between regions from the polar angle reversals® and
then also applied these delineations to the maps generated in
Auckland. For each region of interest (ROIs) we then extracted
pRF data and binned them into eccentricity bands 1° in
width, starting from 0.5° and increasing up to 9.5°. For each bin,
we then calculated the mean pRF size, and the median CMF, R?,
noise ceiling p ? or the normalized goodness-of-fit, that is R?
divided by p_* To bootstrap the dispersion of these summary
statistics, we resampled the data in each bin 1000 times with
replacement and determined the central 95% of this bootstrap
distribution as a confidence interval. To avoid the inclusion of
artifactual data, for pRF size and CMF we only included data
from voxels where R? exceeded 0.15.

Results

Comparison between scanning sites

We first compared visual field maps from the two sites,
London 1.5T and Auckland 3T, by visual inspection. Figure 2
shows polar angle and eccentricity maps of the left hemi-
sphere of one participant from both sites. It is immediately

Auckland 3T

Figure 2. Polar angle (A) and eccentricity (B) maps of one participant from the London 1.5T site (left) and the Auckland 3T site (right)
displayed on a spherical model of the left hemisphere. Colour wheels denote the pseudo-colour code for visual field maps. No smoothing or
interpolation was applied to the mapping data. Voxels were thresholded at R>>0.1. In A, the position of the visual regions have been labelled

for reference. The greyscale indicates the cortical folding pattern.
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apparent that more voxels survive statistical thresholding
(R*>>0.1) for the 3T data. The cortical territory occupied by
visual field maps is somewhat more extensive and more com-
plete. Nevertheless, the orderly organization of V1-V4,
V3A, as well as regions in the LO complex is clearly visible
in both scans, and their borders are very similar. We further
quantified the map similarity by calculating correlations across
all voxels above threshold in both scans (circular correlation
for polar angle, Spearman’s p correlation for eccentricity).
This showed that the polar angle maps were well correlated
for two participants (P1: 0.71; P2: 0.71) although the cor-
relation was not as strong in the final participant (P3: 0.44).
Eccentricity maps were strongly correlated in all three
participants (P1: 0.70; P2: 0.75; P3: 0.67).

Next, we compared pRF size using 1° wide eccentricity bands
to bin the data from each site and then calculating the mean for
each bin. We observed that pRF size consistently increased across
eccentricities and also along the visual pathway as expected.
But crucially, while pRF size varied somewhat between sites, this
difference was not systematic across the five regions of interest
(Figure 3A). In V4 and V3A there was somewhat greater vari-
ance at some eccentricities, likely due to the smaller size of these
regions compared to V1-V3. Overall, pRF sizes were, however,
very similar between sites. Similarly, the median cortical magni-
fication factor (CMF) showed the expected exponential decrease
from the central to the peripheral visual field. CMF curves
were very comparable for the two sites (Figure 3B), except for
somewhat greater CMF at 3T in V1 and V2 in the very cen-
tral visual field of participants P2 and P3*° (see supplementary
figure 1A and B*)) for individual participants’ pRF size and
CMF respectively).

We then repeated this analysis for the goodness-of-fit of the
pRF model across eccentricities (Figure 3C). This showed
that in V1 and V2 goodness-of-fit was notably greater for the
Auckland 3T site than the London 1.5T site. In higher extras-
triate regions, the pattern of results was less clear, although at
least for P3 see supplementary figure 2 for individual partici-
pants data fitting results*®) goodness-of-fit was greater also in
V3 and V4 (although note that in V4 for P1 very little data with
very low model fits was present beyond 6° eccentricity in the
Auckland data). In V3A, the model fits (see Figure 3C last col-
umn) at both sites were similar, but generally lower than in the
other regions and with greater variability. However, this was
presumably largely driven by the overall signal-to-noise ratio.
When we normalized model fits relative to the noise ceiling, pgz,
the maximum goodness-of-fit that could theoretically be achieved
given the data from each site, we found no systematic difference
in goodness-of-fit between sites (Figure 3D). The curves mostly
overlapped for P1 and P2 except in V1 where the London
data outperformed the Auckland data (see Figure 2B). In con-
trast, for P3 normalized model fits for the Auckland site
outperformed the London site in all regions except V3A. The
noise ceiling itself was consistently higher for the Auckland
data than the London data (Figure 4E).

Effect of temporal filtering
Goodness-of-fit of the modelled time course derived from
pRF estimates and the measured fMRI time course are
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typically quantified by R? However, the pRF model does not
account for the high frequency noise observed in fast tempo-
ral resolution acquisitions like the 1 s TR we used here, which
therefore likely results in lower R? values. Theoretically, high
frequency signals could be removed from the data and
thus the model fits artifactually improved (Figure 1). We
therefore reanalysed the data from the 3T site after temporal
low-pass filtering the time series of each voxel by convolving
it with a Gaussian kernel of either 1 s or 2 s standard deviation
(e.g. Figures 1B and 1C, respectively).

Figure 4 shows visual field maps from the left hemisphere of
one participant using the raw data and those after low-pass
filtering. A very similar map structure is apparent in all three
images. There are, however, also a lot of noise voxels surviv-
ing thresholding (R%>0.1) outside the general visual field maps.
Conversely, while filtering filled in a few missing voxels within
the maps, filtering did not affect the overall structure and
did not increase the cortical territory of the responsive region.

Next, we quantified mean pRF size and compared this for the
three data sets (Figure 5A). In the early areas V1-V3, pRF size
is consistently greater for the filtered time series, especially at
the longer kernel of 2 s. In V4 and V3A, pRF size remained
relatively similar between conditions. We also quantified the
median goodness-of-fit of the pRF model (Figure 5B) and
observed consistently greater model fits for both the low-
pass filtered time series in V1 to V4. A similar pattern could
be seen in V3A but results were generally more variable,
especially in P1 (see supplementary figure 3 for individual
participant results*.

Raw results are available from Open Science Framework as
Underlying data"'.

Discussion

Here, we compared pRF mapping data acquired using the same
stimuli and participants and under comparable conditions at
two sites, a 1.5T scanner in London, United Kingdom, and a 3T
scanner in Auckland, New Zealand. Generally, pRF model fits
were better in the Auckland data, probably in large part because
of the approximately double signal-to-noise ratio from the
greater static magnetic field. However, despite this difference in
accuracy of data fitting, we found that visual field maps and
actual estimates of pRF size and local cortical magnification
were very similar between the two sites.

Firstly, it is worth noting that both scanners used were manu-
factured by the same vendor. While this means our results are
not currently generalizable to other platforms, it removes
manufacturer as an additional source of variance between sites.

Although the London data were always acquired first, this is
unlikely to explain our findings. All our participants were famil-
iar with the fMRI environment, including undertaking previ-
ous pRF mapping studies. Therefore, it is unlikely that there
should have been substantial training effects that could for
example have changed the amount of head motion or fixation
compliance between sessions. The exact parameters of the pulse
sequences used and general differences in the image
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Figure 3. Mean population receptive field (pRF) size (A) and median cortical magnification factor CMF (B), median goodness-of-fit (C),
normalized goodness-of-fit (D), and noise ceiling (E) binned into eccentricity bands for the London 1.5T site (red) and the Auckland 3T site
(black) and averaged across the three participants. Columns show different visual regions. Error bars denote +1 standard error of the mean
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A Unfiltered raw data

Figure 4. Polar angle maps of one participant from the Auckland
3T site displayed on a spherical model of the left hemisphere.
Colour wheels denote the pseudo-colour code for visual field maps.
No smoothing or interpolation was applied to the mapping data.
Voxels were thresholded at R>>0.1. The position of the visual regions
have been labelled for reference. The greyscale indicates the cortical
folding pattern. A. Unfiltered data. B. Low-pass filtered with kernel
1s. C. Low-pass filtered with kernel 2 s.
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quality of the two scanners could of course also be contributing
factors to inter-site differences. We did not apply any correc-
tion of distortions caused by the static magnetic field” to either
site data. Moreover, the exact slice positioning, and thus how
the voxel grid resolved the grey matter, may also have differed
between sites. Relevant to this, in our previous work quan-
tifying the test-retest reliability of pRF maps we found that
reliability was greater for scanning sessions in close succes-
sion on the same day than for sessions on different days®. This
could have been caused by fluctuations in the scanner hardware
itself but also relate to differences in head position at
set up. While in both cases participants were removed
from the scanner between the repeat sessions, it is highly
likely that positioning was more similar for the sessions
conducted on the same day.

While we took painstaking steps to match the visual displays
at the two sites as closely as possible, due to constraints of
the experimental setup there may have been small differences
between the stimuli presented. In London, images were projected
onto a screen and this necessitated focusing and scaling the pro-
jected image to be of the exact size. The image in London may
have been somewhat blurrier and the viewing angle more
variable than in Auckland where we used a clear liquid crystal
display that was always placed at the exact same position at
the back of the bore. Naturally, the exact viewing angle of the
stimuli also depends on the viewing distance and there may
have been subtle variation between the sites although this is
unlikely to have produced any systematic differences.

Nevertheless, the general extent of the visually responsive area
of cortex containing clear retinotopic maps was very com-
parable across the sites, as were estimates of spatial tuning
and cortical magnification. Therefore, we conclude that pRF
estimates are very robust across scanning sites, even when
using different magnetic field strengths.

At the short TR of 1 s as used in our study, noise contributes
high-frequency signals to the fMRI response that are irrelevant
to the sluggish blood oxygen level dependent activity the pRF
model seeks to characterize. This explains why the model fits
in most of our studies are relatively low compared to those
reported in the literature using more conventional TRs. We
therefore also sought to test what effect temporal low-pass
fillering had on pRF parameter estimates. Unsurprisingly,
low-pass filtering enhanced the goodness-of-fit of pRF
models. However, while this filled in a few gaps in the maps it
largely boosted the number of noise voxels outside the visually
responsive cortex.

Crucially, low-pass filtering also generally enlarged esti-
mates of pRF size in the early visual regions V1-V3 while
data in higher regions were mostly unaffected. The pRF size
estimates for the unfiltered data accord well with previous
research and what one would expect from electrophysiological
recordings''*>*!. Therefore, the pRF sizes of the filtered data
presumably reflect an overestimate that seems unrealistically
high (e.g. for P2 mean pRF size in central V1 was close to
2° for the most heavily filtered data).
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Figure 5. Mean population receptive field (pRF) size (A) and median goodness-of-fit (B) binned into eccentricity bands for the Auckland data
without filtering (black), and low-pass filtering with kernel 1 s (blue) and 2 s (green), averaged across participants. Columns show different
visual regions. Error bars denote +1 standard error of the mean across participants.

The reason why filtering increased pRF sizes in early areas is prob-
ably the fact that filtering blurred together signals from stimuli
presented close in time (proximal bar positions were presented
only a few seconds apart). In the early regions where pRFs are
small this would therefore be modelled as a larger pRF, whereas
in higher areas in which pRFs are large enough to encompass
adjacent bar positions this should not affect estimates of pRF size.
A slower stimulus design where each bar position is stimulated
for 2-3 s, or a random instead of an ordered stimulus sequence,
could probably counteract this problem but this would come at the
expense of longer scanning durations. In any case, for our stand-
ard design using 1 s TR low-pass filtering clearly has no practical
advantages because it does not appear to fundamentally
improve map quality and skews pRF size estimates in the early
visual areas. Of course, the skew we observed in pRF size is related
to the sequential presentation of our visual stimuli (sweeping
bars, a stimuli commonly used for pRF). One could hypothesise
that temporal filtering would nor bias for pRF sizes if the location
of stimuli used for retinotopic mapping was presented randomly.
However, recent studies*”’ have shown that pRF size estimates
differ between random and ordered designs (irrespective of
temporal filtering), probably due to additional factors. The
choice of mapping stimulus should therefore also be taken into
consideration when comparing results across studies.

Since we only tested three participants in this study, our analy-
ses were not designed to detect subtle differences between the

scanner environments or small effects of temporal filtering.
Retinotopic maps and pRF data are highly replicable” and can
also be used for case studies on individuals. We were therefore
most interested in how consistent results are across all three
participants. Our descriptive analysis of the data included
bootstrapped confidence intervals, which permit an inference
about the statistical evidence in each participant, and thus each
individual participant essentially constitutes a replication.

In summary, our results show that pRF mapping with fast
1 s TR produces similar and reliable results on differ-
ent scanners, even using different magnetic field strengths.
It would be interesting to conduct a similar comparison
between 3T and 7T scans as these are becoming increasingly
commonplace.

Data availability

Underlying data

Open Science Framework: pRF data comparison between
London 1.5T & Auckland 3T. https://doi.org/10.17605/OSFE.10/
WX4HPY.

This project contains Lon-Akl.zip, which itself contains
underlying data for each participant in folders 30fl, 39mr
and 47fr. These files each contain the following underlying
data:

* anatomy (the model of the subject's brain anatomy).
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e prf_bucni (functional MRI data (pRF maps) from London).

e prf_camri
Auckland).

(functional MRI data (pRF maps) from

¢ ROIs (delineation (FreeSurfer label files) for the visual
areas).

Extended data
Supplementary Figure 1.

https://osf.io/chtra

Mean population receptive field (pRF) size (A), median cortical
magnification factor CMF (B) and response amplitude (beta) (C)
binned into eccentricity bands for the London 1.5T site (red) and
the Auckland 3T site (black). Panels in columns show different
visual regions. Panels in rows show the three participants. Error
bars denote 95% confidence intervals based on bootstrapping.

Supplementary Figure 2.
https://osf.io/chtra

Median goodness-of-fit (A), normalized goodness-of-fit (B),
and noise ceiling (C) binned into eccentricity bands for the
London 1.5T site (red) and the Auckland 3T site (black).
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Panels in columns show different visual regions. Panels
in rows show the three participants. Error bars denote 95%
confidence intervals based on bootstrapping.

Supplementary Figure 3.
https://osf.io/chtra

Mean population receptive field (pRF) size (A) and median
goodness-of-fit (B) binned into eccentricity bands for the
Auckland data without filtering (black), and low-pass filtering
with kernel 1 s (blue) and 2 s (green). Panels in columns show
different visual regions. Panels in rows show the three par-
ticipants. Error bars denote 95% confidence intervals based on
bootstrapping.

Data are available under the terms of the Creative Commons
Zero “No rights reserved” data waiver (CCO 1.0 Public domain
dedication).
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Paola Binda
Faculty of Medicine, University of Pisa, Pisa, Italy

pRF mapping provides a quantitative description of cortical representations, including the spatial
representation in visual cortical areas. While pRF parameters are extensively used to quantitatively
compare across subjects and conditions, we are well aware that such parameters depend on both neural
factors and on nuisance variables that are related to the dynamics of BOLD. However, we lack a precise
understanding of how such nuisance variables might affect each of the pRF parameters. Morgan &
Schwarzkopf make an important effort in this direction and test the impact of static SNR (affected by MR
field strength) and temporal SNR (affected by temporal filtering) on spatial pRF parameters in visual
cortical areas.

I have no major concerns with the study and only offer few suggestions that hopefully will increase the
usability of the reported results:
1. It would be useful to explicitly describe one (or more) models that predict changes of pRF
parameters with SNR.

| feel one intuitive (and probably wrong) model invokes a non-linear thresholding effect. The logic
is, approximately, as follows: when BOLD responses are stronger, each voxel responds to a larger
range of stimulus position and the pRF size is consequently increased. Is this one of the
hypotheses that the study intends to test (and falsify)?

This particular model would predict that beta values (indexing BOLD response amplitude) and pRF
size estimates correlate positively. Since both indices were collected here, could the authors
measure this (lack of) correlation?

In addition, this model would incorrectly predict larger pRF size estimates at higher MR fields,
under the assumption that response amplitude is positively related to SNR. Could the authors
report whether this assumption (larger beta-values in the higher SNR, i.e. 3T, dataset) is correct for
their specific dataset?

Also, | wonder whether one could also expect variations of the other pRF parameter (pRF position),
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e.g. in the form of an attraction towards the fovea / screen borders / horizontal and vertical
meridians. The text reports relatively high correlations between pRF center parameters at 1.5 and
3T, but this does not exclude systematic shifts in eccentricity or polar angle. The same applies to
the effects of temporal filtering: can the authors exclude systematic shifts of pRF positions?

2. Ithink that the figures could be more incisive if they were more compact. While | understand the
importance of reporting single-participant’s data, | feel the need for gathering the data in fewer
more illustrative plots. One possibility would be to use the format of scatter-plots comparing pRF
parameters at 1.5 vs. 3T (so that the three subjects could be represented as different symbols
within a single plot) - perhaps accompanied by a grand-average showing the expected relationship
between pRF parameters and visual areas or eccentricity.

3. It might be worth pointing out that the bias introduced by temporal filtering is linked to the regular
sequence of visual presentations. Presumably, temporal filtering would have had no effect on pRF
size if the visual stimulus used for retinotopic mapping varied its position randomly - instead of
sweeping across the visual field.

4. Sharing the raw data is sometimes very difficult, but clearly this is encouraged by many in the field.
| wonder whether the authors could provide a justification for not providing .nii files (rather than the
analyzed datasets, which are certainly sufficient for reproducing the figures but do not allow for
reusing the dataset for novel investigations).

Is the work clearly and accurately presented and does it cite the current literature?
Yes

Is the study design appropriate and is the work technically sound?
Yes

Are sufficient details of methods and analysis provided to allow replication by others?
Yes

If applicable, is the statistical analysis and its interpretation appropriate?
Yes

Are all the source data underlying the results available to ensure full reproducibility?
Partly

Are the conclusions drawn adequately supported by the results?
Yes

Competing Interests: No competing interests were disclosed.
Reviewer Expertise: Physiology of the visual system

I confirm that | have read this submission and believe that | have an appropriate level of
expertise to confirm that it is of an acceptable scientific standard.

Author Response 15 Feb 2020
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Catherine Morgan, University of Auckland, Auckland, New Zealand

We'd like to thank the reviewer for their considered questions and useful suggestions on this
manuscript. In our response we have reproduced the report, and commented immediately after
each point.

“pRF mapping provides a quantitative description of cortical representations, including the spatial
representation in visual cortical areas. While pRF parameters are extensively used to quantitatively
compare across subjects and conditions, we are well aware that such parameters depend on both
neural factors and on nuisance variables that are related to the dynamics of BOLD. However, we
lack a precise understanding of how such nuisance variables might affect each of the pRF
parameters. Morgan & Schwarzkopf make an important effort in this direction and test the impact of
static SNR (affected by MR field strength) and temporal SNR (affected by temporal filtering) on
spatial pRF parameters in visual cortical areas.

I have no major concerns with the study and only offer few suggestions that hopefully will increase
the usability of the reported results:

It would be useful to explicitly describe one (or more) models that predict changes of pRF
parameters with SNR.

| feel one intuitive (and probably wrong) model invokes a non-linear thresholding effect. The logic
is, approximately, as follows: when BOLD responses are stronger, each voxel responds to a larger
range of stimulus position and the pRF size is consequently increased. Is this one of the
hypotheses that the study intends to test (and falsify)?

This particular model would predict that beta values (indexing BOLD response amplitude) and
pRF size estimates correlate positively. Since both indices were collected here, could the authors
measure this (lack of) correlation?”

>>Thank you for this important question. A stronger response amplitude could potentially appear
as a larger pRF because visual field locations farther from the pRF centre respond to the stimulus.
However, this is unlikely to manifest as a positive correlation with the response amplitude (beta)
parameter because the pRF model is scale-invariant, that is, the pRF parameters are estimated by
correlation between predicted and observed time series and thus theoretically only the pRF shape
matters to estimation.

In fact, the opposite relationship, that pRF size estimates are larger with low beta parameters, is
actually more realistic: response amplitudes are linked to signal-to-noise and thus goodness-of-fit.
Under low noise conditions, a small pRF would show a clean response time series with very clearly
defined peaks. In a noisier pRF, this time series would however be contaminated and so the peaks
of the response would be less clearly defined. In order to fit a pRF model, the algorithm will
therefore produce an artifactual bias on pRF size estimates.

We have already seen this relationship in previous work. However, for the sake of completeness
we now conducted the suggested correlation analysis between beta parameters and pRF size at
the single-vertex level. This confirms that the second model is indeed correct: across participants
and visual regions of interest there is a negative correlation between pRF size estimates and beta
parameters (Spearman’s rho ranging between -0.17 and -0.5 for most cases, with the exception of
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V3A where the small amount of data may skew the results).

In other words, when response amplitude is low, pRFs tend to be estimated as /arger.
Unfortunately, this analysis is complicated by several factors: the data are highly heteroscedastic
(there is far more variability in response amplitude for small pRFs than large ones), a small but
considerable proportion of beta parameters is negative (we believe these are related to artifactual
pRF estimates with negative BOLD responses due to large blood vessels or edge-of-stimulus
artifacts), and there is also a strong but incomplete ceiling artifact as many pRF sizes cluster at a
small size. Nevertheless, we believe due to its consistency and robustness to thresholding this
relationship probably correct.

We now briefly discuss this issue in the introduction of the revised manuscript. Please note that
because we find no consistent difference in pRF size between scanner sites, there is no evidence
that this link has any bearing on the conclusions of our present study. Therefore, and because of
their complexity, we chose not to present and discuss the results of this control analysis in the
revised manuscript. However, the analysis script for this is now included in our online repository.

“In addition, this model would incorrectly predict larger pRF size estimates at higher MR fields,
under the assumption that response amplitude is positively related to SNR. Could the authors
report whether this assumption (larger beta-values in the higher SNR, i.e. 3T, dataset) is correct for
their specific dataset?”

>> As the reviewer correctly points out, in MRI, the signal-to-noise ratio (SNR) is directly
proportional to main magnetic field strength (and voxel volume) (Edelstein, Glover, Hardy, &
Redington, 1986). Therefore power to detect BOLD activation theoretically increases with static
magnetic field (or larger voxel sizes), or where this is not possible/desirable, longer scan times.
However, noise in fMRI data has multiple contributions (physiological, thermal and system related)
and therefore the relationship between the temporal signal to noise ratio (TSNR) in a fMRI time
course has a non-linear relationship with static SNR. This has been demonstrated theoretically and
empirically (Murphy, Bodurka, & Bandettini, 2007) showing that any gains in static SNR, from e.g.
increased field strength, will not translate to proportional gains in TSNR due to a limit where
physiological noise dominates.

Since response amplitude (beta) is related to goodness-of-fit, we assume that betas are indeed
greater at 3T. We now conducted the suggested analysis and this confirms that prediction: betas
are larger at 3T at least in the early visual areas showing a similar pattern as goodness-of-fit. We
added this figure to what is now Supplementary Figure S1.

But importantly, as we explained above, larger betas do not result in larger pRF size estimates but
rather the opposite. Despite this, we found no consistent differences in pRF size estimates
between the two scanner sites.

“Also, | wonder whether one could also expect variations of the other pRF parameter (pRF
position), e.g. in the form of an attraction towards the fovea / screen borders / horizontal and
vertical meridians. The text reports relatively high correlations between pRF center parameters at
1.5 and 3T, but this does not exclude systematic shifts in eccentricity or polar angle. The same
applies to the effects of temporal filtering: can the authors exclude systematic shifts of pRF
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positions? “

We would not predict any systematic relationship between pRF position and magnetic field
strength but this is an interesting suggestion. There does not appear to be any strong evidence of
such a systematic bias in the maps at least (please refer to the example maps we included —an
interested reader may be able to reproduce them using our shared analysis scripts). The biggest
differences in eccentricity maps between the two sites appear to be additional voxels within the
foveal region in the 3T data, rather than an obvious shift in the map. We however understand that
this visual inspection of the maps is only a very coarse analysis.

A quantitative analysis would be to plot visual field positions directly against one another. For
reasons that are outside the scope of this discussion, it is imperative that this comparison must be
done using an independent criterion for determining which data points we compare between the
two sites. We therefore determined the cortical distance of each vertex in the spherical surface
model from a point chosen near the occipital pole as a proxy of ground truth eccentricity. We then
quantified the mean eccentricity within 5 mm cortical distance bins for the two sites. This revealed
no obvious systematic differences in eccentricity between the two sites. We believe this analysis is
too complex to be included in the main publication but we included the code for it in our public
repository and made this figure publicly available: https://osf.io/k4dcr/

“I think that the figures could be more incisive if they were more compact. While | understand the
importance of reporting single-participant’s data, | feel the need for gathering the data in fewer
more illustrative plots. One possibility would be to use the format of scatter-plots comparing pRF
parameters at 1.5 vs. 3T (so that the three subjects could be represented as different symbols
within a single plot) - perhaps accompanied by a grand-average showing the expected relationship
between pRF parameters and visual areas or eccentricity.”

>> Thank you for this observation. We agree both you and the other reviewer make a good point
and we have now consolidated the individual plots into group average plots, and moved the
individual figures into the supplementary material.

We also like your idea of scatter plots but we believe they would also be somewhat complex as we
would ideally also need to denote the different eccentricities (perhaps with a colour code).
Especially for measures that do not change linearly with eccentricity (like beta or goodness-of-fit)
this would make for very dense plots.

It might be worth pointing out that the bias introduced by temporal filtering is linked to the regular
sequence of visual presentations. Presumably, temporal filtering would have had no effect on pRF
size if the visual stimulus used for retinotopic mapping varied its position randomly - instead of
sweeping across the visual field.

>> This is a very good suggestion and we now discuss this in the revised manuscript. However,
please also keep in mind that other work by ourselves (1, currently under peer review, but a
preprint is available here: https:/doi.org/10.1101/821918) and of course also your own work 2has
shown that pRF size estimates differ between random and ordered designs. This issue was also
discussed in a study on tonotopic pRF mapping?3. It is possible that temporal filtering would not
show the effect we report here for a random design but there are probably additional factors linking
pRF size with randomisation. For instance, we showed in Infanti & Schwarzkopf that whether or not
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pRF size is over- or underestimated in ordered relative to random designs also depends on the
stimulus parameters.

Sharing the raw data is sometimes very difficult, but clearly this is encouraged by many in the
field. | wonder whether the authors could provide a justification for not providing .nii files (rather
than the analyzed datasets, which are certainly sufficient for reproducing the figures but do not
allow for reusing the dataset for novel investigations).

>> please refer to our response to reviewer 1 to answer this point. In short, there are both legal and
ethical barriers to our sharing of raw data files. However, we want to stress that all of the time
series information necessary for reproducing the pRF analysis, reanalysing it with a different
software, or conducting additional novel analyses is available in our public repository. For anyone
seeking to conduct analysis that are not possible with the shared data we are willing to make these
data available upon request provided the participants consent to this use.
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Noah Benson
Department of Psychology, Center for Neural Science, New York University, New York, NY, USA

Population receptive field (pRF) modeling is an incredibly important and common technique in visual and
perceptual neuroscience. PRF mapping is also complex, and, despite its popularity, few examinations of
how the many incidental complexities of collecting pRF maps affect the maps themselves have been
reported. This lack makes comparison and interpretation of pRF results across sites and studies difficult.
In this article, Morgan and Schwarzkopf provide a straightforward examination of two of these incidental
complexities of retinotopic pRF mapping: the field-strength of the scanner and the choice to low-pass filter
the BOLD time-series. Encouragingly, they find that the effect of the field-strength is minimal; however,
the effects of the filtering are non-trivial.

I have no major concerns regarding the methods of this paper, but | do have a few suggestions. First, it is
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not clear if the authors used the same hemodynamic response function (HRF) for all subjects or if a single
canonical function was fit to empirical data from each subject individually, nor do the authors explain
which canonical HRF was used; | would like to see the HRF form(s) reported explicitly. Secondly, the use
of linearly-spaced eccentricity bands for the various further analyses is a somewhat questionable choice
given that the number of vertices between 8.5° and 9.5° will be substantially smaller than the number of
vertices between 0.5° and 1.5°. This effect may partly explain why the errors in some figures (e.g. Figure
6) are quite large at higher eccentricities. A principled way to obtain similarly-sized eccentricity bins might
be to use Horton and Hoyt's 1991 equation ' for cortical magnification [CMF(e) = (17.3/(0.75 + €))?
(mm/deg)? for eccentricity e], integrate it over the visual field to obtain an estimate of cortical surface area
in terms of eccentricity [SAF(e) (mm?)], then to invert this [SAF-1(a) (deg) for cortical surface area a] and
choose eccentricity values that correspond to values of SAF-1(a) for linearly-spaced surface-area values
of a.

Despite the above suggestions, the results of the paper are quite clear: (1) pRF models are robust to
changes in the field strength of the scanner, and (2) temporal filtering inflates the R2 and size parameter
of the pREF fits without substantially changing the topographic structure of the retinotopic maps. Both of
these insights are useful additions to the field, especially given the rapid rate of change in MRI technology
and the frequency with which temporal smoothing is applied to pRF mapping data. More work is needed
throughout the field to quantify these kinds of effects, and this paper is a useful contribution to that effort.
One minor suggestion is that the authors might explicitly state in the discussion that the two scanners
share a manufacturer; this is both a limitation of the comparison, in that the results may not generalize
across manufacturers, and one of its strengths, in that one can be more confident of the findings with
respect to field-strength because the manufacturer was not an additional variable across sites.

My biggest concerns about the paper center on the supplemental data. Although the authors have
provided enough data to reproduce the figures and aspects of the study, the data provided are incomplete
and fail to conform to contemporary standards of reusability and interoperability. For one, all of the
supplemental data files could have been provided in well established community-vetted formats (such as
NIFTI files), yet none of the data are provided in such formats (in fact many of the files cannot be easily
read without an expensive MATLAB license). Additionally, only some of the data are provided: FreeSurfer
reconstructions, anonymized anatomical images, and various raw data are not provided. These data
really ought to be part of the dataset, and ideally should be provided in accordance with the BIDS spec “.
A few examples of things that cannot be examined with the current dataset: concerns about field
distortions, questions about partial voluming artifacts, concerns about signal attenuation near vessels,
questions about how the results relate to the surface area of the visual areas, and questions about how
the results generalize to frontal cortex. To be clear, none of these examples are likely to impact the
conclusions of the study, but | point them out as examples of how the current dataset fails to meet the
evolving standards of data-availability in the field.

Beyond these comments, | have only minor concerns that are largely aesthetic in nature:

The use of the prime symbol (“) and the single quote (') is inconsistent and, due to the occasional
adjacency of variable symbols with subscripts next to commas, can be a bit confusing.

Figures 3, 4, and 6 contain a lot of information, and | feel that a panel that summarizes or combines the
data across subjects in some way would be useful and easier to interpret.

The eccentricity colormap used in Figure 2 is circular, which causes some ambiguity between very
different values.

Figure 1 seems to have a larger range (along the y axis) for the filtered data than for the unfiltered data. It
is not clear to me how the filtering described would produce a signal with nearly twice the range of values
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as the original signal. This might be a plotting error.
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Is the work clearly and accurately presented and does it cite the current literature?
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Are all the source data underlying the results available to ensure full reproducibility?
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Are the conclusions drawn adequately supported by the results?
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I confirm that | have read this submission and believe that | have an appropriate level of
expertise to confirm that it is of an acceptable scientific standard.

Author Response 15 Feb 2020
Catherine Morgan, University of Auckland, Auckland, New Zealand

We'd like to thank the reviewer for their considered questions and useful suggestions on this
manuscript. In our response we have reproduced the report, and commented immediately after
each point.

“Population receptive field (pRF) modeling is an incredibly important and common technique in
visual and perceptual neuroscience. PRF mapping is also complex, and, despite its popularity, few
examinations of how the many incidental complexities of collecting pRF maps affect the maps
themselves have been reported. This lack makes comparison and interpretation of pRF results
across sites and studies difficult. In this article, Morgan and Schwarzkopf provide a straightforward
examination of two of these incidental complexities of retinotopic pRF mapping: the field-strength
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of the scanner and the choice to low-pass filter the BOLD time-series. Encouragingly, they find that
the effect of the field-strength is minimal; however, the effects of the filtering are non-trivial.

| have no major concerns regarding the methods of this paper, but | do have a few suggestions.
First, it is not clear if the authors used the same hemodynamic response function (HRF) for all
subjects or if a single canonical function was fit to empirical data from each subject individually,
nor do the authors explain which canonical HRF was used; | would like to see the HRF form(s)
reported explicitly.”

>> For all subjects we used the same canonical HRF based on previous data (de Haas et al.
2014). The reviewer is right that the HRF used can have an effect on the obtained pRF parameters
but this effect is typically very small (Dumoulin & Wandell, 2008). In our previous study quantifying
the test-retest reliability of pRF parameters on the same scanner we found only minimal effects of
obtaining subject-specific HRF fits. While it is indeed possible that the HRF differs between our
scanners in the present study, this effect is also unlikely to alter our conclusions considering the
already very similar pRF parameters we observed. We thank you for pointing this ambiguity out
and will edit the manuscript accordingly.

“Secondly, the use of linearly-spaced eccentricity bands for the various further analyses is a
somewhat questionable choice given that the number of vertices between 8.5° and 9.5° will be
substantially smaller than the number of vertices between 0.5° and 1.5°. This effect may partly
explain why the errors in some figures (e.g. Figure 6) are quite large at higher eccentricities. A
principled way to obtain similarly-sized eccentricity bins might be to use Horton and Hoyt's 1991
equation 1 for cortical magnification [CMF(e) = (17.3/(0.75 + €))2 (mm/deg)? for eccentricity €],
integrate it over the visual field to obtain an estimate of cortical surface area in terms of eccentricity
[SAF(e) (mm?)], then to invert this [SAF-1(a) (deg) for cortical surface area a] and choose
eccentricity values that correspond to values of SAF-1(a) for linearly-spaced surface-area values of
a.”

>> The reviewer raises a very important point and we have previously debated this in the lab and
also with other researchers. Linearly scaled eccentricity bands is the standard procedure used by
most pRF studies . It is true that a logarithmic scaling of eccentricity bands would ensure
approximately equal amounts of data per eccentricity band, and thus ensure relatively even error
margins. It however seems to us unlikely that this will alter our conclusions in any way or that this
will reveal additional information. Practically, it would reduce the number of bins which could also
be suboptimal for comparing the findings by visual inspection. As an example, we included the
equivalent to the figure for the pRF size from the two scanning sites but using logarithmic bands
online: https://osf.io/nyjdz/

To our eyes this does not alter what we can interpret from this plot. Note also that the most
peripheral band still contains less data because edge artifacts are not always consistent and thus
we cannot ensure equal surface area for this band. We therefore decided to go with tradition and
stick with linear bins.

“Despite the above suggestions, the results of the paper are quite clear: (1) pRF models are robust
to changes in the field strength of the scanner, and (2) temporal filtering inflates the R2 and size
parameter of the pRF fits without substantially changing the topographic structure of the retinotopic
maps. Both of these insights are useful additions to the field, especially given the rapid rate of
change in MRI technology and the frequency with which temporal smoothing is applied to pRF
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mapping data. More work is needed throughout the field to quantify these kinds of effects, and this
paper is a useful contribution to that effort. One minor suggestion is that the authors might explicitly
state in the discussion that the two scanners share a manufacturer; this is both a limitation of the
comparison, in that the results may not generalize across manufacturers, and one of its strengths,
in that one can be more confident of the findings with respect to field-strength because the
manufacturer was not an additional variable across sites.”

>> We’d like to thank the reviewer for highlighting this very important point and will add it to the
discussion.

“My biggest concerns about the paper center on the supplemental data. Although the authors have
provided enough data to reproduce the figures and aspects of the study, the data provided are
incomplete and fail to conform to contemporary standards of reusability and interoperability. For
one, all of the supplemental data files could have been provided in well established
community-vetted formats (such as NIFTI files), yet none of the data are provided in such formats
(in fact many of the files cannot be easily read without an expensive MATLAB license).
Additionally, only some of the data are provided: FreeSurfer reconstructions, anonymized
anatomical images, and various raw data are not provided. These data really ought to be part of
the dataset, and ideally should be provided in accordance with the BIDS spec 2. A few examples of
things that cannot be examined with the current dataset: concerns about field distortions, questions
about partial voluming artifacts, concerns about signal attenuation near vessels, questions about
how the results relate to the surface area of the visual areas, and questions about how the results
generalize to frontal cortex. To be clear, none of these examples are likely to impact the
conclusions of the study, but | point them out as examples of how the current dataset fails to meet
the evolving standards of data-availability in the field.”

>> We are very supportive of the idea of open science in general, for data integrity and
reproducibility. However, data transparency must be traded off against ethical and data protection
concerns. Any brain imaging data is by nature not fully de-identifiable, especially if it contains
anatomical/morphological information. This is a particular issue with a small sample size like this
(which is not uncommon for retinotopic mapping studies). Moreover

we also have reason to believe that under New Zealand laws (specifically the Privacy Act (1994)
and the Health Information Privacy Code (HIPC); a set of legally-binding rules for applying this act)
we cannot share our full imaging data (including volumetric EPI data and FreeSurfer
reconstructions) publicly without any custodianship as it can only be shared for research and for
the same purpose as our original ethical approval. We are currently in the process of seeking legal
guidance on this point and determine a consistent policy on data sharing within our institution.

However, even in the absence of all the raw data, the data we do share are fully transparent and
theoretically permit anyone to reproduce our findings. As opposed to the reviewer’s concern, our
data do not require a MATLAB license but can be read using the free software Octave and
FreeSurfer. Octave misses some of the functionality of MATLAB and we are currently working on
opening this up but critically the data are fully accessible. All the pre-processed time series for
individual voxels/vertices are also included which would allow an interested research to carry out
their own pRF analysis on these data.

Regarding the format, at present we always share our data in the MATLAB format because that is
what our SamSrf toolbox uses. It is convenient because it allows us to store all the functional data
per hemisphere in one file, in a relatively straightforward data structure, with maps and time series
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information of all vertices of the cortical reconstruction in a single 2D matrix. We however see the
merit in a ready exchange of data between different platforms and are currently considering and
debating adding support for standard formats that allow this, but in our view this is outside the
scope of this revision..

“Beyond these comments, | have only minor concerns that are largely aesthetic in nature:
The use of the prime symbol (*) and the single quote (') is inconsistent and, due to the occasional
adjacency of variable symbols with subscripts next to commas, can be a bit confusing.”

>> We thank the reviewer for pointing this out and will change this in our revision.

“Figures 3, 4, and 6 contain a lot of information, and | feel that a panel that summarizes or
combines the data across subjects in some way would be useful and easier to interpret.”

>> This is an interesting point. Considering our sample size is 3 we believe presenting individual
data is important. However, the group results are also very clear and we therefore decided to
present only group averages in the main manuscript now, thank you for the suggestion, and
instead relegate the individual plots to the Supplementary Information.

“The eccentricity colormap used in Figure 2 is circular, which causes some ambiguity between very
different values.”

>> The choice of the same colour scheme for polar angle and eccentricity is in part a leftover from
old days in which eccentricity maps were based on phase-encoded analysis. We agree that this
could be somewhat confusing, although our rendering ensures that this is not the case. The fovea
is represented by red whereas the most peripheral eccentricities are shown in purple. The colour
scheme does not cycle back. Instead, all eccentricities above the outer edge of the stimulus (9.5
degrees) are set to purple.

“Figure 1 seems to have a larger range (along the y axis) for the filtered data than for the unfiltered
data. It is not clear to me how the filtering described would produce a signal with nearly twice the
range of values as the original signal. This might be a plotting error.”

>> We thank the reviewer for pointing this out. This is an artifact in this illustration and the Y-axis
should really be in arbitrary units. We will change this in our revision.
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