
Article
Machine Learning Maps R
esearch Needs in COVID-
19 Literature
Highlights
d AI/machine learning techniques can analyze coronavirus

research at massive scale

d COVID-19 research has so far focused on non-lab-based

(e.g., observational) research

d COVID-19 lab-based/basic microbiological research is less

prevalent than expected
Doanvo et al., 2020, Patterns 1, 100123
December 11, 2020 ª 2020 The Author(s).
https://doi.org/10.1016/j.patter.2020.100123
Authors

Anhvinh Doanvo, Xiaolu Qian,

Divya Ramjee, Helen Piontkivska,

Angel Desai, Maimuna Majumder

Correspondence
adoanvo@gmail.com (A.D.),
maimuna.majumder@
childrens.harvard.edu (M.M.)

In Brief

An artificial intelligence/machine

learning-based approach can be used to

rapidly analyze COVID-19 literature and

evaluate whether the research being

produced at present addresses the

existing knowledge gaps. We observe

that COVID-19 research has been

primarily clinical, modeling, or field

based, and we observe significantly less

laboratory-based research than expected

when compared with other coronavirus

(non-COVID-19) diseases. Our approach

can be used to identify knowledge gaps

and inform resource allocation decisions

for research during future crises.
ll

mailto:adoanvo@gmail.�com
mailto:maimuna.majumder@childrens.harvard.�edu
mailto:maimuna.majumder@childrens.harvard.�edu
https://doi.org/10.1016/j.patter.2020.100123
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patter.2020.100123&domain=pdf


OPEN ACCESS

ll
Article

Machine Learning Maps Research
Needs in COVID-19 Literature
Anhvinh Doanvo,1,8,* Xiaolu Qian,2 Divya Ramjee,3 Helen Piontkivska,4 Angel Desai,5 and Maimuna Majumder6,7,*
1COVID-19 Dispersed Volunteer Research Network, Washington, DC, USA
2University of Washington, Seattle, WA, USA
3Department of Justice, Law & Criminology, American University, Washington, DC, USA
4Department of Biological Sciences, Kent State University, Kent, OH, USA
5University of California, Davis, Sacramento, CA, USA
6Harvard Medical School, Boston, MA, USA
7Children’s Hospital Computational Health Informatics Program (CHIP), Boston, MA, USA
8Lead Contact
*Correspondence: adoanvo@gmail.com (A.D.), maimuna.majumder@childrens.harvard.edu (M.M.)

https://doi.org/10.1016/j.patter.2020.100123
THE BIGGER PICTURE The impact of the COVID-19 pandemic has led scientists to produce a vast quantity
of research aimed at understanding, monitoring, and containing the disease; however, it remains unclear
whether the research that has been produced to date sufficiently addresses existing knowledge gaps.
We use artificial intelligence (AI)/machine learning techniques to analyze thismassive amount of information
at scale.We find key discrepancies between literature about COVID-19 andwhat wewould expect based on
research on other coronaviruses. These discrepancies—namely, the lack of basicmicrobiological research,
which is often expensive and time-consuming—may negatively impact efforts tomitigate the pandemic and
raise questions regarding the research community’s ability to quickly respond to future crises. Continually
measuring what is being produced, both now and in the future, is key to making better resource allocation
and goal prioritization decisions as a society moving forward.

Production: Data science output is validated, understood,
and regularly used for multiple domains/platforms
SUMMARY
As of August 2020, thousands of COVID-19 (coronavirus disease 2019) publications have been produced.
Manual assessment of their scope is an overwhelming task, and shortcuts through metadata analysis
(e.g., keywords) assume that studies are properly tagged. However, machine learning approaches can
rapidly survey the actual text of publication abstracts to identify research overlap between COVID-19 and
other coronaviruses, research hotspots, and areas warranting exploration. We propose a fast, scalable,
and reusable framework to parse novel disease literature. When applied to the COVID-19 Open Research Da-
taset, dimensionality reduction suggests that COVID-19 studies to date are primarily clinical, modeling, or
field based, in contrast to the vast quantity of laboratory-driven research for other (non-COVID-19) corona-
virus diseases. Furthermore, topic modeling indicates that COVID-19 publications have focused on public
health, outbreak reporting, clinical care, and testing for coronaviruses, as opposed to the more limited num-
ber focused on basic microbiology, including pathogenesis and transmission.
INTRODUCTION

Since the beginning of 2020, investigators have published tens of

thousands of studies on the coronavirus disease 2019 (COVID-

19) pandemic, expanding the growing body of literature on the

disease and its causative agent, severe acute respiratory syn-
This is an open access article under the CC BY-N
drome coronavirus 2 (SARS-CoV-2). Research institutions have

invested vast resources into closing key knowledge gaps

regarding the pandemic, but the scope of current research re-

mains unclear. In this paper, we aim to identify which topics

COVID-19 research has focused on and which areas are likely

to require additional attention.
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Figure 1. The Data Filtering Process

This figure highlights the number of abstracts represented at each stage of the

subsetting process.
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This requires us to evaluate the breadth of COVID-19 research

relative to past study. Thus far, attempts to do so have primarily

considered citations, keyword co-occurrences, and other biblio-

metrics to identify influential literature.1–3 These studies focus on

(1) usage metrics to identify examples of literature that dominate

the field and (2) manually generated metadata to explore narrow

correlations between small groups of keywords that allude to

large topics. Outside of traditional bibliometric studies, there

are also large-scale applications of data science to coronavirus

research that can indirectly help investigators analyze the

research coverage of COVID-19. For example, ‘‘LitCOVID,’’ a

literature hub created by the National Center for Biotechnology

Information,4 uses machine learning (ML) techniques to supple-

ment manual review when curating and categorizing studies into

discrete, predefined categories.

Despite previous bibliometric efforts, there is room for

improvement as we attempt to address our key questions. First,

in contrast with LitCOVID, our goals require techniques that can

surface major topics without any a priori knowledge of what they

might be. Predefined topics may bias analyses, which could

detrimentally highlight insignificant topics and leave other impor-

tant topics undetected. Second, we would ideally rely on natural

language written by the publication authors themselves, rather

than manually tagged keywords,3 since such metadata may

not be reliable or fully reflect latent issues discussed by the in-

vestigators who conducted the research. Third, defining primary

topics in COVID-19 research solely by a select group of influen-

tial studies or on narrow correlations between a few metadata

keywords at a time is insufficient because (1) topics may be

broader than one or several highly influential studies and (2)

topics may be comprised of complex correlations mapped be-

tween hundreds of different keywords. While a manual review

might be desirable to capture this nuance,5 this does not effec-

tively scale over the tens of thousands of articles available.

Our methods address these issues by combining three tech-

niques commonly used in natural language processing (NLP):

document-term matrices (DTMs), dimensionality reduction,

and topic modeling. Although these techniques are not method-

ologically novel, our specific application of them is: namely, we

use them to analyze where there appears to be less COVID-19

research in comparison with existing research on other corona-

viruses. Our DTMs allow us to draw on the full text of publication

abstracts (as opposed to relying solely on keyword metadata).

Our subsequent use of two ML techniques—dimensionality

reduction and topic modeling—allows us to analyze complex in-

formation at scale without any a priori knowledge of topics,

leveraging semantic trends between the tens of thousands of ar-

ticles available to identify latent concepts and topics. This allows

us to explore how the focus of COVID-19 studies differs from

research on other coronaviruses by comparing the characteris-

tics of COVID-19 articles identified through ML, with those per-

taining to non-SARS-CoV-2 coronaviruses. These differences

can then lend insight into possible gaps in research efforts for

COVID-19.

We perform ML-aided analysis of research abstracts in the

COVID-19 Open Research Dataset (CORD-19)6 to automatically

categorize ongoing research endeavors into dynamically gener-

ated categories, enabling us to identify topics that have received

limited attention to date. By understanding the knowledge over-
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lap between recently released abstracts on COVID-19 and ab-

stracts related to other coronaviruses, we are able to gain insight

into potential areas of SARS-CoV-2 research warranting further

exploration. In addition, we propose a reusable framework for

parsing an existing knowledge base about other emerging path-

ogens, such as the highly pathogenic avian influenza H5N1,7,8

before they escalate to the level of amajor epidemic or pandemic

threat. In the future, such a framework will allow analysts to

rapidly infer where research gaps might exist by comparing the

cross-topic distribution of literature on an emerging disease

with the distribution of research on related but previously

explored pathogens.

RESULTS

We first filtered the CORD-19 dataset for publications that had

abstracts available (Figure 1). Of these, a relatively small subset

mentioned coronaviruses in their abstracts. Those that did not

mention coronavirus search terms in their abstracts contained

coronavirus-related terms somewhere else in the text, such as

in its citations.

In August 2020, we updated our data analysis using the July

31, 2020, version of CORD-19. This dataset contained 65,929

abstracts mentioning coronaviruses, 48,670 of which mentioned

COVID-19 or SARS-CoV-2 specifically.

Principal-Component Analysis Indicates a Limited
Number of Laboratory Studies on Viral Mechanisms of
SARS-CoV-2
While principal-component analysis (PCA) highlighted the ab-

stracts’ most prominent patterns in the first principal component

(PC), which captured 0.25% of the data’s variance, these pat-

terns were not effective at distinguishing between COVID-19

and non-COVID-19 literature. Figure 2A demonstrates no mean-

ingful difference between the two distributions of projection

values from COVID-19 and non-COVID-19 abstracts onto the

first PC, indicating a shared pattern of variance, i.e., both groups

appear to discuss similar questions, approaches, and tech-

niques using similar vocabulary within this pattern.

The patterns that successfully differentiated between the two

groups were beneath the first PC and within the second PC,

which captured 0.82% of the data’s variance (see Supplemental

Information 1 for why PC2 captures more variance than PC1 in

this case), where the projection value distributions presented

distinguishing patterns (Figure 2B).While therewas considerable

overlap between the two groups along this PC, the centers of the

two distributions differed substantially, indicating that non-

COVID-19 literature tended to cover different issues than those



Figure 2. Distribution of COVID-19 (Orange)

and Non-COVID-19 (Blue) Abstracts’ Projec-

tion Values along the First Two PCs

The projection values are represented by the x axis,

while the densities are represented by the y axis. (A)

Shows PC1 and (B) PC2. PC1 does not effectively

distinguish between COVID-19 and non-COVID-19

abstracts. PC2 shows distinct distributions be-

tween COVID-19 and non-COVID-19 abstracts,

indicating distinct vocabularies used in these ab-

stracts. Plots were generated via kernel density

smoothing, across a linear scale and without drop-

ping any outliers. Distributions were normalized by

density, not raw counts.

Figure 3. Distribution of SARS-CoV-2 (Orange), SARS-CoV (Black),

and MERS-CoV (Blue) Abstracts’ Projection Values along the Sec-

ond PC

The projection values are represented by the x axis, while the densities are

represented by the y axis. The second PC provides distinct separation of

SARS-CoV-2, as well as mild separation between abstracts mentioning the

two other human CoVs capable of causing severe illness (SARS-CoV and

MERS-CoV). These distributions were separated by whether the studies

mentioned one of the three viruses.
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covered by COVID-19 literature. Our interpretation of this PC

relied on identifying terms that had values with the greatest

magnitude (Supplemental Information 2 and Supplemental Infor-

mation 3). Ultimately, Figure 2 indicates that while variance

among non-COVID-19 abstracts (blue) stretched over much of

the second PC, projection values of COVID-19 abstracts (or-

ange) were concentrated in a smaller area, reflecting the nar-

rower scope of COVID-19 abstracts considering that the virus

and associated disease have only been studied since December

2019.

When we split the studies into subsets for the three human co-

ronaviruses that have potential for severe infection, we found

that the distributions of SARS-CoV and MERS-CoV abstracts

in the PC projection space were unique to each virus (Figure 3).

SARS-CoV-2 abstracts appeared to share a space in common

with both MERS-CoV and SARS-CoV, likely reflecting some

shared terminology and possible ongoing attempts to leverage

existing knowledge of the other two viruses to learn about

SARS-CoV-2. However, SARS-CoV-2 abstracts are much

more concentrated among lower projection values. Notably,

MERS-CoV and SARS-CoV abstracts were spread more evenly

along the second PC, reflecting greater breadth and variation

along these PCs that can be attributed to a broader range of

studies focused on these pathogens as compared with SARS-

CoV-2. This may be in part due to the much longer time that

has been spent studying these viruses to date.

To identify terms associated with differences between COVID-

19 and non-COVID-19 abstracts on PC2, we examined patterns

of lemmatized terms from the respective abstracts (Figure 3).

The projection values of COVID-19 abstracts on PC2 were lower

and associated with emergent COVID-19 clinical-, modeling-, or

field-based (CMF) research—such as observational, clinical, and

epidemiological studies—exemplified by stem terms ‘‘patient,’’

‘‘pandem,’’ ‘‘estim,’’ and ‘‘case.’’ Words in the opposite direction

on PC2—such as ‘‘protein,’’ ‘‘cell,’’ ‘‘bind,’’ and ‘‘express’’—can

be associated with viral biology and basic disease processes

studied in biomolecular laboratories. COVID-19 abstracts were

thus mostly associated with research conducted outside of lab-

oratories, e.g., in hospitals, likely reflecting the pandemic reality

of data collection alongside (and often secondary to) clin-

ical care.

The high-level abstraction reflected by PC2 informed our

designation of the extent that COVID-19 research included

studies with any CMF design—ranging from epidemiological

studies to retrospective reviews of clinical outcomes, case
studies, and randomized clinical trials—or laboratory-driven

research—including observational microscopy, experimentation

with antiviral compounds, derivation of protein structures, and

studies of animal or cell culture models. Overall, COVID-19

abstracts appeared more likely to have terms associated with

CMF research rather than laboratory studies based on

comparisons of distributions for key terms in the COVID-19

and non-COVID-19 abstracts (Figure 4; examples in Supple-

mental Information 3). This partition along research design for

non-COVID-19 and COVID-19 abstracts was also evident in

the abstract texts: 90% of the abstracts in the bottom 1%of pro-

jection values along the second PC were related to COVID-19;

conversely, only 1% of the abstracts in the top 1% were related

to COVID-19. In the future, we can implement PCA again to

observe time-varying trends in CMF-based and laboratory-

driven research. If COVID-19 research continues to focus signif-

icantly more on CMF-based study than laboratory-driven

research, we would expect this to be reflected in the separation

between COVID-19 and non-COVID-19 research along a new

PC that separates these two categories of research.

When we reran dimensionality reduction and topic modeling

on new data through July 31, 2020, we found that the body of

CMF research has continued to grow far more quickly than lab-

oratory-based research (figures available in Supplemental Infor-

mation 4). Our PCA analysis found that PC2 strongly
Patterns 1, 100123, December 11, 2020 3



Figure 4. Component Values of Terms

across PC2

This bar chart displays the values of key lemmatized

words on the second PC. We selected the 50 words

associated with the largest component value

magnitude for this plot to interpret the PC. The

component values are represented by the y axis and

each individual word is plotted along the x axis.
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differentiated between abstracts related to SARS-CoV-2 and ab-

stracts that mentioned other coronaviruses. SARS-CoV-2 ab-

stracts tended to have lower PC2 projection values, which

were associated with CMF-related terms, such as ‘‘hospit,’’

‘‘case,’’ and ‘‘risk.’’ Conversely, non-SARS-CoV-2 studies

tended to have higher projection values, which were associated

with laboratory-based research, including ‘‘antibodi,’’ ‘‘cell,’’ and

‘‘protein.’’

Topic Modeling Suggests Additional Differences in
Specific Research Subareas
Topic modeling helped characterize differences between

research topics discussed in COVID-19 and non-COVID-19 ab-

stracts. Results from the latent Dirichlet allocation (LDA) model

suggested that, similar to the pattern observed in Figure 5, there

was clear differentiation between COVID-19 and non-COVID-19

abstracts across 30 topics (Figure 6; Supplemental Information

5). There were five topics in particular—(1) Topic 14: outbreaks’

impact on healthcare services, (2) Topic 15: testing for coronavi-

ruses, (3) Topic 17: epidemic cases and modeling, (4) Topic 21:

clinical care and therapeutics, and (5) Topic 25: lessons learned

for epidemic preparedness—that accounted for 58% of all

COVID-19 abstracts and just 17% of non-COVID-19 abstracts.

COVID-19 abstracts were thus disproportionately concentrated

in these five topics relative to non-COVID-19 abstracts.

Across the 30 topics, we grouped several topics into topic fam-

ilies based on internal commonalities (Supplemental Information

5), including (1) updates on the spread of and events related to co-

ronavirus outbreaks (including two subfamilies: general updates

versus public health responses); (2) testing for coronaviruses; (3)

clinical care, therapeutics, and the need for vaccinations; and (4)

basic microbiological research (which included two subfamilies:

a general catch-all subfamily versus a subfamily specific to path-

ogenesis and transmission). When divided by topic family, the

disparity between COVID-19 and non-COVID-19 research in the

first and fourth topic families showed that COVID-19 abstracts ap-

peared tobeheavily concentratedon topics that typically included

field-based data (the first topic family, on outbreak reporting) and

excluded laboratory-based studies (the fourth topic family, on

basic microbiology). However, one exception was that COVID-

19 was overrepresented in studies on testing (especially diagnos-

tics; the second topic family), which included both the laboratory

development of the tests and their field application (Supplemental

Information 6).

We observed similar results in our update with data through

July 31, 2020, where we detected five topic families, including
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(1) clinical issues: testing and diagnostics, (2) societies and out-

breaks: responses to mitigate them and their impact on society,

(3) basic microbiological study, (4) general outbreak reporting,

and (5) modeling disease transmission. Basic microbiological

study in COVID-19 research has lagged behind research in the

other topic families (Supplemental Information 4).

Documents Analyzed through ML Highlight Trends
over Time
We also examined the rates of publication and preprint submis-

sion for COVID-19 abstracts along PC2 (Figure 7A) and the pre-

viously mentioned topic families (Figure 7B) (for details on how

we used incomplete time data, see Supplemental Information

7). From the beginning of 2020, COVID-19 abstracts tended to

have lower projection values for the second PC, reflecting the

relatively higher number of CMF studies emerging during the

early stages of the pandemic compared with laboratory-based

studies.

Likewise, the growth of studies in different topic families for

COVID-19 was unevenly distributed (Figure 7B). From January

2020 through the end of May 2020, publications related to

COVID-19 were dominated by studies involving (1) outbreak

and responses and (2) patients and healthcare services, similar

to the observed faster pace of CMF research in the PCA results.

Publications regarding viral mechanisms and biomolecular pro-

cesses related to SARS-CoV-2 grew at a slower pace.

We observed similar trends when we reran PCA and LDA on

data through July 31, 2020. Data up through that point in time

continues to suggest that COVID-19 research has been domi-

nated by CMF-based investigation and that laboratory-driven

study has lagged.

DISCUSSION

Our findings demonstrate the utility of our novel NLP-driven

approach for determining potential areas of underrepresentation

in current research efforts for COVID-19. By applying unsuper-

vised ML methods to CORD-19, we identified overarching key

research topics in existing coronavirus- and COVID-19-specific

abstracts, as well as the distribution of abstracts among topics

and over time. Our results support a previous bibliometric study

that also found more frequent appearances of epidemiological

keywords in COVID-19 research compared with research on

other coronaviruses.3 However, our study presents the unique

finding that laboratory-based COVID-19 studies, including those

on genetic and biomolecular topics, are underrepresented



Figure 5. Top Terms across PC2 and Their Distribution in COVID-19 and Non-COVID-19 Abstracts

The top 50 key terms, selected by themagnitude of their component values on PC2, are unevenly distributed among the COVID-19 and non-COVID-19 abstracts.

The proportion of abstracts in each group (orange for COVID-19 abstracts and blue for non-COVID-19 abstracts) mentioning each term is represented by the y

axis and each individual word is plotted along the x axis.
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relative to studies of epidemiological and clinical issues, partic-

ularly when compared with the distribution of previous research

on other coronaviruses. We continued to observe this trend

when we updated our May 30, 2020, analysis with data through

July 31, 2020. In particular, the pace of basic microbiological

study has lagged behind that of research in other areas (e.g.,

topic families derived from LDA, including clinical issues, socie-

tal impacts and policies, general reporting, and transmission

modeling), all of which are CMF-based.

Furthermore, we developed a framework that improves upon

existing bibliometric studies in three key ways; namely, our

approach (1) maps connections between publications by relying

directly on the abstracts instead of the narrow information

gained from metadata as in other bibliometric analyses,

including those from other fields9,10; (2) usesML to explore latent

semantic information of vast scale and complexity to identify hid-

den trends; and (3) does not rely on any a priori knowledge of

what topics we expect coronavirus literature to cover but rather

highlights them without any preconceived assumptions. We

believe this methodology can be reused to rapidly explore

possible research gaps during future epidemics and pandemics.

More specifically, NLP and ML could serve as a way to identify

themajor concepts and topics covered by past research in com-

parison against present efforts; if certain topics identified in

earlier research are not well represented in more recent studies

on the emerging pathogen, they could be interpreted as potential

research gaps.

The distribution of COVID-19 and non-COVID-19 abstracts

from our PCA results suggests that, at the time of writing

(CORD-19 dataset release on July 31, 2020), the breadth of pub-

lished research for COVID-19 is relatively narrow compared with

that of published non-COVID-19 studies (Figures 1 and 2). As

shown in our results, keywords associated with biomolecular

processes (e.g., viral structure, pathogenesis, and host cell inter-

actions) appeared more frequently in non-COVID-19 abstracts

than in COVID-19 abstracts. This finding reflects the emergent

nature of SARS-CoV-2. Nonetheless, the availability of labora-
tory studies for other coronaviruses represents an opportunity

for generating hypothesis-driven research questions grounded

in empirical research.

It is worth discussing two possible explanations for the lack of

SARS-CoV-2 laboratory study. First, researchers may be work-

ing under the assumption that biological processes of SARS-

CoV-2, including life cycle and interactions with the human

host, are comparable with those of SARS-CoV due to their ge-

netic similarity and relatedness.11–13 For example, several previ-

ous SARS-CoV studies on host cell entry helped identify the

angiotensin converting enzyme 2 (ACE2) protein as a mediator

for SARS-CoV-2 infection.14 Likewise, CD147 and GRP78 pro-

teins have been hypothesized to play a role in cell entry for

SARS-CoV-2 based on earlier SARS-CoV and MERS-CoV find-

ings, although additional studies are needed.15–18 An alternative

explanation, however, is that, by researching specific subjects

on other coronaviruses, researchers might have learned which

areas warrant less effort for new coronaviruses, such as

SARS-CoV-2.

But while relying upon assumed similarities is an important first

step, it becomes increasingly critical to identify features that are

unique to each virus as work progresses. A full exploration of the

characteristics associated with SARS-CoV-2—regardless of

whether certain areas have been highlighted by other

coronavirus research as promising or not—is essential to the

development of vaccines, therapeutics, and tactics to mitigate

transmission of this particular pathogen. Yet the scope of litera-

ture for biological processes unique to SARS-CoV-2 is currently

quite limited as a whole, and perhaps even more limited than

what our PCA results suggest if most SARS-CoV-2 literature re-

lies heavily on other coronavirus research.

This underrepresentation of studies on biomolecular pro-

cesses could also be attributed to the rapid worldwide spread

of SARS-CoV-2 that occurred within mere months of its emer-

gence, necessitating an unprecedented response from health-

care and public health infrastructures globally. Our PCA results

reflect an overwhelming concern regarding the exponential
Patterns 1, 100123, December 11, 2020 5



Figure 6. Distribution of Literature across Topics
COVID-19 literature is distributed unevenly across the 30 topics identified via

LDA. Topics identifiers (IDs) were assigned randomly by LDA. The percentage

of abstracts in each of the two groups (orange for COVID-19 abstracts and

blue for non-COVID-19 coronavirus abstracts) that are in each topic is repre-

sented by the y axis, while each topic ID number is plotted against the x axis.
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spread of the virus and risks for transmission involved with more

frequent appearances of stem terms, such as ‘‘pandem,’’

‘‘outbreak,’’ ‘‘estim,’’ ‘‘countri,’’ ‘‘number,’’ and ‘‘risk’’ in

COVID-19 abstracts. This was also supported by our topic

modeling results, which indicated that 58% of COVID-19 ab-

stracts fell into just 5 of 30 topics, generally related to healthcare

services, the pandemic’s public health issues, and testing for co-

ronaviruses (Figures 7A and 7B). The more rapid growth of CMF

research, relative to laboratory-driven research, mirrors the cur-

rent response to the pandemic in the United States where the

initial focus on pressing epidemiological and clinical concerns

is now followed by interest in experimental investigations,

including those of structural mechanisms for host cell entry

and possible therapeutic targets.

Overall, our findings reflect a clear divide between COVID-19

and non-COVID-19 abstracts based upon research design; un-

like CMF research, laboratory-driven SARS-CoV-2 research is

either still underway or has only just been initiated. This can be

attributed in part to the fact that laboratory research is often a la-

bor-intensive process within a federally regulated infrastructure

that depends on the availability of timely, project-based funding

as well as longer-term funding. Our findings also suggest that the

pace of research on SARS-CoV-2 biomolecular processes is

potentially insufficient given the global threat posed by the virus

(Figures 7A and 7B). This lag may adversely impact the develop-

ment of antivirals and other therapeutic interventions, adding

strain to already overwhelmed healthcare systems. Furthermore,

these trends raise questions about the readiness of institutions

supporting the research community in times of extraordinary

stress. Previous experiences with global pandemics, such as

H1N1, have resulted in various policy recommendations19 to

maintain and enhance readiness in laboratory-based research,

and analysis on the effectiveness of recommendations arising

from these experiences may be worthwhile.

While PCA identified a prominent pattern that differentiated

between COVID-19 and non-COVID-19 literature, the topic fam-
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ilies derived from LDA refined our understanding of knowledge

gaps and research needs in COVID-19 literature by delineating

specific research areas. This included an underrepresentation

of studies on basic microbiological examination of SARS-CoV-

2, including its pathogenesis and transmission. Research on

these issues is published at a slower pace than CMF studies

(e.g., those on clinical topics, outbreak response, and statistical

reporting) and research on testing (Figure 7B). Even when

compared with the distribution of non-COVID-19 research,

COVID-19 research was more heavily focused on topics within

the CMF realm (Supplemental Information 6).

We recognize that the number of abstracts in each of these

topics does not necessarily represent scientific progress made

in these areas, but they do reflect the pace of research and po-

tential availability of public knowledge. This indicates either a

mismatch between the level of effort in these issues and the ur-

gency of work or time lags inherent to these fields that constrain

the responsiveness of the scientific community. Increased and

consistent funding of emerging pathogens research, including

support of basic research even when there is no immediate

threat of an outbreak, would allow us to maintain a proactive

posture in accumulating available knowledge rather than over-

reliance on reactivity.

These conclusions must be caveated by several limitations that

must be acknowledged. First, while CORD-19 includes a vast

quantity of coronavirus-related publications, it potentially omits

relevant literature from other databases, such as the Social Sci-

ence Research Network (SSRN) or arXiv (a preprint server for

studies in mathematics, computer science, and quantitative

biology, amongother topics). Thismayhaveconstrained the repre-

sentativenessofour analysis onCOVID-19 literature, thusaffecting

the external validity of our findings. Second, analyzing abstracts

inherently excludes ongoing research efforts because not all rele-

vant studiesarepublicly availableor have releasedpreprints. Third,

the number of publications does not directly represent progress in

research areas. Fourth, the high-level trends we observed through

our unsupervised ML approaches may not completely align with

how researchers identify and process specific research topics.

The counts of words in DTMs informing the ML algorithms may

not directly capture the ideas researchers are trying to convey

and may therefore gloss over nuances in the literature.

These four limitations are somewhat mitigated by both the na-

ture of the data sources and the needs of the research commu-

nity. For the first, the excluded sources (SSRN and arXiv) heavily

focus on research within the CMF arena, indicating that our con-

clusions on the rapid pace of CMF COVID-19 research (versus

lab-based research) are conservative. For the second, existing

research pipelines have been accelerated in the pandemic,

especially with the proliferation of preprint services. This reduces

the lag between the discovery of knowledge and the availability

of an abstract to ingest in our data pipeline. Third, the number of

publications in each area may imply a relative difference in

research productivity for different topics, and thusmay still serve

as a proxy for indicating such progress or the attention given to

specific issues. And finally, our ML-based method offers the

chance to quickly review large quantities of text at scale and

highlight underlying trends. Both speed and scale are crucial to

informing time-sensitive decisions on policy and priorities to

facilitate the most impactful research.



Figure 7. Trends over Time

(A) The distribution over time of COVID-19 abstracts with different projection

values on the second PC (i.e., those likely reflecting CMF research versus labo-

ratory research) and the different timelines for publicationbetween these groups.

(B) COVID-19 research is predominantly focused on outbreak reporting and

public health issues. For both graphics, the y and x axes represent the count of

abstracts and the date of each count, respectively. Each line in both graphics is

colored by the different groups of abstracts; for (A), each group is comprised of

abstracts within a certain range of projection values on PC2, and for (B), each

group is comprised of abstracts within a certain topic family.
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Our ML-based study offers insights into potential areas for

research opportunities to tackle key gaps in our knowledge

regarding SARS-CoV-2 and COVID-19. Our findings showcase

the need for institutions to support laboratory-driven research
on an ongoing basis—not only during a crisis—to enable a pro-

active preparedness posture. While we would prefer future pan-

demics to be prevented through comprehensive surveillance

andmitigation of new pathogens, if a crisis emerges in the future,

the urgency to understand knowledge gaps will remain. Our

approach can be reused in such scenarios to rapidly explore po-

tential research gaps and to inform future efforts for other emer-

gent pathogens. By using previous research or studies focused

on related pathogens as a baseline, the trends and gaps in

knowledge regarding an emergent pathogen can be monitored

to ensure that key areas in research are not under-resourced in

the middle of a crisis.

EXPERIMENTAL PROCEDURES

Resource Availability

Lead Contact

Further information and requests for resources should be directed to and will

be fulfilled by the Lead Contact, Anhvinh Doanvo (adoanvo@gmail.com).

Materials Availability

This study did not generate any unique reagents.

Data and Code Availability

The data of CORD-19 are available to download here: https://ai2-

semanticscholar-cord-19.s3-us-west-2.amazonaws.com/historical_releases.

html.We used the data released onMay 30, 2020, for our initial analysis; for our

update, we used the data released on July 31, 2020. All of our code is available

for download from GitHub here: https://github.com/covid19-dvrn/8-ai-

mapping-of-relevant-coronavirus-literature.

Overview

Without using any pre-existing knowledge about the abstracts’ topics, we

used unsupervised ML to determine differences between COVID-19 and

non-COVID-19 abstracts in our corpus of documents. A dimensionality reduc-

tion approach was used to identify principal patterns of variation in the ab-

stracts’ text, followed by topic modeling to extract high-level topics discussed

in the abstracts.20 Our data pipeline is available onGitHub (https://github.com/

COVID19-DVRN/8-AI-Mapping-of-Relevant-Coronavirus-Literature) and the

specific software packages we used are described in Supplemental Informa-

tion 8.

Dataset and Preprocessing

We obtained research abstracts from CORD-19 on May 28, 2020. Generated

by the Allen Institute for artificial intelligence, and in partnership with other

research groups, CORD-19 is updated daily with coronavirus-related litera-

ture. Peer-reviewed studies from PubMed/PubMed Central, as well as

preprints from bioRxiv and medRxiv, are retrieved using specific coronavi-

rus-related keywords (‘‘COVID-19" OR "Coronavirus" OR "Corona virus" OR

"2019-nCoV" OR "SARS-CoV" OR "MERS-CoV" OR "Severe Acute Respira-

tory Syndrome" OR "Middle East Respiratory Syndrome"). At the time of

writing, CORD-19 contained approximately 137,000 articles, including both

full text and metadata for all coronavirus research articles, with �40% of the

dataset classified as virology-related.6 We focused our analysis on the ab-

stracts of articles in CORD-19.

As some of the CORD-19 abstracts were neither relevant to SARS-CoV-2

nor other coronaviruses, we first filtered the CORD-19 data to isolate corona-

virus-specific abstracts by searching for abstracts that mentioned relevant

terms. These abstracts served as our ‘‘documents’’ associatedwith the sparse

DTMs in our NLP pipeline (DTMs and sparse matrices are described in more

detail in Supplemental Information 9). We also identified abstracts for only

COVID-19-related studies by filtering for COVID-19-related keywords within

this subset (Supplemental Information 10).

Methodology

We used two ML techniques to identify key trends in coronavirus literature:

dimensionality reduction and topic modeling, discussed below. For software
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packages and additional details behind the data pipeline, see Supplemental

Information 8.

Dimensionality Reduction

PCA is a dimensionality reduction algorithm that summarizes data by deter-

mining linear correlations between variables.21 PCA identifies individual pat-

terns of variance, or PCs, in DTMs that differentiate documents from one

another, highlighting key trends in the data. For example, in a simple corpus

with two mutually exclusive topics, such as ML and health infrastructure, the

terms ‘‘machine’’ and ‘‘learning’’ would be correlated with one another. PCA

would recognize these terms as an important source of variation, providing a

way to differentiate documents about either topic (‘‘machine learning’’ versus

‘‘health infrastructure’’) by the frequency of these terms.

When PCA is applied to DTMs, PCs represent patterns differentiating

different documents, typically ordered by their prominence. This means that

earlier PCs almost always capture more variance than later PCs. However,

in some cases, PC1 may capture less variance than PC2 if certain precompu-

tation processing is not conducted (see Supplemental Information 1 for more

details). Each detected pattern reflects both the contextual links between

words and their level of importance within the texts. Words with component

values of the greatest magnitude on each PC most strongly drive the pattern

that each individual PC recognizes. For example, if ‘‘machine’’ and ‘‘health-

care,’’ respectively, have highly negative and highly positive values on a partic-

ular PC, then that PC detects the pattern that when ‘‘machine’’ appears in a

text, ‘‘healthcare’’ appears less often. Another PC may detect a different

pattern of variance, such as when some documents mention ‘‘deep learning’’

more often than others.

The projection values of the text corpus onto the PCs suggest what concept

each document discusses and to what extent, relative to the average docu-

ment within the corpus. Following the previous example, strongly negative

projection values on the first PC, which would capture the data’s most prom-

inent patterns, indicate that the document mentions ‘‘machine’’ more often

than the average and thus is more likely to focus on ML. In addition, projection

values on the second PC could distinguish between ML documents by focus,

or lack thereof, on deep learning or other techniques. This approach enables

us to delineate between different groups of abstracts by visualizing differences

in their projections on the top PCs. After applying PCA to the DTMs of our ab-

stracts, we identified which PCs successfully separated COVID-19 and non-

COVID-19 abstracts. We then used the component values with the largest

magnitude on these PCs to interpret them.

Applying PCA to DTMs can be computationally expensive and sometimes

infeasible because of their extremely high dimensionality (i.e., many different

words are being counted). Furthermore, traditional implementations of PCA

that rely on calculating covariance matrices21 cannot be used on sparse

matrices, and thus would not be applicable to our sparse DTMs where in-

stances in which words do not appear in specific documents are implied (Sup-

plemental Information 9) but not recorded. For information on the modified

procedurewe used tomitigate these limitations, see Supplemental Information

1.

Topic Modeling

After establishing high-level trends using PCA, we used LDA, a topic modeling

method, to add nuance to observed differences between COVID-19 and non-

COVID-19 literature and examine potential topics of interest. LDA is an unsu-

pervised probabilistic algorithm that extracts hidden topics from large volumes

of text.22 Once trained to discover words that separate documents into a pre-

determined number of topics, LDA can estimate the ‘‘mixture’’ of topics asso-

ciated with each document. These mixtures suggest the dominant topic for a

document that is then used to assign a document to an overarching topic cate-

gory. For example, LDAmay separate documents into two topics, one on ‘‘ma-

chine learning’’ and another on ‘‘healthcare,’’ and if a particular document’s

mixture is 60% ‘‘machine learning’’ and 40% ‘‘healthcare,’’ it would assign

that document to a ‘‘machine learning’’ topic category.

The predetermined number of topics is the most important hyperparameter

in an LDA model, as models with sub-optimal number of topics fail to summa-

rize data in an efficient manner.22,23 The number of topics can be determined

by (1) identifying a model that has a low perplexity score and high coherence

value when applied to an unseen dataset or (2) conducting a principled,

manual assessment of the topics that arise. Perplexity is a statistical measure

of how imperfectly the topic model fits a dataset, and a low perplexity score is
8 Patterns 1, 100123, December 11, 2020
generally considered to provide better results.23 Similarly, topic models with

high coherence values are considered to offer meaningful, interpretable

topics.24,25 Thus, a model with a low perplexity score and a high coherence

value ismore desirable when choosing the optimal number of topics. Our initial

implementation of LDA showed no optimal value for the number of topics, even

as it approached�100, potentially reflecting a relatively shallow yet broad pool

of COVID-19 publications. We ultimately identified 30 topics via manual review

of topics from topic models with different numbers of topics to identify which

model satisfied two criteria: (1) topics that were relatively specific, focusing on

a single subject matter and (2) topics that would typically be non-redundant

with one another.

Reusability

Our framework can be reused to identify literature gaps for other fields,

including emerging pathogens. This would require researchers to preprocess

their data to create a document-term matrix for literature on the emergent

pathogen and that of related but previously observed pathogens. Investigators

can then conduct PCA and LDA to identify (1) a PC that separates abstracts in

the two bodies of literature, (2) the terms that enable them to interpret the

meaning of that PC, and (3) the distribution of literature in each of the two cat-

egories across several topics. PCA and LDA together can quickly identify con-

cepts and topics that separate the two bodies of literature by tapping data

from correlations between numerous different words at once across all the

literature considered.

SUPPLEMENTAL INFORMATION

Supplemental Information can be found online at https://doi.org/10.1016/j.

patter.2020.100123.
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