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A B S T R A C T   

Forecasting is an attractive topic in every field of study because no one knows the exact nature of 
the underlying phenomena, but it can be guessed using mathematical functions. As the world 
progresses towards technology and betterment, algorithms are updated to understand the nature 
of ongoing phenomena. Machine learning (ML) algorithms are an updated phenomenon used in 
every task aspect. Real exchange rate data is assumed to be one of the significant components of 
the business market, which plays a pivotal role in learning market trends. In this work, machine 
learning models, i.e., the Multi-layer perceptron model (MLP), Extreme learning machine (ELM) 
model and classical time series models are used, Autoregressive integrated moving average 
(ARIMA) and Exponential Smoothing (ES) model to model and predict the real exchange rate data 
set (REER). The data under consideration is from January 2019 to June 2022 and comprises 864 
observations. This study split the data set into training and testing and applied all stated models. 
This study selects a model that meets the Key Performance Indicators (KPI) criteria. This model 
was selected as the best candidate model to predict the behaviour of the real exchange rate data 
set.   

1. Introduction 

Over the past decades, it has been acknowledged that machine learning (ML) algorithms are the dominant tools and techniques for 
forecasting and predicting time series data. It is universally accepted that forecasting/prediction of time series data is a hot topic in any 
study domain because no one knows the data-generating process. Although mathematical models and functions can guess, machine 
learning models serve to forecast and predict the underlying phenomena. The exchange rate plays a crucial role in determining the 
dynamics and trends of the foreign exchange market [16,18]. The exchange rates modelling is assumed to be a complex task of 
financial time series forecasting for the reason that it is unpredictable; this is because different macroeconomic factors, like economic 
growth, interest rates, inflation, fiscal policy and monetary policies, etc. that affect the value at which national (local) currencies are 
operated in international markets [4,12]. As a result, the exchange rate significantly determines the foreign exchange market 
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dynamics. 
This study develops and compares the precision of machine learning and time series models, namely, the Multi-layer perception 

model (MLP), Autoregressive integrated moving average (ARIMA), Extreme Learning Machine (ELM) and Exponential smoothing 
techniques (EST) to predict the real exchange rate of United States Dollar against Pakistani Rupee (USD/PKR) daily. To compare these 
models, this study uses the function of lagged values of the exchange rate data set. These past lagged functions are the autocorrelation 
plot (ACF) and partial autocorrelation plot (PACF). After finding the best fit, this study accommodates some statistical measures to 
select the best methodology for forecast accuracy. 

The objective of this study is to consider the multiple econometric models (Artificial Intelligence) to forecast the Real Effective 
Exchange Rate (REER) from the perspective of Pakistan. The research question is how Artificial Intelligence effectively forecasts the 
REER in the case of Pakistan. By considering the research objective, the study attempts to test the hypothesis as given below: 

Nul Hypothesis: H0: Artificial Intelligence is not effective in forecasting the REER. 
Alternative Hypothesis: H1: Artificial Intelligence has significantly forecast the REER. 
This study will enhance the literature on forecasting REER via artificial intelligence to better understand Pakistan’s financial 

market dynamics. Literature shows a gap regarding REER forecasting using artificial intelligence. 
In the remaining part of this manuscript, section 2 reviewed the literature on exchange rate dynamics and its volatility. Then, 

section 4 gives a detailed description of the research methodology and the source of the data set. Finally, empirical results and the 
discussions are part of section 5, while section 6 describes the conclusion and the policy discussions. 

2. Literature review 

This work compares the machine learning algorithms with the traditional time series forecasting methods for real exchange data 
[13]. compared the traditional time series model and the neural network model and found that the neural network models are more 
dominant than the existing time series models [15]. used an artificial neural network model with a sliding window technique to model 
the time series data and used the key performance indicators (KPI) to evaluate the model and found it satisfactory [22]. suggested new 
machine learning algorithms forecast the non-linear time series phenomena [5]. suggested a feature selection method for time-series 
prediction and found their method efficient in the feature selection of a time-series model [3]. discussed the ensemble operators for 
time series data and found that these three ensemble operators are best concerning the data structure [2]. used an artificial neural 
network to develop asymptotic forecast intervals for ANN and exhibited how the prediction intervals can be used to select node 
numbers in the ANN [14]. used an extreme learning model (ELM) to forecast the time series data and found this machine learning 
model dominant in different fields. 

[19] compared the machine learning models in predicting strength for cotton ring-spun yarn and found that the DE-ELM out-
performed in forecasting the Back Propagation (BP) model [21]. in this work, the authors used machine learning models, such as 
extreme learning models, to forecast hospital admissions for respiratory diseases. They found that the proposed neural networks 
proved more relevant to solving problems of health risks [24]. developed a hybrid SARIMA-MLP mode, compared it with SARIMA-MLP 
and originated that the proposed methodology performs better than the existing one [11]. in this article, the authors used 
machine-learning models to predict web traffic. 

[20] utilised a multi-layer perceptron network using the Levenberg– Marquardt (MLP) algorithm to model quantitative values of 
(SPI) of drought at five synoptic stations in Iran. The models were evaluated based on RMSE and R-square criteria to forecast the 
standardised precipitation index (SPI) [17]. this study was based on hybridising the ARIMA model with the MLP model. In this work, 
the models are selected based on accuracy measures: MAPE, MAE, and RMSE [8]. utilised three neural network methods and an 
Adaptive Network-Based Fuzzy Inference System (ANFIS) to forecast the Tehran stock exchange [7]. used the neural network model to 
predict the new COVID-19 confirmed cases. They found the potential of the multi-layer perceptron neural network (MLPNN), which 
shows a high accuracy compared with the other models [6]. used the different time series models, compared them with the machine 
learning models MLP and ELM, and found that they outperformed the existing time series models [10]. The author presents a 
comparative analysis of various machine learning algorithms for economic data sets in this work. 

[25] projected a hybrid ARIMA and Neural network models to improve the forecasting accuracy [9]. used ARIMA and SARIMA to 
model the fuel price in Turkey [1]. incorporate the ARIMA model to forecast the Nigeria Stock Exchange (NSE) and New York Stock 
Exchange (NYSE) [23]. used the ARIMA model for reliability forecasting and analysis of time series data [27]. made a comparative 
analysis based on ARIMA and multi-layer perception model to forecast the monkeypox death cases. This comparison was based on the 
performance indices such as MSE, RMSE, and MAE. The results revealed that the machine learning model outperforms the classical 
time series method. 

[28] proposed a method based on a hyperparameter selection algorithm linked with ARIMA and compared the proposed method 
with the existing classical model to forecast the stock exchange data. The results revealed that the anticipated method best fits the 
existing methodology [29]. forecasted the price of bitcoin for ten years of data by utilising the classical time series and machine 
learning models. The results exhibited that machine learning models outperformed the existing comparative models [30]. An extended 
short-term memory model was used to forecast the stock prices’ time series data. The author uses the LSTM with the Adam Optimiser 
(AO) and sigmoid function to achieve this end. The selection of the model is based on the lowest RMSE and MAPE. The result showed 
that the LSTM model obtained a better fit and achieved the highest accuracy than the conventional data analytical techniques. 

[31] in this work, the authors suggested two hybrid models forecasting stock prices. The model selection is based on RMSE, and the 
output revealed that the proposed model based on (Fast RNNs) outperformed the other existing models [32]. used both linear and 
non-linear models to forecast stock prices. The result revealed that the proposed Deep Convolutional Generative Adversarial Network 
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(DCGAN) model to forecast the FTSEMIB (Financial Times Stock Exchange Milano Indice di Borsa) got the highest accuracy compared 
to the other traditional models [33]. in this article, the authors made a comparative analysis by applying the ANN and SVM models to 
predict stock prices. The results revealed that both models are significant in achieving the highest measure of accuracy compared to the 
other underlying models. 

For more discussions, readers are suggested to cite in reference [34]. After reviewing the literature, it found that several econo-
metric and statistical models effectively used by artificial intelligence to forecast the REER that will be further useful to understand the 
dynamics of the financial markets from the perspective of Pakistan. 

3. Research methodology 

This section explains the concepts and methods used to model the daily exchange rate data. The exchange rate data collected from 
the State Bank of Pakistan under consideration is from January 2019 to June 2022 and comprises 864 observations. Forecasting 
equations are stochastic functions utilised to guess the strange behaviour of a phenomenon, which aids in decision-making. We use the 
past information, i.e. Yt-1 lag of the variable and predict the Yt present value to know this behaviour. The process is used to find a 
mathematical function F that sufficiently draws the inputs and results in desired output result, as mentioned in Equation 1 

ŷt =F(yt− 1, yt− 2,…., yt− k) (1) 

It is important to note that the function F can be examined through the linear or non-linear approach. This study uses the linear 
models (Exponentially smoothing techniques (EST), Box-Jenkins methodology, also known as ARIMA and Multi-layer perception 
model (MLP), and Extreme Learning Machines (ELM). One of the significant challenges of this study is to determine the function F and 
select the best subset of the past lagged observations (inputs). 

3.1. The method of exponential smoothing techniques (EST) 

Exponential smoothing techniques (EST) are primarily used for time series data analysis because of their simplicity of algorithms, 
application and implementation and efficient prediction results. These exponential smoothing techniques are used according to the 
nature of the data. We discuss here some widely used smoothing techniques, i.e. the first one is the simple method, which is used when 
there is no trend in the data; stated differently, we use the simple method when the series is stationary, and there is no need for the 
transformation. The second approach is Holt’s Double Exponential smoothing method, utilised when there is cyclicity and a trend but 
no seasonality. This approach consists of two parameters which range from 0 to 1. Mathematically this technique can be written as 
equation (2); 

Fig. 1. Flow chart of Box-Jenkins Methodology Source (home.ubalt.edu).  
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Ẑ t+n =Lt + nTt (2)  

where the terms Lt and Tt are defined as in equations (3) and (4). 

Lt = αZt + (1 − α) ∗ (Lt− 1 + Tt− 1) (3)  

where 0 ≤ α ≤ 1. 

Tt = β(Lt − Lt− 1) + (1 − β) ∗ Tt− 1 (4)  

where 0 ≤ β ≤ 1. 
The value Ẑt+n in Equation (2) is the estimated value of the exchange rate for the next (t + n) periods. The last one is the Holt- 

Winters Exponential Smoothing method (HEST), which is utilised when the seasonal effect is present in the data. In the exponen-
tial smoothing technique, two seasonal effects are counted in the calculations (additive and multiplicative) depending on the data’s 
nature. 

3.2. Autoregressive integrated moving average model (Box- Jenkins models) 

This methodology combines the Autoregressive (AR) and Moving Average (MA) models. These models are dominant in the time 
series when the time series variables are univariate and can efficiently predict the future values of the time-series data. This model aims 
to capture the autocorrelation pattern by using the model’s moving average part (MA) and checking the series that depends on its past 
using the autoregressive part (AR). To find both parts, we draw a correlogram of the data and specify the order to estimate the model 
for the underlying phenomena. This model is frequently used when the data is non-stationary; if it is stationary, we can use any part of 
it accordingly. Mathematically, this model can be written as equation (5): 

yt =φ0 + φ1yt− 1 + … + φpyt− p + θ1εt− 1 + … + θqεt− q + μt (5) 

The flow chart of the methodology is given as in Fig. 1. 

3.3. Multi-layer perceptron (MLP) 

The multi-layer perceptron (MLP) machine learning model is the most attractive and flexible mathematical algorithm in its po-
tential applications. By this sophisticated nature, the multi-layer perceptron (MLP) model helps approximate any continuous, 
differentiable, non-linear, and limited function. Therefore, this model is considered a universal approximation. 

The multi-layer perceptron (MLP) model comprises the input, output, and one or more hidden layers, also called intermediate 
layers. Artificial neurons are the function of these layers by which these layers process the information. First, the input layers provide 
information to the hidden layers. Then, they forward the information nonlinearly to another space. This transfer of information de-
pends on the study problem. Finally, this information goes into the output layer, generating the network answer (response). 

The network structure is based on no reappearance or stated differently that it has a feed-forward information algorithm, and 
connected layers are disjoint, although the neurons are incommunicable. Mathematically the signal processing of the network is given 
by equation (6). 

Fig. 2. Architectures of MLP with a single hidden layer Source (https://becominghuman.ai).  
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(6)  

where in equation (6), network inputs are represented by Un, the network’s bias is denoted by bn. In contrast, the ƒ represents the 
activation function of the intermediate layers; the output layer activation function is denoted by ƒS and the last one, which is the output 
signal denoted by y. In equation (6), it should be noted that Wi

kn are the weights for the middle layer, and W0
1k represents the con-

nections of the output (productivity) neurons. The diagrammatical structure of this model is shown in Fig. 2 below. 

3.4. Extreme learning machines 

The speed and improvement in the efficiency of the time series data can be achieved through an algorithm [26]. proposed an 
algorithm based on hidden layers’ biases and random selection of the input weights and by which the efficiency and the speed of an 
ANN can be enhanced and named an extreme learning machine (ELM). This model was tested in several fields, i.e. forestry and medical 
studies, and found dominant compared to the other existing models. The mathematical structure of this model is given in equations (7) 
and (8): 

Xh = f h
(
Whu+ b

)
(7)  

Y =WoutXh (8)  

where U is the input signal and, Wh is defined as the weighting matrix of the intermediate layer, b stands for the bias of each neuron. 
ƑƑh(s) is used as the activation function of hidden neurons, and Wout is the matrix of the output layer. To determine the output layer 
weights, the method Moore-Penrose pseudo-inverse is used. 

3.5. Key performance indicator (KPI) 

There are various criteria to compare the performance and choose the best method among the underlying algorithms; some of them 
are Root Mean Square Error (RMSE), Mean Square Error (MSE), Mean Absolute Error (MAE) and Mean Absolute Percentage Error 
(MAPE). All these criteria are used to evaluate the performance of the model in this work. 

The MSE measures the coefficient of error terms in statistical models. It assesses the average square of the differences between the 
actual and predicted data values. The zero value of the error term means the MSE equals zero, whereas the root of the MSE is known as 
RMSE, and MAE is used to calculate the mean error between the predicted and the observed value. Lastly, the MAPE is used to measure 
the absolute mean percentage error for the data. Mathematically these models can be written in equations (9)–(11): 

MSE=
1
Ns

∑Ns

n=1
(dn − yn)2 (9)  

MAE=
1
Ns

∑Ns

n=1
|dn − yn| (10)  

MAPE=
100
Ns

∑Ns

n=1

⃒
⃒
⃒
⃒
dn − yn

dn

⃒
⃒
⃒
⃒ (11) 

Fig. 3. Graphical display of the daily Exchange Rate data set.  

M. Qureshi et al.                                                                                                                                                                                                       



Heliyon 9 (2023) e16335

6

3.6. Data analysis and processing 

This study aims to compare the performance of the time series models and the Machine learning techniques for the daily stock 
exchange data set. The data set is split into the training and the testing model. To check out the behaviour of the series as there is a 
trend or non-stationarity component, we apply some statistical tests which capture these components. The Dicky-Fuller test is applied 
to check whether the series is stationary, and if it presents, the difference is used to normalise the data as Yt -Yt1. After this, we move to 
the next step, which is the selection of an appropriate model for the series; for this, we make the correlogram which is the graphical 
demonstration of the autocorrelation function (ACF) and partial autocorrelation function (PACF) for both the methods, i.e., time series 
and Machine Learning. After this step, we move toward the diagnostic checking of the model. If any candidate model satisfies the stated 
criteria, we select this as an approximate model for the series. For all the stated models, the predictions within samples are performed 
for 40% and 20% of the test data set. 

4. Empirical results and discussions 

The analysis begins with visualising the graph of the exchange rate data set; this gives us an idea about the behaviour of the series. 
After this, we apply the stationarity test to confirm whether the series needs transformation. Fig. 3 shows visual displays of the ex-
change rate data set and the Dicky-Fuller test. 

In this graph, there is a gesture that presents a non-stationarity component. To confirm this, we apply the statistical test.  

• Augmented Dickey-Fuller Test 

Data: Exchange rate data. 
Dickey-Fuller = − 0.18753, Lag order = 9, p-value = 0.99 
alternative hypothesis: stationary 
by applying the test, it is confirmed that the series is not stationary, as the p-value is greater than the significance level. To make it 

stationary, we apply the transformation. We take the first difference of the series, which makes the series stationary. After this, we 
make a correlogram of the series to find the order of the candidate model for both machine learning and the time series methods. 

The exchange data set’s correlogram and other necessary graphical displays are shown in Appendix. However, the numerical results 
from the candidate models based on key performance indicators (KPI) are given below in Tables 1 and 2. 

We begin with the multi-layer perceptron model (MLP) to forecast the exchange rate data set and then move toward the following 
models accordingly. First, we apply the MLP model with a single hidden layer and 10 hidden neurons with 100 repetitions on 60% of 
the training data set. If this model gives us the smallest MSE, we use this model to predict 40% of the test data set. The results show that 
the model with a single hidden layer and 10 hidden neurons with 100 repetitions gives us the minimum MSE of 1.07 on the training 
data set, so we use this model for prediction. Next, we also apply the ELM model with the same parameter to the training data set and 
found that the MSE of this model is 1.36, which is greater than the MLP. 

The visual display of the model is shown in Appendix (A); it is interesting to note that the MLP model needs two univariate lags to 
model the series with no need for the difference in series; we also use the same model to predict the 40% of the data and then we use the 
ELM model to predict the behaviour of the series on and among all the models it is found that the multi-layer perceptron model (MLP) 
model outperforms and satisfies the key performance indicators (KPI). 

The visual display of all the models for 40% of the testing data set is shown in Appendix (A). After this, we apply all these models to 
80% of the training data set. The results show that the multi-layer perceptron (MLP) model is dominant in predicting 20% of the test 
exchange rate data. Therefore, the results for 20% of the test data set are shown in Table 1, and the visual display of the exchange rate 
data set is shown in Appendix (B). 

5. Conclusion and policy Recommendations 

This work applied four models (two classical time series models and two machine learning models), and the results obtained 
through these models were compared. This study splits the data set into training and testing and then selects the best one that fulfils the 
KPI conditions to apply these models and find the best model. The feed-forward method predicts 40 and 20% of the real exchange rate 
data set in machine learning models. The best model based on the key performance indicators (KPI): MSE, RMSE, MAE, and MAPE were 
selected. According to the stated model selection criteria, the machine learning model Multi-layer Perceptron model MLP outperforms 

Table 1 
MSE, RMSE, MAE, and MAPE for all models for 20% of the test data.  

Candidate Models MSE RMSE MAE MAPE 

MLP 267.51 16.35 12.29 7.17 
ELM 317.31 17.81 14.58 8.60 
ARIMA 318.85 17.85 14.37 8.47 
ES 319.31 17.86 14.37 8.49  
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the existing models in both cases when data is split into 40 and 20% of the testing set. 
The application of artificial intelligence and econometric model provides a depth overview of forecasting the REER dynamics. 

However, the REER is sufficient to understand the macroeconomic dynamics and their implications. The study is limited to comparing 
artificial intelligence models forecasting and traditional time series model forecasting. Many other macroeconomic variables and 
culture shocks can also affect this forecasting but are not considered in this study. In this regard, future studies can work on the 
literature gap in which artificial intelligence and econometric modelling can be used to forecast the other indicator that will be helpful 
for better understanding. 
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Table 2 
MSE, RMSE, MAE, and MAPE for all models for 40% of the test data.  

Candidate Models MSE RMSE MAE MAPE 

MLP 212.05 14.59 10.09 5.83 
ELM 212.93 14.59 10.09 5.83 
ARIMA 214.08 14.63 10.02 5.79 
ES 213.90 14.62 10.02 5.81  
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Appendix (A) 

Fig. 1. 1st Difference of Daily Exchange Rate Data (Jan 2019–June 2022)   

Fig. 2. Forecast from Multi-layer Perceptron Model   

Fig. 3. Forecast from Extreme Learning Machine Model    
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Fig. 4. Diagnostic checking for ARIMA (2,1,2)   

Fig. 5. Forecast from ARIMA (2,1,2)   

Fig. 6. Diagnostic Plot from Simple Exponential Smoothing (SES)    
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Fig. 7. Forecasting from Simple Exponential Smoothing (SES)  

The above results are shown for 40% of the testing data set; the rest for the 20% of the data set are below. 

Appendix (B) 

Fig. 8. MLP fit with 100 hidden nodes and 100 repetitions. Series modelled in differences: D1   

Fig. 9. Forecast for Multi-Layer Perceptron Model   
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Fig. 10. ELM fit with 10 hidden nodes and 100 repetitions. Series modelled in differences: D1.   

Fig. 11. Forecast from Extreme Learning Machine (ELM)   

Fig. 12. Diagnostic plot from ARIMA (0,1,1)   

Fig. 13. Forecast from ARIMA (0,1,1)   
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Fig. 14. Diagnostic plot from Simple Exponential Smoothing (SES)   

Fig. 15. Forecasting from Simple Exponential Smoothing (SES)  
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