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Thermal effects and ephaptic 
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The brain is understood as an intricate biological system composed of numerous elements. It is 
susceptible to various physical and chemical influences, including temperature. The literature 
extensively explores the conditions that influence synapses in the context of cellular communication. 
However, the understanding of how the brain’s global physical conditions can modulate ephaptic 
communication remains limited due to the poorly understood nature of ephapticity. This study 
proposes an adaptation of the Hodgkin and Huxley (HH) model to investigate the effects of ephaptic 
entrainment in response to thermal changes (HH-E). The analysis focuses on two distinct neuronal 
regimes: subthreshold and suprathreshold. In the subthreshold regime, circular statistics are used to 
demonstrate the dependence of phase differences with temperature. In the suprathreshold regime, 
the Inter-Spike Interval are employed to estimate phase preferences and changes in the spiking 
pattern. Temperature influences the model’s ephaptic interactions and can modify its preferences 
for spiking frequency, with the direction of this change depending on specific model conditions and 
the temperature range under consideration. Furthermore, temperature enhance the anti-phase 
differences relationship between spikes and the external ephaptic signal. In the suprathreshold 
regime, ephaptic entrainment is also influenced by temperature, especially at low frequencies. 
This study reveals the susceptibility of ephaptic entrainment to temperature variations in both 
subthreshold and suprathreshold regimes and discusses the importance of ephaptic communication 
in the contexts where temperature may plays a significant role in neural physiology, such as 
inflammatory processes, fever, and epileptic seizures.

In the central nervous system, various structures play crucial roles in receiving and transmitting information 
across different  levels1. These diverse levels of neuronal communication within the brain initiate intricate cogni-
tive processing mechanisms essential for functions like memory and  consciousness2,3. Neurons, vital compo-
nents in this context, are responsible for processing and relaying  signals4,5. Organized in interconnected groups, 
neurons contribute to the nervous system’s capacity to adapt and perform various functions in a coordinated 
and efficient  manner4,6. While neuronal communication typically occurs through synapses, it is noteworthy that 
neuronal activity generates electrical fields that propagate in the extracellular environment, exerting a modulatory 
influence on adjacent neurons beyond chemical  synapses7–9. The examination of interactions between neurons, 
whether via synapses or electrical fields, aids in understanding the intricate brain mechanisms governing neural 
phenomena. Investigating these processes is indispensable for unraveling the underlying mechanisms of brain 
complexity, providing valuable insights for advancements in understanding and treating complex neurological 
conditions.

In recent decades, the impact of electrical fields on neuronal communication has been the focus of  studies10–15. 
Ephaptic communication, known as communication through electric fields, may originate from a single neuron 
or a group of  neurons8,10,11,16. Ephaptic neuronal communication, characterized by electrical field interactions 
between adjacent nerve cells, underscores an interconnection beyond traditional synapses and enhances our 
understanding of brain communication in the formation of memory and  consciousness9,17,18. The impact of 
ephaptic communication on neurophysiological brain functions is a subject of rigorous investigation. Hypotheses 
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suggesting that ephaptic communication acts not only as an epiphenomenon-merely a consequence or noise 
effect of neuronal activity-but also as a causative form of communication influencing neuronal dynamics have 
been  proposed9,10,15–17. Research indicates that while the stimulation caused by an external electric field from 
one neuron may not suffice to trigger action potentials in another, ephaptic fields can modulate and affect action 
potential  synchronization10,11,19,20.

Temperature is widely acknowledged as one of the most influential environmental factors affecting animal 
 physiology21. Although further exploration is needed, the impact of temperature on neuronal activity is critical, 
leading to modifications in the frequency of neuron action  potentials21–24. Temperature fluctuations influence the 
activation and inactivation of several ion channels, including voltage-dependent K+ , Na+ , and Ca2+ channels, 
thereby affecting the generation of action  potentials25–28. Notably, elevated temperatures consistently increase 
firing  frequency29 and decrease the duration of action  potentials30. Furthermore, it is well-documented that the 
rates of biochemical reactions in organisms vary with temperature, impacting the functionality of enzymes and 
proteins crucial to neuronal  dynamics23,24,31,32. Consequently, thermal factors are intricately associated with con-
formational changes in ion  channels32,33. The interplay between neural stimulation properties and temperature 
has been an actively researched area since pioneering electrophysiological investigations, with outcomes aligning 
with theoretical predictions based on the Hodgkin–Huxley  model27,34–36.

On the other hand, research on conformational changes in ion channels and neuronal dynamics has primar-
ily focused on synaptic communication, overlooking ephaptic interactions influenced by temperature. This gap 
highlights the need for further  investigation37. Consequently, this study explores the impact of thermal variations 
on ephaptic communication. Initially, in the subthreshold regime, we follow an analogous approach to empiri-
cal  studies38 and hybrid model  simulations11, obtaining similar results for phase differences. Subsequently, we 
introduce the thermal factor �T10 , dependent on temperature (Arrhenius’s function)39,40, thereby expanding 
the phenomenology of the Hodgkin and Huxley model to incorporate thermal modifications. The simulations 
conducted in this study explore the intricate interactions between ephaptic and thermal influences.

The remainder of this paper is structured as follows: the next section details the primary methodologies used 
to analyze the results, including circular statistics and inter-spike interval (ISI). Following this, the Results section 
presents the data obtained from the simulations, classified into two regimes: Subthreshold and Suprathreshold. 
Finally, the concluding section offers a comprehensive discussion of the study’s findings, emphasizing implica-
tions for functionality and effectiveness, and outlining potential avenues for future research.

Hodgkin–Huxley model
The Hodgkin–Huxley  model24,41–43 is the most renowned conductance-based model that quantitatively describes 
the propagation of action potentials across neuronal membranes. This model incorporates three pivotal ionic 
currents crucial for action potential generation. The complete set of Hodgkin–Huxley equations governing 
membrane potential dynamics is given by:

Here, Cm denotes membrane capacitance, and I(t) represents the applied current. The sodium current is expressed 
as INa = gNam

3h(Vm − VNa) , predominant during membrane depolarization, modulated by activation (m) and 
inactivation (h) variables. The potassium current, contributing to membrane re-polarization, is represented by 
IK = gkn

4(Vm − VK ) , governed by the activation variable n. The “leak” current IL = gL(Vm − VL) accounts for 
additional ionic influences not explicitly modeled. Constants gNa , gK , and gL represent conductance for sodium, 
potassium, and leak channels respectively, while VNa , VK , and VL denote Nernst potentials. The dynamics of gating 
variables (n, m, h), also known as gating variables, are described by first-order differential equations:

Here, αx(Vm) and βx(Vm) are rate constants dependent on membrane potential Vm , crucial for transitioning 
between closed and open states of ion  channels41. Specifically, for n: αn(Vm) = 0.01 10−Vm
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 . The thermal factor φi(�T) in Eq. (2) is defined as:

for i = {Na+, k+} , indicating thermal factor changing according to considered ion channel, as will be discussed 
later in the text. Futhermore, �T10 = (T2 − T1)/10 ( ◦ C) represents the temperature difference, with T1 as the 
base or reference temperature ( T1 = 6.2 ◦C), and T2 the test  temperature39,40. This factor modulates the kinetics 
of ion channel gating variables, integrating thermal effects into the Hodgkin-Huxley model’s phenomenology.

Ephaptic entrainment in Hodgkin–Huxley model
Ephaptic neuronal coupling describes a phenomenon where the electric field generated by neuronal firing influ-
ences nearby neurons or electric  sources44,45 (see Fig. 1). This electric field can induce an ionic current following 
Ohm’s law, directly impacting the membrane potential and spike timing of adjacent  neurons11,38. Empirical 
studies by Anastassiou et al.38 and numerical simulations by Cunha et al.11,46 have demonstrated that while the 
electrical interaction between neighboring neurons is up to 1000 times weaker than synaptic interactions, it 
can still modulate neuronal  communication16,47. This subtle electrophysiological mechanism underscores the 

(1)Cm
dVm(t)

dt
= I(t)− INa − IK − IL

(2)
dx

dt
= φi(�T)(αx(Vm)(1− x)+ βx(Vm)x) (for x = n,m, h)

(3)φi(�T) = Q�T10
10



3

Vol.:(0123456789)

Scientific Reports |        (2024) 14:20075  | https://doi.org/10.1038/s41598-024-70655-5

www.nature.com/scientificreports/

complexity and inter-connectivity of neural activities, revealing the sophisticated regulation and communication 
inherent in the nervous system.

In this context, following established methodologies (Holt and  Koch48; Goldwyn and  Rinzel49), we rewrite the 
differential Eq. (1), governing the dynamics of the neuron’s membrane potential receiving an oscillatory electric 
field from a source (LFP). We decompose the injected current I(t) as I(t) ≈ I0 + I

′

0(t) , where I ′0(t) represents 
the disturbance term from the ephaptic field (LFP oscillation’s source electrode), and I0 is a constant current 
term. To assess the ephaptic influence on neuronal potential, we consider a spherical electrode in the extracel-
lular environment. The potential induced by the injected current from the extracellular electrode follows Holt 
and Koch’s  proposal48, which has been applied in subsequent  studies10,11,46. The expression for the extracellular 
electrical potential is given by Vext

epha =
ρ

4πr Iext(t) , where ρ is the resistivity of the extracellular medium, and r is 
the distance between the source and the measurement point (neuron).

Assuming the ohmic membrane hypothesis, at each time instant, the external potential (induced by an exter-
nal electric field) can be expressed asVint

epha −
ρ

4πr Iext(t) =
I
′

0(t)
Geq

 . Therefore, considering the grounded brain 
 hypothesis50, we assume Vint

epha = 0 , allowing us to express the ephaptic current as:

Moreover, using the association of resistors in parallel for the model circuit, the maximum equivalent conduct-
ance can be defined as Geq = gNa + gK + gL.

Following the approach of other works on ephaptic  drag10,11,46, the used ephaptic term is sinusoidal, 
Iext(t) = Asin(2π ft) . Therefore, the equation for the membrane potential is given by:

(4)I
′

0(t) = −
ρ

4πr
GeqIext(t)

Figure 1.  Thermal effects of the ephaptic model on firing frequency preferences: (a) schematic illustration of 
a neuron positioned far from the source electrode (Local Field Potential—LFP) at a distance r and temperature 
T1 , subjected to the LFP oscillating electric field (ephaptic field—Eeph ). (b) Represents the neuron at the same 
distance r from the LFP but at a temperature T2 , for ( T2 > T1 ). (c) Firing pattern of the neuron at temperature 
T1 (blue line) in the presence of the ephaptic signal ( Iepha(nA) ) from the LFP (black line). The dashed line 
represents the neuronal firing under the same conditions but without the ephaptic signal (LFP off). The 
highlighted box in the panel shows entrainment due to the ephaptic signal, shifting ephaptic firing relative to 
firing in the absence of the ephaptic signal (dashed black line). In (d), it is shown that increasing the temperature 
from T1 to T2 increases the firing rate (red line). The ephaptic signal (solid black line) is represented here as a 
current signal.
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where the constants ρ
4πr GeqA is summarized in Iepha . The new constant Iepha represents the intensity of the 

ephaptic current in the model.
Considering the new Hodgkin–Huxley model with ephaptic term, in the following we study how certain 

values of frequency f the thermal factor Q10(T) , modulate the ephaptic entrainment phenomenon. Values of 
frequency and ephaptic amplitude were taken according to  studies11,16, as shown in Table 1. Figure 1c,d depict 
how ephaptic influences, albeit significantly weaker, can still modulate the peak of neuronal firing, highlighting 
the modulatory characteristic of ephaptic and thermal effects.

Thermal effects through the factor φ(T) using Arrhenius Q
10

 function
A crucial aspect of the Hodgkin–Huxley model lies in the incorporation of thermal effects through the factor 
φ(T) , which introduces the temperature sensitivity of ion channel kinetics. The function φ(T) , provided by Eq. 
(3), includes a factor Q10 that relates to the temperature’s impact on the opening and closing processes of the 
channel. The Q10 factor quantifies the ratio between the rates of a biochemical reaction occurring at temperatures 
differing by 10 ◦ C. Furthermore, the thermal factor Q10 serves as a measure of temperature influence on ionic 
channel conductance dynamics. High temperatures enhance biological processes by providing additional energy 
for chemical reactions. Therefore, the Q10 factor is commonly used in neuroscience to adjust the reaction rates of 
voltage-activated membrane conductance’s at different temperatures, but it is still widely considered  constant51. 
On the other hand, several studies have shown an inverse relationship between temperature and the Q10 factor. 
In other words, when the temperature increases, the Q10 factor gradually  decreases27,51–54.

Considering the previous explanation and with experimental data providing approximate values of Q10 in 
specific temperature ranges, the present work incorporates a temperature-dependent Q10 function based on 
Arrhenius  theory55. Moreover, according to Pahlavan et al.  approach54, the rate coefficient is defined by:

where kArr is the Arrhenius’s reaction rate constant, B is the pre-exponential factor or constant frequency factor, 
Ea the activation energy or energy barrier independent of temperature, R the universal gas constant and T is the 
temperature measured in Kelvin. Using transition state  theory56, the relationship is ktr(T) = (KBT/h)e

−�G/RT , 
where KB and h are the Boltzmann’s and Planck’s constants, respectively, and �G is the free energy of the activa-
tion barrier that is related to the enthalpy ( �H ) and the entropy ( �S ) as: �G = �H − T�S . Thus, by substituting 
this expression into the ktr equation we have: ktr(T) = ((kBT/h)e

�S/R)e−�H/RT . Therefore, using the Q10 defini-
tion as Q10 = (k(T2)/k(T1))

10/(T2−T1) , where k(T1) and k(T2) are rate coefficients at two different temperatures 
T1 and T2 , and using the Arrhenius equations, the Q10 can be rewrite as: QArr

10 = e10Ea/(RT(T+10)) , or applying the 
transition rate theory:

The values of �G for the specific ions channels were based on Table 1 of Pahlavan et al. study (2023)54. For Na+ 
ion channels the �G = 86.26± 4.42 (kJ mol−1 ) and for the K+ ion channel we considered �G = 97.96± 7.13 
(kJ mol−1 ). In this paper, we observed that Q10(T) behavior is analogous to the Hodgkin and Katz  study51 from 
the temperature range [0− 20] ◦ C (see Fig. 2. Using the equation 3 we calculated Q10(T) for distinct temperature 
intervals for sodium and potassium conductance. The Arrhenius approach Q10(T) is plotted in Fig. 2.

The T1 temperature value is equal 6.2 ◦C51 ( T1 = 6.2 ◦C). Furthermore, the Fig. 2 shows the behavior of Q10 
for sodium and potassium conductance.

Statistical tools
For the statistical analysis in this study, we employed common tools widely utilized in the field of neuroscience, 
such as circular statistics, population vectors, and the Inter-Spike Interval (ISI).

Circular statistic and population vector
Circular statistics is a specialized branch of statistics dedicated to analyzing angular  datasets57. A key principle 
in circular statistics is the treatment of angles where 0◦ and 360◦ are equivalent. In this study, circular statistics 
were employed in two main contexts. Firstly, in the subthreshold state of neurons, they were used to assess phase 
discrepancies between subthreshold neuronal potentials and ephaptic signals. Secondly, in the suprathreshold 
state, circular histograms were generated to reveal preferred phases of ephaptic signal occurrences relative to 
neuronal potentials. These analyses utilized the MATLAB toolbox “CircStat”58. Additionally, the population 
vector  method59,60 was employed in the suprathreshold state to determine phase preferences between neuronal 
potentials and ephaptic field signals.

Hilbert transform
The Hilbert transform, H , is a useful mathematical tool in signal  analysis11,38,61. This tool generates the instan-
taneous phase signal, applying H to a time series x(t) provides a new transformed signal X(t) = H(x(t)) , 
which is in time domain. The original time series and the transformed signal composed an analytic signal: 
xana(t) = x(t)+ iX(t) . In addition, the instantaneous phase can be obtained as follows: φ(t) = arct(X(t)/x(t)) . 

(5)Cm
dVm

dt
= I0 − gNam

3h(Vm − VNa)− gkn
4(Vm − VK )− gL(Vm − VL)− Iephasin(2π ft)

(6)kArr(T) = Be−
Ea
RT

(7)Qtr
10 = e

10�G
RT(T+10)
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This tool was applied in subthreshold and suprathreshold regime to evaluate the phase difference between the 
membrane potential and the ephaptic signal.

Inter-spike interval
The Inter-Spike Interval (ISI)62 is a critical tool in neuronal electrophysiology, used to measure the time durations 
between successive action potential spikes. This analytical method enables the exploration of dynamic neuronal 
activity patterns and behavioral characteristics. ISI analysis has illuminated various dynamic properties of neu-
ronal  behavior63,64, offering valuable insights into neurological  aspects65–67. Estimating ISI serves as a pivotal 
approach for understanding diverse behaviors arising from interactions between electric fields and neurons. 
Furthermore, ISI analysis contributes to uncovering the impact of ephaptic interactions on neuronal  coupling65.

Results
In this study, we employed a modified Hodgkin–Huxley model that incorporates ephaptic entrainment to inves-
tigate the thermal effects across various temperature values, incorporating the Arrhenius’s thermal function. 
The results are categorized into two distinct regimes. The first regime corresponds to the subthreshold state of 
the neuron, where the neuron does not generate action potentials ( I0 = 0 or I0 < Ithreshold ). The second regime 
represents the suprathreshold state, where the neuron is capable of eliciting action potentials ( I0 > Ithreshold ). 
These distinct dynamics provide valuable insights into neuronal behavior under different excitatory conditions.

Time series data were generated spanning a total of 60 seconds, with a time step of dt = 10−3 , excluding the 
initial 10 seconds to ensure system stabilization. MATLAB’s fourth-order Runge-Kutta method facilitated the 
generation of these series. Additional fixed parameters used in the simulation are detailed in Table 1.

Figure 2.  Thermal factor variation with temperature following Arrhenius model. The figure shows the behavior 
of Q10(T) as function of temperature ( ◦ C) for sodium conductance GNa (black dashed line) and potassium 
conductance GK (black continuous line).

Table 1.  Table for the parameters used in the numerical simulations.

Constants Values

Iepha 100 nA

Cm 1 µF

gNa 120 S/cm2

gK 36 S/cm2

gL 0.3 S/cm2

VNa 115 mV

VK − 12 mV

VL 10.59 mV

Vrest 0 mV

ρ 3.5 � m

r 50 µm
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Subthreshold results
In Fig. 3, the results of subthreshold phase difference ( I0 = 0 ) are presented for different values of ephaptic 
frequency f and temperatures T. In this simulation, the frequencies was chosen as f = [2, 8, 30] Hz and the 
ephaptic current intensity is set at Iepha = 100 nA for all results according to  studies10,11. The blue lines in Fig. 3 
correspond to the angular distribution, while the black lines display the mean angle vector, indicating both the 
average direction and the concentration of data around that direction.

Figure 3a shows that for f = 2 Hz and T = 0 ◦ C, the phase difference between the subthreshold neuronal 
potential and the ephaptic signal is approximately �θ = π . Figure 3b reveals a phase difference closer to �θ = π 
compared to Fig. 3a, but for T = 5 ◦ C. In Fig. 3c, at T = 10 ◦ C and f = 2 Hz, the phase difference is anti-phase, 
�θ = π . Figure 3d presents the phase difference results for f = 8 Hz and T = 0 ◦ C, where the phase difference 
exceeds 200◦ . Figure 3e shows that at T = 10 ◦ C and f = 8 Hz, the phase difference tends to approach �θ = π . 
In Fig. 3f, the phase difference is anti-phase, similar to Fig. 3c. Finally, the third row of Fig. 3 shows the behavior 
of subthreshold phase difference for ephaptic frequency f = 30 Hz at T = 0 ◦ C (g), T = 5 ◦ C (h), and T = 10 ◦ C 
(i). An interesting feature observed in all panels is that the phase difference is predominantly anti-phase for all 
values of ephaptic frequency and temperature (see supplementary material).

Suprathreshold results
An intuitive view of the effects of temperature changes in the suprathreshold regime is shown in Fig. 4. Disre-
garding the ephaptic contribution ( Iepha = 0 ), this figure illustrates the consequences of temperature changes 
on neuron firing rates and temporal series. The temporal series were generated for values of I0 highlighted (the 
minimum current required to produce action potentials) in the figure.

Figure 4a depicts the model’s firing rate profile at T = 0 ◦ C as a function of the injected current I0 , rang-
ing from 0 to 160 µ A. In Fig. 4b, it can be observed that at T = 5 ◦ C, the model’s firing rate increases, and the 
suprathreshold range of I0 decreases. Figure 4c shows that at T = 10 ◦ C, the same behavior observed in Fig. 4a,b 
is present. Finally, Fig. 4d demonstrates that among all previously presented temperature values, at T = 15 ◦ C, 
the model exhibits the highest firing rates and requires the shortest range of I0 to elicit spikes in the system. Fig-
ure 4e presents the temporal series for the Hodgkin–Huxley model with a minimal injected current ( I0 = 9 µ A) 
chosen to make the model fire at T = 0 ◦ C. It is observed in this figure that within the interval of 0.1s, the model 
generates three action potentials. In Fig. 4f, the number of action potentials increases to six within the same 
time interval when the temperature is increased to T = 5 ◦ C. Figure 4g ( T = 10 ◦ C) and h ( T = 15 ◦ C) exhibit 
a similar pattern of behavior as observed in Fig. 4f due to the temperature increase. Additionally, in Fig. 4e–h, 
the increase in temperature reduces the amplitude of action potentials, corroborating previous studies.

Figure 3.  Subthreshold phase difference for distinct ephaptic frequencies and temperatures. The results of 
phase difference are changed by ephaptic signal frequency and temperature T. In this panel the frequency varies 
along the column and the thermal factor along the line. Setting the ephaptic current intensity at Iepha = 100 nA 
and the internal current applied as I0 = 0 , the first line shows the behavior of phase difference for 2 Hz ephaptic 
frequency, T = 0

◦ C (a), T = 5
◦ C (b) and T = 10

◦ C (c). The second line of this figure shows the phase 
difference results for f = 8 Hz for temperature: T = 0

◦ C (d), T = 5
◦ C (e) and T = 10

◦ C (f). The third line 
(g–i) shows the phase difference results for 30 Hz ephaptic frequency and the same temperatures.
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In order to isolate the effects of ephaptic interactions in the system, Fig. 5 demonstrates the model’s response 
with and without ephaptic interaction at the standard temperature T = 6.2 . At this temperature, the thermal 
factor in Eq. (3) equals one, thus disregarding thermal variations.

In the absence of ephaptic interaction, Fig. 5a presents the control membrane potential time series (black 
dashed line) alongside the ephaptic signal (red line) over a short time interval, for injected current I0 = 10 µ A 
and ephaptic current Iepha = 100 nA. Figure 5b illustrates the scenario where ephaptic interaction ( f = 30 
Hz) occurs between the ephaptic signal and the membrane potential, for the same injected and ephaptic cur-
rent intensities used in Fig. 5a, resulting in the ephaptic time series (blue line). Figure 5c compares the control 
membrane potential time series without ephaptic interaction to the ephaptic time series. It is observed in panel 
(c) that even with ephaptic interaction present, the number of action potentials remains the same as in the case 
without ephapticity. The unique effect observed in this panel is the shift in action potential timing between the 
control series and the ephaptic series.

The addition of ephaptic current ( Iepha  = 0 ) affects the variability of ISI, which we measure using the standard 
deviation of ISI. Figure 6 presents the results of ISI standard deviation ( ISIstd ) versus ephaptic signal frequency 
for temperature values of 0 ◦ C, 5 ◦ C, 10 ◦ C, and 15 ◦ C. For each panel, we use the minimum current I0 at which 
the model fires with the lowest firing rate. The base values of I0 were 9 µ A, 10 µ A, 11 µ A, and 17 µ A for T = 0 ◦ C, 
5 ◦ C, 10 ◦ C, and 15 ◦ C, respectively.

Figure 6a shows the profile of ISIstd for T = 0 ◦ C. In this case, the model exhibits a natural frequency fN ≈ 28 
Hz. Additionally, the ISI deviation becomes zero at ephaptic frequencies equal to the resonant values (e.g., f ≈ 28 
Hz, f ≈ 56 Hz and so on). Further, the ISIstd display a maximum around f ≈ 48 Hz (best frequency preference) 
and then decay to zero around 200Hz. Figure 6b displays the ISI deviation for T = 5 ◦ C, where the resonant 
frequency is fN = 58 Hz. Similarly to Fig. 6a, the ISI deviation tends towards zero at resonant ephaptic frequen-
cies. Figure 6c corresponds to T = 10 ◦ C, with a resonant frequency of fN = 106 Hz. Again, the ISI deviation is 
nearly zero at resonant frequencies, as observed in panels (Fig. 6a,b). Furthermore, Fig. 6d shows the profile of 
ISIstd for T = 15 ◦ C, where the resonant frequency is fN = 214 Hz. Across Fig. 6a–d, it is noted that ISIstd values 
decrease with increasing temperature.

To better understand the behavior of ISIstd as presented in Figs. 6, 7 illustrates how the phase difference is 
influenced by changes in ephaptic frequency oscillation f at T = 0 ◦ C. Figure 7a,b demonstrate that at ephaptic 
frequency f = 0 Hz (absence), the phase difference distribution between membrane potential and ephaptic signal 
is flat, showing that without ephaptic influences, the membrane potential does not present phase preference, 
providing a group control to other results. This result is depicted in the histogram (Fig. 7a) and the circular plot 
(Fig. 7b) and corroborate with the same analysis showed  in10. In Fig. 7c, with an ephaptic frequency of f = 2 
Hz, the phase difference exhibits a preference around �θ = 0◦ , with additional angles spread predominantly in 
positive values. This behavior is similarly observed in Fig. 7e ( f = 48 Hz). Figure 7d,f display the phase difference 

Figure 4.  Temporal series and fire rate profile according to temperature (without ephaptic effect). All temporal 
series shown in this panel were generated with a minimum injected current I0 (red arrow). In (a), the firing 
rate of the model versus I0 is presented for T = 0

◦ C. In (b), it is shown that the firing rate increases with 
temperature at T = 5

◦ C. Additionally, the range of I0 leading to firing is reduced. Panels (c) and (d) exhibit the 
same pattern for temperatures T = 10

◦ C and T = 15
◦ C. Panel (e) illustrates the action potential profile for 

T = 0
◦ C over a 0.1s interval with I0 ≈ 9 µ A. It also shows an increased number of action potentials within the 

same interval for T = 5
◦ C, where I0 ≈ 10 µ A. Panels (f) and (g) demonstrate similar results for T = 10

◦ C and 
T = 15

◦ C. The I0 values used in these figures were 11 µ A and 17 µ A, as indicated by the highlighted red arrows.
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Figure 5.  Comparison between control and ephaptic time series for injected current and ephaptic current 
equal to 10 µ A and 100 nA. The figure compares the control time series ( Iephap = 0 ) and ephaptic time series 
( Iephap  = 0 ) obtained at the standard temperature T = 6.2

◦ C. Panel (a) displays the control membrane 
potential time series (black dashed line) and the ephaptic signal (red line) with frequency of 30 Hz in the 
absence of interaction between these signals. Panel (b) shows the ephaptic time series (blue line) along with the 
ephaptic signal ( f = 30 Hz). Panel (c) presents the comparison between the control time series and the ephaptic 
time series, highlighting a small shift between the curves.

Figure 6.  ISI standard deviation ( ISIstd ) versus ephaptic frequency oscillation for distinct temperatures. In (a) 
it is showed the standard deviation profile ( ISIstd ) for T = 0

◦ C and a minimum firing inject current ( I0 ≈ 9 µ

A). In this figure is showed that model oscillates with natural (resonant) frequency of fN = 58 Hz. Also, it is 
observed that ephaptic frequency values next to harmonics (27 Hz and 54 Hz for example) of natural frequency, 
the results of ISIstd tends to zero. In (b), for T = 5

◦ C and I0 ≈ 10 µ A, the model presents a natural frequency 
fN = 58 Hz. Similar to (b), the values of ISIstd tends to zero the natural frequency. In (c) and (d) it is shown the 
same kind of behavior as observed in (a) and (b) for the ISIstd. For T = 10

◦ C ( I0 ≈ 11 µ A) and T = 15
◦ C 

( I0 ≈ 17 µ A) the model natural frequency are 214 Hz and 463 Hz, respectively. Additionally, it is shown in the 
figures that as T increases, the standard deviation of the ISI tends to decrease.
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distribution in circular plots for f = 2 Hz and f = 48 Hz. In Fig. 7g, for f = 56 Hz, the phase distribution is 
spread around the mean value ( �θ = 0◦ ), as shown in the corresponding circular plot (Fig. 7h). Finally, in 
Fig. 7i,j for f = 194 Hz, the phase difference peaks around �θ = 0◦ , though the angles are spread across nega-
tive phase difference values.

Discussion
This study explores the impact of temperature changes on neuronal ephaptic communication. The analysis begins 
by employing the Arrhenius Q10 approach to adapt the Hodgkin–Huxley  model24,34,41,42 to thermal variations. 
Furthermore, we adopt a methodology similar to previous  empirical38 and theoretical (hybrid  model11) works, 
which discuss the implications of ephaptic communication in both subthreshold and suprathreshold neuronal 
regimes. The study reveals that ephaptic effects, such as ephaptic entrainment, can be significantly altered by 
temperature changes. Depending on the ephaptic signal frequency f and temperature T, scenarios previously 
identified as ephaptic entrainment may undergo abrupt changes, transitioning into non-entrainment scenarios. 
One significant finding of this study is the observed increase in firing rate and decrease in action potential ampli-
tude with temperature variations (ephaptic off), which intuitively aligns with expectations. Additionally, our study 
analyzes the phase relationship between the input ephaptic current and neuronal firing, the interaction between 
the natural frequency of the HH-E model and harmonic frequencies, and the fluctuation of neuronal firing rates.

In the subthreshold regime, we studied the phase difference between the ephaptic signal Iepha and the mem-
brane potential Vm while varying the frequency of the ephaptic signal and temperature. It was observed that the 
intensity of the phase difference tends to increase in the temperature range [0 ◦C–10 ◦C]. Additionally, we found 
that the frequency of the external ephaptic oscillation generally converges to an anti-phase regime ( �θ = π ) 
(Fig. 3). This anti-phase pattern is consistent with empirical results for cortical pyramidal neurons and hybrid 
 models10,11.

In the suprathreshold regime, temperature acts as a parameter capable of changing both spike  frequency68 
and amplitude, as shown in Fig. 4. Figure 4 demonstrates that, as the firing rate increases with temperature (rang-
ing from 0 to 15 ◦C), the minimum current I0 necessary to trigger action potentials is also increased. Thus, the 
basal current I0 that can initiate action potentials is modified with temperature changes. Consequently, based 
on the studied basal currents, we analyzed the relationship between the variation of the Inter-spike Interval 
(ISI), ephaptic frequency f, and temperature T. Moreover, in the suprathreshold regime, the addition of ephaptic 
interaction does not alter the firing rate (see Fig. 5), confirming that ephaptic interaction alone cannot induce 
spikes. The unique observed behavior in Fig. 5 is the phase shift caused by ephaptic interaction. This behavior 

Figure 7.  Phase difference between suprathreshold membrane potential and ephaptic signal for various 
ephaptic frequency values f at T = 0

◦ C. This figure illustrates how the phase difference between the 
suprathreshold membrane potential and ephaptic signal varies with changes in ephaptic frequency f. In (a), it is 
observed that for T = 0

◦ C and f = 0 Hz, the phase difference exhibits a flat distribution. Panel (b) presents the 
same result as in (a) using circular statistics. Panel (c) shows the phase difference for T = 0

◦ C and f = 2 Hz. 
Panel (d) displays the same result as in (c) for a circular plot. Panel (e) presents the phase difference distribution 
for T = 0

◦ C and f = 48 Hz using a histogram, and (f) shows the same data in a circular plot. Panel (g) and (h) 
depict the phase difference distribution and circular plot for T = 0

◦ C and f = 56 Hz. Panels (i) and (j) show 
the histogram and circular plot for the phase difference at T = 0

◦ C and f = 194 Hz.
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is also observed in empirical  data10 and the hybrid  model11. Simulations focused on the suprathreshold regime 
(Fig. 6) illustrate the impact of including the ephaptic field on the fluctuation of ISI.

In the absence of ephaptic interaction ( f = 0 Hz), Fig. 6a–d show that ISIstd remains close to zero regardless 
of temperature. However, the presence of an ephaptic field modifies ISIstd significantly, depending on both f and 
T. Specifically, in Fig. 6a, ISIstd increases abruptly and then returns to zero at high ephaptic frequencies f. This 
indicates that there are specific ephaptic frequencies where ISIstd = 0 or very close to zero. These frequencies 
correspond to points where the ephaptic frequency f matches the natural oscillation frequency FN of the system 
or one of its harmonics, suggesting a resonance phenomenon. This resonance condition resembles the absence of 
ephaptic entrainment. Similar behavior is observed for other temperatures ( T = 5 ◦ C, 10 ◦ C, and 15 ◦C). Another 
general observation from this figure is that ISIstd decreases approximately to zero as frequency increases. Here 
we can assume that ephaptic works like a low pass filter, acting more concisely at lower frequencies and having no 
effect at higher frequencies. Further, the ephapticity decreases the ISI std approximately tenfold as temperature 
increases (see at y-axis scales).

To further explore the effects of ephaptic interactions in the system, we selected specific ephaptic frequen-
cies from Fig. 6a and applied the Hilbert transform to both membrane potential signals with and without the 
ephaptic signal. This approach allows us to extract the instantaneous phases of both signals and evaluate their 
phase difference, as shown in Fig. 7. Consistent with empirical  findings10, in the absence of ephaptic signal, the 
phase difference exhibits a flat distribution without a preferred phase (Fig. 7a,b). For non-resonant frequencies, 
such as f = 2 Hz (Fig. 7c), 48 Hz (Fig. 7e), and 194 Hz (Fig. 7i), the phase difference is centered around �θ = 0 
with spread across positive and negative phase difference values. At resonant frequencies like f = 56 Hz (Fig. 7g), 
the phase difference is well-defined with angles spread around the mean. This analysis suggests that at non-zero 
ISIstd, the phase difference between membrane potential with and without ephaptic signal tends to increase. 
Conversely, at resonant frequencies (where ISIstd → 0 ), the phase difference tends to exhibit a periodic pattern 
[see supplementary material]. The ephaptic signal serves as an oscillating electric field source that, according 
to Ohm’s law, translates into the strength of the ionic current within the membrane, complementing other cur-
rents. This oscillating current component operates at a specific frequency near the neuron, inducing ephaptic 
entrainment characterized by a frequency preference, particularly when the ephaptic frequency closely aligns 
with or is harmonically related to the membrane’s intrinsic frequency.

The development of ephaptic models represents a significant advance in recognizing the role of the ephaptic 
field in various brain functions, elevating ephaptic communication from its status as a secondary product to a 
central  role11,46. Furthermore, considering the inclusion of temperature, the HH-E model could be extended. 
For instance, the addition of ionic channels whose activation is linked to temperature variations (thermo-TRP 
channels)69–75. The ephaptic models can transcend the traditional focus on synaptic communication, introducing 
ephaptic communication as an additional modulator in the complex neural scenario.

Considering ephaptic communication as a  modulator76,77, a new perspective opens up for understanding 
several brain processes. Not only does synapse, but also ephapticity emerge as a regulatory force capable of 
influencing neural dynamics in ways that were previously underestimated. Integrating ephaptic communication 
as an essential component provides a more holistic view of neural interactions and opens new opportunities for 
more in-depth investigations into the therapeutic and scientific implications of this less explored facet of neuronal 
communication, especially in pathological settings. Finally, our paper demonstrates that entrainment scenarios 
are modified by both the frequency of the ephaptic signal f and variations in temperature.

Data availability
The datasets generated during and/or analyzed during the current study are available from the corresponding 
author on reasonable request.
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