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A B S T R A C T

Background and purpose: Radiation dose to the cardio-pulmonary system is critical for radiotherapy-induced
mortality in non-small cell lung cancer. Our goal was to automatically segment substructures of the cardio-
pulmonary system for use in outcomes analyses for thoracic cancers. We built and validated a multi-label Deep
Learning Segmentation (DLS) model for accurate auto-segmentation of twelve cardio-pulmonary substructures.
Materials and methods: The DLS model utilized a convolutional neural network for segmenting substructures
from 217 thoracic radiotherapy Computed Tomography (CT) scans. The model was built in the presence of
variable image characteristics such as the absence/presence of contrast. We quantitatively evaluated the final
model against expert contours for a hold-out dataset of 24 CT scans using Dice Similarity Coefficient (DSC), 95th
Percentile of Hausdorff Distance and Dose-volume Histograms (DVH). DLS contours of an additional 25 scans
were qualitatively evaluated by a radiation oncologist to determine their clinical acceptability.
Results: The DLS model reduced segmentation time per patient from about one hour to 10 s. Quantitatively, the
highest accuracy was observed for the Heart (median DSC = (0.96 (0.95–0.97)). The median DSC for the re-
maining structures was between 0.81 and 0.93. No statistically significant difference was found between DVH
metrics of the auto-generated and manual contours (p-value 0.69). The expert judged that, on average, 85% of
contours were qualitatively equivalent to state-of-the-art manual contouring.
Conclusion: The cardio-pulmonary DLS model performed well both quantitatively and qualitatively for all
structures. This model has been incorporated into an open-source tool for the community to use for treatment
planning and clinical outcomes analysis.

1. Introduction

Lung cancer is currently the most commonly diagnosed cancer in
the world, resulting in an estimated 1.7 million deaths in 2018 alone.
Non-small-cell lung cancer (NSCLC) accounts for up to 85% of all lung
cancers, with radiotherapy (RT) as the most commonly prescribed
treatment option [1]. Various studies have shown that the dose to the
cardio-pulmonary system is critical for survival following RT for NSCLC
[2,3]. Following the results of the Radiation Therapy Oncology Group
0617 study, it was discovered that overall survival of NSCLC patients is
linked to heart dose [4], with higher death rate associated with elec-
trocardiographic changes at 6 months for patients receiving cardiac
radiation doses greater than 63 Gy [5]. Others also discovered that poor
survival is attributed to irradiation of particular constituents of the

cardio-pulmonary system, particularly the atria and the pericardium
receiving average and mean to hottest dose greater than 45 and 55 Gy
respectively [6].

Currently, segmentation of cardio-pulmonary structures other than
the whole heart and lung is overlooked, and only these two organs are
routinely defined as part of the treatment planning process. This pro-
cess requires robust and accurate segmentations in order to maximize
radiation to the tumor while sparing the normal tissue as much as
possible. The introduction of a new set of structures puts requirements
on both segmentation accuracy and segmentation time that would
clinically result in an overhead of several hours of manual segmentation
and contour refinement, demonstrating the need for a robust automatic
segmentation method.

In the clinical workflow, structure delineation is currently
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performed either manually or automatically through various clinically-
approved segmentation frameworks [7,8]. Manual delineation is time-
consuming and prone to inter- and intra-observer variability, resulting
in poor repeatable performance. In contrast, fully automated segmen-
tation methods produce faster results without requiring manual inter-
action. Multi-atlas based automatic methods propagate voxel-wise
structure labels from a set of atlases onto a new patient scan, requiring
large registration computation time [9]. In contrast, deep learning
methods, such as Convolutional neural networks (CNNs) and encoder-
decoder neural networks have been successfully implemented to per-
form various medical image segmentation tasks [10–13] in order to
achieve robust and reproducible results with low computation time.

The aim of this study was to develop a robust and accurate multi-
label Deep Learning Segmentation (DLS) framework for automated
segmentation of cardio-pulmonary substructures to enable outcomes
analyses of thoracic patients treated with RT as well as input to RT
planning. Therefore, we evaluated the auto-generated contours against
expert delineations and investigated their acceptability as input to
outcomes analysis.

2. Materials and methods

Our approach utilized a deep neural network for 2D segmentation of
contrast as well as non-contrast enhanced thoracic CT images. The
network was trained to perform multi-label prediction of eight non-
overlapping, contiguous substructures: the aorta, Left Atrium (LA),
Right Atrium (RA), Left Ventricle (LA), Right Ventricle (RV), Inferior
Vena Cava (IVC), Superior Vena Cava (SVC) and Pulmonary Artery (PA)
[14]. Additionally, separate models were trained to segment the over-
lapping structures such as the heart, the atria, pericardium and ven-
tricles. Output label predictions for the multi-label segmentation net-
work and overlapping structures were combined for each input scan,
resulting in auto-segmentation of a total of 12 cardio-pulmonary sub-
structures. Resulting 2D segmentations for each structure were com-
bined to generate a 3D contour and were then evaluated against expert
clinical contours.

2.1. Experimental datasets

Experimental data consisted of 241 treatment planning CT scans of
patients previously treated with RT for non-small cell lung cancer at our
institute [15]. The study went under the Institutional Review Board
(IRB) protocol 16–142 and all patients were given written informed
consents. This data consisted of contrast and non-contrast enhanced
scans of varying imaging quality and resolution across different

scanners, with a kilovoltage peak (kVp) range of 120–140 applied
during image acquisition for all patients. Potential image artifacts in-
cluded motion artifacts and streak artifacts introduced due to the pre-
sence of calcification. Manual expert delineations of the twelve cardio-
pulmonary structures for each patient scan were performed either by an
expert radiation oncologist or a physicist [16]. The pericardium expert
delineation also included the thymus substructure. These manual deli-
neations were considered as the gold standard and were subsequently
used for model training, validation and testing. 193 CT scans, per-
taining to 80% of the total data cohort, were utilized for model training,
24 CT scans (10%) were used for model validation and the remaining 24
CT scans (10%) were used for hold-out testing. The average image re-
solution of the scans was × ×1 mm 1 mm 2.5 mm. These 3D CT scans
were auto-cropped around the lungs in the superior-inferior as well as
the anterior-posterior directions to extract the volume of interest
around the heart substructures. 2D axial slices for each patient image
volume were resized to ×512 512 to achieve size harmonization for the
dataset and were then normalized between 0 to 255 resulting in a total
of 10,284 training images. No spatial resampling was performed in
order to mitigate any image and contour interpolation bias. All images
were similarly preprocessed for training, validation and subsequent
model testing.

During network training, expert labels along with the input training
images were used as model input, which were similarly preprocessed
and then used to train the DLS model. An additional dataset of 25 RT
planning thoracic CT scans, for which no expert contours were avail-
able, was used for qualitative evaluation by a radiation oncologist to
rate the auto-generated contour acceptability for clinical use.

2.2. Network architecture

A schematic overview of our data training and inference approach is
presented in Fig. 1. 2D image slices of the CT scans cropped around the
lungs were resized to ×512 512 and normalized as part of the pre-
processing step. This image was then passed on to the network for
multi-label prediction of all pixels as either being part of the image
background or as one of the structure target segmentations. All images
corresponding to a CT scan were segmented using the network and the
output segmentation labels were stacked together to generate a 3D
segmentation.

Our approach leveraged the deep neural network architecture of
[17]. The Deeplab encoder-decoder network architecture with atrous
separable convolutions consists of spatial pyramid pooling that encodes
multi-scale contextual information to capture spatial anatomical in-
formation of contiguous structures. Dense feature maps extracted in the

Fig. 1. Schematic overview of the proposed deep learning multi-label segmentation scheme. The network is trained on 2D CT images that are auto-cropped around
the lung region of interest, augmented and batch normalized for dense voxel-wise label prediction.
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last encoder network path consisted of detailed semantic information.
The decoder network was able to robustly recover structure boundaries
through bi-linear upsampling at a factor of 4 while applying atrous
convolutions to reduce features before semantic labeling. The network
input data was augmented per batch and consisted of random cropping,
random horizontal and vertical flipping and rotation by ten degrees.
The resulting automated-segmented 2D axial images were stacked back
together to generate 3D segmentations without further post-pro-
cessing.We trained the network using ResNet-101[18] as the encoder
network backbone with learning rate = 0.01 using “policy” learning
rate scheduler [19], crop size= ×513 513, batch size = 8, loss = cross-
entropy, output stride = 16 for 50 epochs for dense label prediction.
Our approach has been implemented using the Pytorch DL framework,
with training, validation and testing performed using a Nvidia GeForce
GTX 1080Ti GPU.

We also investigated the performance of various network loss
functions and their influence on correct multi-label prediction. We
trained our network with various segmentation losses on the same ar-
chitecture backbone to account for varying structure sizes and class
imbalance during training and determine the efficacy of modifying
label prediction probabilities during back propagation for multi-label
segmentation. The validation dataset was utilized to finetune hy-
perparameters, evaluate the training loss after every epoch for each
model, and consequently evaluate the model steady state where a
minimal validation loss was achieved for optimal model selection for
each investigated loss function. The network was trained using cross
entropy (CE), Multi-class Dice Loss (M-DSC), Generalized Dice Loss (G-
DSC) [20] and a weighted combination of (0.5 M-DSC + 0.5CE). Cross
entropy loss can be described as

=L p t x( ; ) log ( | ; ),
x

i i
(1)

where X denotes the input images, p t x( | ; )i i is the pixel probability of
the target class xi that is being predicted with network parameters
.
The Dice Similarity Coefficient (DSC) compares the pixel-wise

overlap between the ground truth segmentation against the predicted
segmentation labels, and has been widely used as a loss function during
network training. The G-DSC loss is the average DSC loss for all target
segmentation classes for each image averaged across a training batch,
and can be calculated as
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where s is the ground truth, p is predicted output of the network and
n N is the number of pixels.The G-DSC loss optimizes the probability
of achieving maximal surface overlap between the expert versus pre-
dicted labels averaged across all structure segmentations. However, the
DSC score is biased towards large structures by definition as it accounts
for the total pixel overlap between the ground truth and target seg-
mentations. Therefore, multi-class DSC Loss is introduced in order to
reduce target class imbalance for smaller structures during training by
individually calculating the DSC for each target class within an image,
and then averaging over all target classes for each training image within
a batch during each iteration. M-DSC loss is thus calculated as
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where k K is the number of target classes corresponding to the
number of structure labels being predicted by the model. The final
implemented loss function is a sum of the multi-class DSC loss and the
cross-entropy loss to determine whether equally combining both the
pixel-level classification accuracy along with surface segmentation
quality would result in improved label prediction. This combined loss is
calculated as

= ++L L L0.5 0.5M DSC CE M DSC CE(0.5 0.5 ) ( ) ( ) (4)

A model for segmenting the non-overlapping eight structures en-
compassing the vessels and the chambers was initially trained using
different loss functions to compare and select the best model perfor-
mance. The superior performing network model was then used for
segmenting all twelve structures. Additional models were separately
trained for the overlapping structures, resulting in a total of five models
that segment all twelve cardio-pulmonary structures.

2.3. Model evaluation

We quantitatively evaluated the auto-generated DLS contours of 24
patients against expert delineations using two sets of metrics: by com-
paring the geometric evaluation metrics of the two contours and by
calculating the difference between the dose-volume histograms
(DVHs).A radiation oncologist qualitatively evaluated the DLS contours
of an additional 25 CT scans, for which no expert contours were
available, to determine the number of slices in need of adjustments for
each of the non-overlapping substructures.

The quantitative evaluation of the segmentation accuracy of the DLS
contours against expert contours consisted of the DSC and the 95th
Percentile Hausdorff Distance (HD95 (mm)). The DSC ranges from 0 to
1 and captures the overlap between two contours A and B. The HD95 is
the 95th percentile of the measure of the largest surface distance be-
tween the contours being compared. A higher DSC and a lower HD95
value indicates higher contour agreement and, thus, higher segmenta-
tion accuracy.

Further, we extracted eight DVH metrics for the auto-generated DLS
and the expert labeled contours pertaining to six structures that were
found to be associated with high likelihood of heart toxicity after ra-
diation therapy [21]. These metrics were minimum or average dose-
volumes received by the atria, the left atrium, the pericardium, the SVC
and the ventricles. In addition, the relative percentage volume pro-
portion receiving dosage greater than and equal to the specified dosage
was compared between the two sets of contours for the heart and the
left atrium. We compared the DVH values using the Wilcoxon signed-
rank test to determine any statistically significant difference between
the two sets of metrics (significance level set at the five percent level).

3. Results

Fig. 2. (a) compares the DSC evaluation metric for multi-label sub-
structure segmentations between the four implemented network training
losses. The largest performance difference was observed for the long tub-
ular structures, such as the aorta (0.81 (G-DSC + CE) DSC 0.93 (CE))
and the IVC (0.67 (G-DSC) DSC 0.81 (CE)). However, all implemented
losses performed well for the larger chamber structures, with the highest
segmentation agreement achieved for the LV where image motion artifacts
were least present within the chambers during image acquisition.

Fig. 2. (b) displays the DSC Score results for the 24 hold-out test CT
images for all 12 substructures segmented using the CE loss. The highest
segmentation accuracy was observed for the heart (median DSC
= 0.96, median HD95 = 3.5 mm), while the remaining structures
achieved median accuracy between (0.81 DSC 0.94) and (6.0 mm
HD95 3.0 mm), with the lowest HD95 surface distance accuracy
observed for the Aorta (Supplementary Fig. S1). Fig. 3 displays the
contour results comparing the DLS contours against expert contours for
two randomly selected patients, with the worst performing segmenta-
tion results presented in supplementary figure S2.

No statistically significant difference was discovered between any of
the calculated DVH metrics (Fig. 4) for all investigated structures
( p value0.69 - 0.98), demonstrating high similarity between the ex-
tracted dosimetric values for the two sets of contours.

Overall, the presented model reduced substructure segmentation
time from about one hour of manual contouring to approximately ten
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seconds per patient. Further qualitative contour scoring criteria and
comparison for an additional patient cohort of 25 CT scans are pre-
sented in the Supplementary Table S1 and Figure S3 respectively. A

radiation oncology expert concluded that overall 85% of the auto-
generated contours were acceptable for clinical use without requiring
any adjustments.

Fig. 2. (a) Multi-label segmentation comparison of eight cardio-pulmonary substructures between various network training loss configurations for 24 thoracic CT
patients using the DSC evaluation metric. All training losses were implemented using the same network architecture and hyperparameters. (b) Dice Similarity
Coefficient (DSC) Score results comparing the auto-generated DLS contours against expert contours for 12 cardio-pulmonary substructures using the CE network loss.
LA: Left Atrium, LV: Left Ventricle, RA: Right Atrium, RV: Right Ventricle, IVC: Inferior Vena Cava, SVC: Superior Vena Cava, PA: Pulmonary Artery.

Fig. 3. Comparison of the auto-generated DLS contours (depicted in blue) against the expert delineations (depicted in green) for two patients (a) and (b) in axial,
sagittal and coronal plane views. The Aorta, PA and SVC are visible in Axial Slice 1, whereas the four chambers: LA, LV, RA and RV, and the Aorta are visible in Axial
Slice 2. A: Aorta, PA: Pulmonary Artery, SVC: Superior Vena Cava, LA: Left Atrium, LV: Left Ventricle, RA: Right Atrium, RV: Right Ventricle. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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4. Discussion

Findings of the RTOG 0617 study highlighted the risk of radiation-
induced heart toxicity for patients treated with radiation therapy for
lung cancer. This signifies that irradiation to the heart should be a
critical factor during radiation therapy treatment. This study introduces
a robust automatic segmentation method for auto-contouring of cardiac
substructures to facilitate further clinical outcomes analysis.

The non-overlapping substructures were more challenging to auto-
segment due to the smaller volume of interest versus the overlapping
structures. In addition, low anatomical-boundary contrast as well po-
tential image artifacts introduced during image acquisition due to cal-
cification were also present. Our experiments demonstrated that pixel-
wise target class loss calculation using CE resulted in equal or superior
multi-label segmentation predictions for all structures when compared
against M-DSC, G-DSC and a weighted combination of (0.5CE + 0.5G-
DSC). Fig. 2. (a) results demonstrate that the significant improvement
in accuracy for the aorta and the long tubular structures justified se-
lection of the CE loss function as optimal model selection. This may be
because the DSC evaluation metric penalizes smaller volumetric struc-
tures during network training, which is mitigated by using the struc-
ture-specific M-DSC training loss. Geometric quantitative results using
the CE loss function showed high agreement between the automatically
generated and expert contours, with higher agreement for larger
structures, such as the heart, the pericardium and the chambers. Our
results are comparable to, or better than, the state-of-the-art deep
learning[22,23] and multi-atlas [24,25] segmentation methods. Dormer
et al. [23] (avg. DSC 0.87) used only 10 CT images to train a 3D
model, which is insufficient to capture image heterogeneity with fide-
lity. The framework presented in [22] required paired registered non-
contrast CT and MRI cardiac images (avg. DSC 0.88 for all chambers/
vessels), whereas the multi-atlas methods required large patient-to-atlas
registration time and were dependent on the similarity of the selected
atlases.

Automatic deep learning segmentation methods are sensitive to
domain adaptation and are dependent on the variability introduced
within the training dataset. On the other hand, our qualitative contour
analysis highlighted flexibility within acceptable segmentations of the
heart due to the presence of motion artifacts in the CT images, due to
which, sometimes the auto-generated contours were more accurate
than the manual delineations. According to clinical contour guidelines,
the IVC should not be contoured 0.6 mm below the last contoured
image slice of the heart in the axial plane. However, due to lack of input
constraints during initial network training, our model continued to

segment the IVC because of the presence of the substructure edges
beyond the heart contour. Additionally, although no contour dis-
continuity was reported during qualitative evaluation, the model did
not incorporate any contour continuity constraints during training and
inference. Moreover, these auto-generated contours have not yet been
validated and approved for clinical use. This highlighted the con-
sideration towards additional requirements during network training
and evaluation for generating clinically acceptable auto-segmentations.

Geometric agreement between auto-generated and manual contours
is not easily translatable to clinical applicability. Therefore, we com-
pared DVH metrics between the two sets of contours to determine
whether small changes in structure volume produces any significant
changes in the median DVH for larger structures such as the heart and
the encompassing chambers as well as the maximum dose to the larger
vessel SVC [6,26]. The DVH quantitative results showed no statistical
significance between the automatically generated and manual contours
(p-value 0.69 for all structure doses), demonstrating the efficacy of
the auto-generated contours for use in heart toxicity outcomes analysis.
We have applied our approach to auto-segment an additional 283
treatment planning CT scans to study heart toxicity outcomes for
thoracic cancer in an effort towards improving radiotherapy treatment
outcomes.

In conclusion, we have proposed a model for auto-segmentation of
cardio-pulmonary substructures from contrast and non-contrast en-
hanced CT images. The proposed model reduced substructure seg-
mentation time for a new patient from about one hour of manual seg-
mentation to approximately ten seconds. We tested our approach by
comparing resulting contours against expert delineation. The developed
cardio-pulmonary segmentation models have being integrated into
deep learning tools within the open-source CERR [27] platform.
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Fig. 4. Dose volume histogram (DVH) comparison between expert contours and automated DLS contours for heart substructures receiving (a) Dose to the hottest
percentage volume (Gy), and (b) Percentage volume receiving greater than and equal to the specified dose (% volume). Statistical comparison between the metrics
was performed using the Wilcoxon signed rank-sum test. DX% = Minimum dose to the hottest X% volume. MOHX = Average dose of the hottest X% volume. VX
= relative volume proportion receiving dosage = X Gy. Peri: Pericardium, svc: Superior Vena Cava.
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Appendix A. Supplementary data

Supplementary data associated with this article can be found, in the
online version, athttps://doi.org/10.1016/j.phro.2020.05.009.
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