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Abstract

Peer review is a process used in the selection of manuscripts for journal publication and
proposals for research grant funding. Though widely used, peer review is not without flaws
and critics. Performing large-scale experiments to evaluate and test correctives and alterna-
tives is difficult, if not impossible. Thus, many researchers have turned to simulation stud-
ies to overcome these difficulties. In the last 10 years this field of research has grown sig-
nificantly but with only limited attempts to integrate disparate models or build on previous
work. Thus, the resulting body of literature consists of a large variety of models, hinging
on incompatible assumptions, which have not been compared, and whose predictions have
rarely been empirically tested. This scoping review is an attempt to understand the current
state of simulation studies of peer review. Based on 46 articles identified through literature
searching, we develop a proposed taxonomy of model features that include model type (e.g.
formal models vs. ABMs or other) and the type of modeled peer review system (e.g. peer
review in grants vs. in journals or other). We classify the models by their features (includ-
ing some core assumptions) to help distinguish between the modeling approaches. Finally,
we summarize the models’ findings around six general themes: decision-making, matching
submissions/reviewers, editorial strategies; reviewer behaviors, comparisons of alternative
peer review systems, and the identification and addressing of biases. We conclude with
some open challenges and promising avenues for future modeling work.
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Introduction

Peer review is a process used in the selection of manuscripts for journal publication and
proposals for grant funding. It is tightly linked to the allocation of scarce resources so that
those resources can be deployed to maximally foster innovation and scientific progress.
Nevertheless, peer review is not a process without flaws and limitations. Researchers have
identified issues related to its fairness and transparency, including conservatism and risk-
taking, gender and other bias, as well as predictability, reliability, and validity issues (see,
for example, Bornmann 2011; Lee et al. 2013). The importance of peer review and the
awareness of its flaws have sparked scientific interest in finding the causes of (and remedies
for) these issues.

Some researchers have turned to formal modeling and computer simulations to study
peer review, as these methods can partially overcome the limited availability of data on
internal processes at journals or funding agencies while supporting counter-factual, experi-
mental analysis of artificial scenarios (see e.g. Squazzoni and Takacs 2011). Such analyses
can help test a diversity of peer review systems (real and hypothetical) while accounting
for their complexity, the importance of human factors, and the high costs of interventions.

Formal models of peer review have existed since the end of the sixties (see e.g. Stinch-
combe and Ofshe 1969). In the last 10 years this field of research has grown significantly
but with only limited attempts to integrate disparate models or build on previous work.
Thus, the resulting body of literature consists of a large variety of models, hinging on
incompatible definitions, which have not been compared, and whose predictions have
rarely been empirically tested.

This scoping review is an attempt to address the fragmentation in simulation studies of
peer review. We do so by (1) finding existing simulation models via scoping from the two
most comprehensive publication databases, Web of Science (WoS) and Scopus, as well
as reference chaining; (2) reconstructing a taxonomy of the existing simulation models;
and (3) providing an overview of the research questions that were investigated thus far and
summarizing the models’ predictions. Our final goal is to illustrate the state of the art of
simulation studies of peer review and to identify existing knowledge gaps to guide future
research.

In the next sections, we will describe the advantages of formal modeling and simulation
as methods to study peer review. We introduce the PRISMA-ScR protocol (Tricco et al.
2018) that we followed to perform the scoping review. We categorize the existing models
based on their type, core assumptions, and research questions investigated. In doing so,
we summarize the main findings from the literature, which shed light on possible ways to
improve peer review. We will conclude with a discussion of the open research questions for
future modeling work.

Reviewing peer-review

Peer review is a process mainly intended to ratify the quality and validity of research. The
process is largely used, for example, in reviewing manuscripts and selecting grant pro-
posals. Generally speaking, the manuscript peer review process aims to identify the best
manuscripts for publication, based on a number of evaluation criteria which include the
originality of the work, appropriateness of methods, support for the reached conclusions
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and overall impact, as well as the fit to the focus and readership of the journal. Construc-
tive peer review enables the authors to improve the clarity and quality of a manuscript
by guiding the authors through a revision of their manuscript. Essentially, publications
are expected to advance knowledge in a field and peer reviewers are gatekeepers of their
respective knowledge fields. The guidelines and procedures vary depending on the publish-
ers, journals, and editorial policies and practices.

Peer review in grant applications is in many ways different from review of manuscripts.
For one, peer review in grant applications is more targeted at filtering out the worst fund-
ing applications and selecting those that are the most promising (as opposed to improv-
ing the proposals, though that is likely to happen indirectly when applicants revise their
applications based on feedback). Second, reviewers may not necessarily have expertise in
the specific topic of the proposal but instead may be drawn from the larger research area.
Third, there is a limited timeframe for reviewers to make decisions about the distribution of
grants; this time period is usually much shorter than manuscript reviews, which can occa-
sionally take several years. And fourth, funding decisions can be based on criteria other
than ‘scientific excellence’, such as the budget requested, feasibility of work plans, and
strategic priorities of funding agencies. These factors/affordances/variables and the interac-
tions between them are more complex than manuscript reviews (see, for example, Fogel-
holm et al. 2012; Lamont 2010; Langfeldt 2001, 2004).

Many studies have shown that peer review is not without issues and controversies. For
example, research has found that inter-reviewer reliability in reviews is often not consist-
ent (Fogelholm et al. 2012; Graves et al. 2011; Marsh et al. 2008). Low and inconsist-
ent reliability is detrimental to the fairness, equity, transparency, and trustworthiness of
peer review. There are also issues pertaining to conservatism, which prohibits potentially
groundbreaking, novel, and innovative projects from being pursued and hence impedes sci-
entific and technological process (Luukkonen 2012). Relatedly, peer review is shown to
be affected by various kinds of biases, including, but not limited to, career stage, gender,
language, nationality, and so on (see, for example, BioMed Central 2017; Lee et al. 2013;
Marsh et al. 2008.

Why is simulation modeling useful to address some of these problems?

The assumption underlying many studies of peer review is that we can use evidence-based
methods to alleviate or solve the problems of peer review. However, studying these prob-
lems and devising solutions is not an easy task. Four factors in particular make this line of
research difficult and show the advantages of simulation modeling methods. These factors
are the diversity of peer review systems, their complexity, the various difficulties of access-
ing empirical data, and the high costs of developing and testing actual interventions.

Diversity

Peer review systems vary across context; for example, peer review in academic journals is
implemented differently from peer review in research grants. It varies across disciplines: to
give some examples, consider how careers in the humanities are evaluated differently from
careers in STEM research. Evaluation criteria for peer review in conferences differ between
computer science and biology. Monetary incentives to journal reviewers may be found in
some fields of economics, but hardly so in other social sciences.
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Peer review systems also vary within disciplines: for example, peer review may be dou-
ble blind in a journal, and single blind in a different journal within the same field. Lastly,
systems may also vary over time, as journals, funding agencies and conferences amend
their own implementation of peer review to reflect evolving needs. This diversity makes it
difficult for researchers to produce generalizable knowledge and to develop cost-effective
interventions that could benefit several peer review systems.

Formal and simulation modeling tends to be most useful when the diversity of the phe-
nomenon of interest is taken into account and we can explore the impact of different set-
ups and interactions within the modeled system. In this case, by modeling a general peer
review system, researchers can develop a minimalistic, abstract representation of a real-
world peer review instance. One way of doing this is to represent only the most fundamen-
tal aspects of peer review and by doing so create a simplified model of peer review which
is not necessarily context- or discipline-specific.

Complexity

Peer review systems hinge on non-linear interdependencies due to non-deterministic
repeated interactions between heterogeneous authors/applicants, referees, editors, panel
chairs and institutions. Because of these complexities, there are many facets of peer review
emerging as unpredictable and/or unintended consequences over time, given typical schol-
arly/scientific norms and individual preferences/actions. In this sense, it is entirely possible
that subtle changes in a peer review process, or in how individuals involved in it behave,
could lead to non-trivial outcomes which would probably have not been anticipated. Nor-
mally, such situations would pose a problem for other research methods, but simulation
methods and agent-based models have been developed specifically to facilitate answering
research questions related to the study of complex systems.

Lack of data

The difficulty of obtaining peer review-related data is often discussed by scholars who
study the topic (Lee and Moher 2017; Squazzoni et al. 2017). There are several reasons
why data are scarce. On the one hand, peer review is often blind (i.e. the identity of some
of the actors involved are not disclosed to some others), and the preservation of anonymity
is at odds with the disclosure of data for research. On the other hand, some journals, com-
mittees and funding agencies resist external scrutiny, possibly out of concerns related to
potential criticism about how peer-review has been enacted in a particular occasion.

With simulation modeling approaches, data scarcity is potentially less of a problem.
When some variables cannot be quantified with empirical data, these variables can still be
parameterized in a simulation model using plausible ranges of values.

Interventions are costly

Lastly, the study of peer review is made difficult by the challenge of developing and empiri-
cally testing interventions that contribute constructively to improving an actual peer review
process while minimizing or eliminating unintended consequences. With computer simu-
lation models we can explore the potential impact of interventions prior to any empirical
implementation. Modeling potential interventions in a controlled environment can thus be
a cost-effective tool to design, test, and fine-tune interventions.
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Method for the scoping review

We followed the Preferred Reporting Items for Systematic reviews and Meta-Analyses
extension for Scoping Reviews (PRISMA-ScR) guidelines (Tricco et al. 2018) as they con-
stitute an established framework for analysis of a body of literature.' This scoping review
encompasses all peer-reviewed publications that used computational modeling or simula-
tion to investigate peer review processes. We adopted eligibility criteria as broad as pos-
sible so that we could capture different approaches to simulation studies across disciplines
and different aspects (or types) of peer-review processes. Because this is the first literature
review on the subject, the date of publication was not considered among the eligibility cri-
teria. Our search strategies involved documents written in the English language only.

To identify the relevant sources, we followed three strategies: queries on two biblio-
graphical databases, integration with sources from our personal knowledge, and reference
chaining.

First, we queried two bibliographical databases, Web of Science (WoS) and Scopus. We
used several queries, searching for one that would yield the most relevant results and the
smallest proportion of irrelevant ones. Eventually we settled on a query for all indexed doc-
uments that have ever been published about “simulation” or “ABM” (or variants of those
terms), and containing “peer review” in the title. The “Appendix” provides the exact search
strings that we used and the complete list of references that we obtained.

The queries jointly yielded 68 unique references that were then screened by two mem-
bers of our research team by reading and examining all 68 titles and abstracts and judg-
ing their relevance to the subject of our review. The decisions of inclusion or exclusion
were first made independently by the two team members, and then crossed-checked for
inter-reviewer reliability. The two team members agreed on the exclusion of 27 documents
deemed irrelevant for this scoping review, and disagreed on 5 documents. These 5 cases
were individually discussed until a decision was reached. The resulting reference list con-
tained 36 unique documents.

In a second phase, we integrated these references with publications from our knowledge
that were not captured by the queries. This step added 9 papers to our reference list (at this
point, N=45).

Lastly, we selected 6 of the oldest and most cited papers from our set and examined the
papers that cited them to see if any were relevant to our analysis (a process often called
“reference chaining”; further details about this can be found in the “Appendix”). Through
this process we found an additional paper that was not already present in our reference list,
bringing the final reference list to 46 documents (of which 44 are simulation studies and 2
are position papers).

It is worth noting that several articles were published by some of the authors. To mini-
mize bias during the preparation of this scoping review we ensured that all documents were
evaluated by team members other than the document’s author(s).

! It is worth noting that PRISMA-ScR guidelines are tailored for scoping reviews with a registered review
protocol and recommend registration. However, a review protocol was not necessary in our case.
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Data charting

We categorized the resulting list of references through a process called “data charting”
in the PRISMA-ScR guidelines. A team member (who did not author any of the refer-
ences) examined all full texts and developed a charting form to guide the classification
of the sources. The charting form comprised a list of attributes that we deemed relevant
for organizing the literature. During the data charting, the charting form was iteratively
adjusted by merging some redundant or uninformative attributes or by adding new ones.
The inclusion of additional attributes allowed us to capture differences between models and
approaches that we were initially unaware of.

These attributes were generally aimed at classifying the references by the key features of
(and assumptions underlying) the models and by the main independent and dependent vari-
ables of interest. These attributes allowed us to distinguish among (1) the kinds of models,
(2) the kinds of modeled systems, (3) the prominent model features, and (4) the research
questions explored with these models. Besides classifying the references, grouping the
research questions (4) is also instrumental to the presentation of the main findings from
this literature.

We started by identifying the position papers. Then, for the remaining modeling papers,
we identified the type of model that was being studied (1). From the more general to the
more specific, we identified the formal models, the simulation models, and the agent-based
models. Lastly, we identified the main groups of models: sets of papers that systematically
advance our understanding of a simulation model by adding new features to previous ver-
sions of the model, or by studying the model in a different context.

A second attribute from the charting form was used to identify the modeled system (2).
We distinguished between models of journal peer review from models of peer review in
conferences, grants, careers, or research organizations. Then, we defined a set of attributes
to identify some prominent features of the models (3). For example, we identified the mod-
els that share some key assumptions (whose relevance we will discuss later):

e The assumption that submissions have an intrinsic, objective quality level, and that it is
the reviewers’ job to estimate that as accurately as possible with a review.

e The assumption that scholars have limited resources (e.g. time), and therefore face a
trade-off when deciding whether to invest their resources in reviewing other scholars’
work, or in preparing their own work for submission.

e The assumption that reviewers are independent from one another when performing
individual reviews.

We distinguished references based on the use of empirical data in their models: We first
identified the models where at least some parameters were calibrated using real-world data.
We then identified the validated models (i.e. those models whose theoretical predictions
were tested against empirical data).

Lastly, we were interested in the research questions that were answered in the literature
(4). Thus, we added dedicated items to our charting form that we used to classify the exist-
ing models by their research question(s) and to present their main findings. Most papers
belong to one or more of these classes of models comparing:

e different aggregation rules for reviewers’ scores;
e different editorial policies;
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different reviewer behaviors;

alternative peer-review systems;

alternative rules for matching reviewers and submissions to be reviewed;
models used to study the sources of bias in peer review (and which kind of bias).

Models of peer review

As noted above, the search queries returned a raw list of 51 items from Web of Science and
47 from Scopus. Once duplicates were eliminated, we had a unique list of 68 items. The
final list yielded 46 references for analysis set, 44 are modeling papers and 2 are position
papers. In this section we will review the 44 modeling papers following the structure of our
data charting.

Kinds of models

Several kinds of modeling approaches were represented in our set of modeling papers.
Most papers (26 cases) developed simulation experiments by means of agent-based
modeling (ABM). 15 cases adopted other kinds of stochastic models, such as evolution-
ary models or latent Markov models. Lastly, 3 papers developed formal models of peer
review that were studied analytically instead of numerically. Thus, ABMs appear to be
the preferred method for simulating a peer review system.

We identified two ABMs which were particularly influential and thus earned spe-
cial attention: Thurner and Hanel (2011) and Squazzoni and Gandelli (2012a, 2013).
After their publication, these two models sparked their own strands of research, as they
were further developed and studied in subsequent publications both by the authors and
also by other scholars. Both models were originally developed to study the potential
effects of different behavioral strategies that a journal reviewer could adopt. In both
cases results indicate that reviewer behaviors are highly consequential: they affect both
the efficacy of peer review (that is, how good the peer review system is at promoting the
best submissions and filtering out the worst), and its efficiency (that is, relating to the
amount of resources—e.g. time—their functioning requires).

Because several other papers built on these two models and inherited many of their
characteristics, for convenience we will refer to these two ABMs as the root models, and
the literature they sparked as their model group, akin to a phylogenetic tree, with branch-
ing structures. The existence of two model groups leads to a second general observation
we can make about the landscape of models of peer review: it is fragmented. We found
no instances of research where different existing models were combined, integrated, or
tested against one another. With the exception of the two root models, most peer review
models were not further developed after their first publication. This observation echoes
the conclusion by Grimaldo et al. (2018, 2018) about the state of the broader literature on
peer review, where fragmentation and lack of collaboration and/or knowledge sharing also
prevails.

Kinds of modeled systems

Most of the references in our set focused specifically on journal peer review (29 cases,
including the two root models). Much less studied are other types of peer review systems:
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grants (8 cases), conferences (4 cases), career evaluation (2 cases), and evaluation of
research institutions (1 case). Lastly, in 2 models peer review was defined so abstractly that
it could represents all of the above types of peer review systems. This demonstrates that the
systems of peer review other than peer review in journals are relatively understudied.

Prominent model features

In this paragraph we discuss the main features, or sets of assumptions, which help classify-
ing the existing models.

Intrinsic quality

First, we consider the assumption of what we call intrinsic quality. According to this
assumption, what is being evaluated in the peer review (be it a paper, a grant proposal, or
a CV) has an intrinsic, objectively quantified level of quality. This assumption is important
because it embodies a precise perspective on what peer review is for. That is, to assume
that submissions to a journal have an intrinsic quality implies that the role of the reviewer
is to estimate the intrinsic quality as accurately as possible. By contrast, not assuming any
intrinsic quality implies that the submission can only be evaluated subjectively: this means
that, when two reviewers widely disagree on the assessment of the submission, they still
may both be right.

Most of the models from our set (35 out of 44 modeling papers, including the two root
models) make the assumption of intrinsic quality, explicitly or not. They define that what is
being evaluated has an attribute, often named quality, expressed in one or more continuous
variables. The intrinsic quality is typically assigned randomly during the initialization of
the simulation. In these models, the reviewer’s assessment is calculated from the intrinsic
quality: the difference between the intrinsic quality and the reviewer’s assessment is deter-
mined by some degree of evaluation error or bias.

In models without this assumption, the reviewer’s assessment is either entirely random,
or based on other objective properties of what is being peer reviewed. For example, appli-
cants can be evaluated by their research experience, or paper submissions by the seniority
of the author.

Trade-off between resources for reviewing and preparing own submissions

Reviewers (for a journal or for a grant review panel) are usually scholars themselves. As
such, their own work is typically peer reviewed by other colleagues. Some models of peer
review need this dual-role of scholars to be explicitly modeled. Therefore, these models
assume a realistic choice model for scholars: scholars are endowed with a finite amount
of resources (e.g. time), and need to choose how much resources to invest in reviewing
other scholars’ work, and how much to invest in preparing their own submissions. Models
assuming this realistic choice model also assume that the quality of reviews and submis-
sions is function of the quantity of resources invested in them.

By contrast, models without this assumption abstract from the dual-role of scholars.
They propose a simpler implementation of a peer review system, where scholars (whose
work is to be peer reviewed) and reviewers are two distinct populations. The quality of a
submission or a review is either entirely random, or function of some other quantity (e.g.
the seniority of the scholar).
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The majority of the modeling papers in our set (30 out of 44) do not use this realistic
choice model for scholars. This feature is the key distinction between the two groups of
ABMs of peer review: whereas papers based on the root model by Squazzoni and Gandelli
(2012a, 2013) assume the realistic choice model, the ones based on Thurner and Hanel
(2011) do not.

Social influence

A manuscript, proposal or application and the information that comes with it are not the
only aspects guiding a reviewer’s assessments. This is because reviewers do not do their job
in complete isolation. In some peer review systems (such as review panels), the assessment
is produced collectively by the reviewers through discussion. During a review panel discus-
sion, different social processes are at play, which can determine and bias the final decision
on a particular proposal (Derrick 2018; van Arensbergen et al. 2014). Similarly, in other
peer review systems, reviewers come to a final assessment after having read other review-
ers’ assessment, or after having read the author’s response from a previous round of review.
In all of these instances, the reviewer’s final assessment results from influence dynamics,
where the initial assessment can be socially influenced by repeated, complex interactions
with other reviewers or with the authors, which give rise to non-linear dynamics.

The complexity inherent to social influence dynamics is an aspect of peer review, which
is absent in most of the modeling papers in our set (41 out of 44, including the root mod-
els). In these models, for the sake of simplicity, the reviewers are assumed to act indepen-
dently from their social environment, and their assessment is either randomly produced, or
solely based on the properties of what they are evaluating.

Only three papers modeled at least some aspects of complex social influence dynamics
in their models. Zhu et al. (2016), for instance, test the predicted effect of including two
phases in the peer review process: a reviewer discussion and the author’s feedback. The
reviewer discussion consists of reviewers adjusting their own score based on the scores
and confidence of all reviewers; the author feedback is the opportunity for authors to
improve the quality (and hopefully then the scores) of their submission. Lyon and Morreau
(2018) developed an ABM to study the wisdom of crowd effects in expert panels. In Flynn
and Moses (2012), social influence affects which papers will be reviewed by a reviewer:
whether (and how much) the reviewer agrees with other reviewers on the assessment of a
conference submission is consequential for which submissions to review next.

Empirical calibration and validation

Simulation models can make use of empirical data in two ways: in their calibration (when
model parameters are set to an empirically-observed value) and validation (when the model
predictions are empirically tested) (Hassan et al. 2010). Empirical calibration and valida-
tion of a model can be desirable for different reasons. On the one hand, calibration can
reduce the parameter space that needs to be explored and can tailor the model to the social
environment that is being studied. Validation, on the other hand, can provide insight into
the accuracy of the model’s predictions, and thus on the goodness of our understanding of
the modeled social process.

While the modeling community advocates for the use of empirical data in modeling
(Hedstrom and Manzo 2015), few of the modeling papers on peer review use any. Out of
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44 modeling papers, only 12 contained at least one empirically calibrated model parameter,
and only 6 compared at least some of the model’s predictions to empirical data.

Research questions

Here we group the 44 modeling papers by their main research questions, or aspect of peer
review that was investigated. We chose the aspects that were examined in several papers
and with different modeling methods or theoretical frameworks. All the following aspects
have one commonality: they often emerge as crucial in determining the efficacy and effi-
ciency of a peer review system.

The aggregation of reviewers’ assessments

Peer review typically relies on the reviews of two or more reviewers. In the review pro-
cess, the different reviews need to be synthesized into one single score, or one single deci-
sion (e.g. to accept or to reject): hence the need for a decision rule, or some other method
of aggregation of the assessments made by different reviewers into an atomic piece of
information.

Four of the modeling papers tested different ways to aggregate reviewers’ assessments.
Linton (2016) compares two aggregation rules: a standard averaging rule, where the final
decision is the mean of the scores from all reviews, and a rule based on the Black—Scholes
model (Black and Scholes 1973). The latter rule of aggregation predicts a higher accept-
ance rate for high-risk high-gain submissions (that is, submissions where the reviews are
in disagreement). Esarey (2017) ran numerical simulations to compare other aggregation
rules: acceptance upon unanimous approval by reviewers (including or excluding the edi-
tor’s opinion); acceptance upon approval by the majority of reviews (including or exclud-
ing the editor’s); unilateral editor decision based on the average review score; the effects of
a desk rejection phase prior to all of the above aggregation rules. For all the above rules,
the main finding is that the editor’s role and random noise are the main factors in determin-
ing the outcome of the selection process.

Righi and Takécs (2017) build on the root model by Squazzoni and Gandelli (2012a,
2013). They study the alternatives that the editor of a journal has available when the
reviewers disagree on a manuscript submission. Specifically, the editor can either reject
the paper, accept the paper, or follow the advice of one of the reviewers. In the latter case,
the editor can choose to what degree a reviewer’s reputation matters when choosing which
reviewer to trust. The model shows that reviewer reputation does not contribute to better
quality reviews or submissions. Surprisingly, the acceptance of controversial submissions
is predicted to indirectly improve the quality of submissions: by inducing an oversupply of
publishable manuscripts, this aggregation rule forces the editor to rely on the author’s repu-
tation in order to make a decision which, in turn, incentivizes the authors to improve their
reputation by investing more in submitting good quality manuscripts.

Lyon and Morreau (2018) are concerned with the composition of reviews committees,
groups of reviewers who grade documents using scores and grades. Reviewers may have
a different understanding (or interpretation) of scores and grades, and simulations predict
that diversity in reviewers’ interpretations can foster the accuracy of the aggregated score.
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Allocation of submissions to reviewers

In a peer review process, a key step is the selection of experts to be invited to act as review-
ers. In some peer review systems, the approach is top-down: there is a person or persons
(e.g. program officer, conference chair, journal editor etc.) who oversees finding and invit-
ing a suitable potential reviewer for each given submission or proposal. In some other cases
(e.g. some conferences) there is a bidding system. In bidding systems, a pool of potential
reviewers is invited to choose among (‘bid on’) the submissions available for review, and
a procedure is put in place to match submissions and reviewers based on the reviewers’
expertise and preferences.

Both the top-down and the bidding approach can be implemented in various ways. This
raises the question: which approach has the most desirable outcome and under what cir-
cumstances? Some papers in our set have used simulations to answer this question.

Top-down allocation rules In most of the models where the allocation is explicitly mod-
eled, it is assumed to be random: scientists have a uniform probability to be selected as
reviewers by journal editors or program officers (D’Andrea and O’Dwyer 2017; Grimaldo
and Paolucci 2013; Roebber and Schultz 2011; Squazzoni et al. 2012a, 2012c¢, 2013). How-
ever, two papers examine alternative rules of allocation. For instance, Cook et al. (2005)
test the efficacy of alternative heuristics for matching reviewers and submissions in a case:
when reviewers are asked to supply their assessment in the form of an (ordinal) rank of
submissions.

Cabota et al. compare different allocation rules based on the reputation (or skill level)
of authors and reviewers (Cabota et al. 2014b). In their alternative scenarios, submissions
are sent out for review to reviewers with the same reputation as the authors, to review-
ers with a lower reputation, or with a higher reputation— a control treatment is examined,
where reviewers are chosen randomly. The outcome variables capture the efficacy of the
peer review process, its efficiency, and the inequality in the distribution of resources across
scholars. Results suggest that the stronger difference between the allocation rules emerges
when reviewers are systematically biased against authors with a better reputation than their
own: in this case, choosing reviewers with a reputation higher than the author’s produces
less biased reviews and thus improves the efficacy of peer review.

Allocation by bidding Two papers focus on bidding systems. Allesina (2012) proposes
an allocation system for peer review in journals which is based on a public repository of
manuscripts. Authors who want to submit their own work to the public repository first have
to review three other submissions of their choice. After a submission is peer reviewed, jour-
nals compete to publish it. This innovative system, it is argued, can help address some of the
shortcomings of a traditional peer review system (with a top-down allocation rule).

Flynn and Moses (2012) focus on the choices available to a member of a program com-
mittee (PC) who needs to bid on the submissions that she intends to review. If the PC
member wants to review the best submissions, how can she identify them and make the
right bids? The authors argue how a solution to this question can be found in a search algo-
rithm, known in computer science as the ‘ant colony optimization’ algorithm (Dorigo et al.
2006).
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Role of the editor

In all peer review systems, there are individuals who have the final say on whether submis-
sions, proposals or applications are to be accepted or rejected. The role of these individuals
may be particularly crucial in a peer review process in two ways: through personal behav-
ior, or through policies specifically. Their personal attitudes can directly influence which
submissions to desk reject before the peer review process, and when to follow or disregard
the reviewers’ recommendation (editor behavior). These individuals can also enact policies
to change the peer review process. Examples are the selection of aggregation rules and
allocation rules (which we already discussed), or the selection of how many reviewers to
invite (see e.g. Kovanis et al. 2016).

The number of reviewers is one of the main manipulations in Bianchi and Squazzoni
(2015, based on the root model by Squazzoni and Gandelli 2012a, 2013). Here, increas-
ing the number of reviewers (n=1 through 3) is shown to improve the accuracy of the
peer review process, at the cost of increasing the amount of resources invested in the peer
review.

In the model by Zhu et al. (2016), it is the program chair of a conference who can enact
different policies. Various policies are explored: (a) the choice for a single blind vs. double
blind review process; (b) the choice to add the chair’s own evaluation of the submission to
the reviewers’; (c) to allow reviewers to be socially influenced by their peers via reviewer
discussion, and (d) to allow authors to improve their submission after author feedback. By
showing how all these four policies could impact the peer review process, Zhu et al. argue
that the editorial choices of the program chair are of paramount importance.

In a similar vein, Wang et al. (2016) and D’Andrea and O’Dwyer (2017) extend the root
model by Thurner and Hanel (2011) to include an array choices available to a journal edi-
tor (through modifying editorial policies and enacting decisions in their personal role). The
editor can affect the process structure by choosing an aggregation rule, an allocation rule,
and the number of reviewers to be involved in the process; she can consult a tiebreaking
referee, when the initial review are in disagreement; desk-reject blatantly low quality sub-
missions; blacklist selfish referees (referees who systematically reject submissions that they
perceive as competition); and/or allow authors to revise and resubmit their manuscript.

Mrowinski et al. (2016, 2017) show how an evolutionary algorithm can be used to opti-
mize editorial strategies by (1) minimizing the review time, and (2) keeping constant the
number of reviewers involved. The model takes as input two editorial choices: how many
reviewers to try to involve, and the target number of reviews. Then, based on the current
state of the review process, the model can inform the editor as to how many new potential
reviewers to invite, and when.

When inviting reviewers, the editor may also consider the larger review network (i.e.,
the network of which scholar reviews whose work). Waters et al. (2016) propose a model
to study how network properties affect the efficacy of the review process. Their preliminary
results identify the conditions under which clustering in the review network may have an
adverse effect on the efficacy of the review process.

Lastly, Roebber and Schultz (2011) study how authors can optimally respond to edito-
rial strategies. The model compares two strategies that scholars can follow when applying
for funding: striving for quantity (submitting many proposals) or quality (submitting fewer,
but of better quality). The model they develop allows to test which one is the most effec-
tive strategy depending on the editorial policy put in place by the funding program officer.
Specifically, the funding officer has three choices to make: how many reviewers to invite
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for review; whether to base a decision on the quality of the proposal, or on the reputation
of the applicant; whether or not to only fund proposal which received unanimously positive
reviews. Results show that in most cases applicants are better off prioritizing quantity over
quality in their proposal. There is only one case where prioritizing quality is the winning
strategy: when the editorial policy requires many reviews (i.e. >4) and the reviews must all
be positive.

Reviewer behavior

Reviewers are the core of any peer review system. It follows that reviewer behavior and
social influence play a vital role in the peer review process. Reviewers’ own attitudes and
biases can come into play when reviewing a submission. Following this line of thought,
Sigelman and Whicker (1987) study two dimensions of reviewers’ attitude: their severity
and conventionality. Severity refers to the tendency to give generally positive (or negative)
reviews; conventionality is the tendency to be harsher towards highly innovative submis-
sions. Severity and conventionality show no effect on the effectiveness of the peer review
process—a non-result that, the authors stress, may not be robust given a different param-
eterization of the two variables (Sigelman and Whicker 1987: 506).

The root model by Thurner and Hanel (2011) examines the effects of different reviewer
strategies on the efficacy of peer review; some of these effects are examined in subse-
quent research (e.g. Wang et al. 2016), in some cases with adjustments (e.g. D’Andrea and
O’Dwyer 2017). In particular, reviewers are considered accurate if they can correctly dif-
ferentiate between good and bad quality submissions; inaccurate when their assessment is
given at random; selfish if they adopt the strategic behavior of rejecting contributions of a
higher quality than their own work while being accurate otherwise; altruist if they accept
all contributions; and misanthropist if they reject all. Simulations consistently show that
inaccurate or selfish reviewers are especially detrimental to the peer review process, as they
lower the average quality of the published papers. Paolucci and Grimaldo (2014) replicate
this finding and identify simulation conditions under which selfish reviewers are less detri-
mental, or even slightly beneficial.

The root model by Squazzoni and Gandelli (2012a, 2013) and some follow-up papers
(Bianchi and Squazzoni 2015; Cabota et al. 2013, 2014a, b) also test scenarios with vary-
ing degrees of reviewer accuracy. A control treatment where reviewers of manuscripts give
accurate reviews is compared to (1) treatments where reviewers have an increasing prob-
ability of giving inaccurate reviews, (2) a treatment where reviewers are only accurate if
their own manuscript was accepted (in Bianchi and Squazzoni 2015), and (3) a treatment
with some conformist reviewers (i.e., reviewers who imitate other reviewers) (Cabota et al.
2014a). These results show that, compared to the control treatment, such reviewer strate-
gies can negatively affect both the efficacy and efficiency of peer review.

In a study looking at grant applications, Roebber and Schultz (2011) manipulate the
proportion of reviewers who give an accurate vs. inaccurate (or ‘hasty’) review. Their
results show that, under some conditions, inaccurate reviewers can also have a beneficial
effect: they can reward applicants who apply less often, but with higher quality proposals.

Lastly, Sobkowicz (2015, 2017) proposes a simulation model of a scientific community
where scholars compete for grants. The model highlights the role of reviewers’ tendency to
favor proposals submitted by their close collaborators (hereafter: in-group favoritism), or to
switch to more promising scientific domains. In-group favoritism in particular, even if not
very prevalent, is predicted to distort the selection process through peer review.
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Peer review systems

Many modeling papers in our set focus on peer review systems as a whole. For instance,
Tan et al. (2018) focus on how a journal peer review system reacts to an external shock,
such as an increase in the number of received submissions. Their model shows that the
number of submissions positively correlates with journal quality, but only up until a critical
saturation level. Beyond this level, more submissions result in lower journal quality.

Fang (2011) models a different kind of exogenous constraint on peer review: over-com-
petition induced by scarcity of funding. This simulation model shows that over-competition
in science can, alone, trigger a cascade where some scientific fields go extinct while a few
dominant ones become monopolistic. This dynamic would not be driven by the scientific
quality of the fields, nor by the goodness of the research, but solely by the self-reinforcing
dynamics in the reproduction of scientists and scientific fields.

Other papers align and compare different existing peer review systems. They do so by
simulating the alternative systems under the same conditions, and then measuring and
comparing their efficacy and efficiency (Dignum and Dignum 2015; Zhou et al. 2016).
These simulation models show how different journal peer review systems (i.e. single blind,
double blind, open peer review or glance review) differ in terms of their efficacy. A more
complete and recent comparison between journal peer review systems (Kovanis et al. 2016;
Kovanis et al. 2017) found that while most systems are shown to outperform a conven-
tional peer review system in at least some ways, cascade peer review emerges as the best
compromise.

Furthermore, scholars have used simulation models to benchmark and develop new
variants of existing peer review systems, or new systems altogether. Abramo et al. (2011),
for instance, focus on national research assessments whereby a national agency use peer
review to obtain a ranking of researchers or research institutions based on their research
quality or productivity. Using empirical data from the Italian national assessment, the
authors show that a ranking process constructed with bibliometric indicators can outper-
form (and be cheaper than) the traditional process based on peer review.

Grimaldo and co-authors developed two changes to a standard peer review system:
reviewer accountability, also called ‘disagreement control’ (Grimaldo and Paolucci 2012,
2013; Grimaldo et al. 2012), and a reputation system (Grimaldo et al. 2018b). The idea of
reviewer accountability hinges on the notion that repeated disagreement between reviewers
may be a signal of poor reviews, or of selfish reviewer behavior. Thus, reviewer account-
ability can be implemented in traditional peer review systems (e.g. in a conference of for
a journal) by banning low-quality reviewers; in other words, reviewers who consistently
disagree with other reviewers are blacklisted and prevented from reviewing again for the
same outlet. The second alternative, the reputation system, is explored as a viable alterna-
tive to peer review. Here, author reputation and peer review can both be used as means to
filter out manuscripts which are unworthy of publication and to identify the ones which
are worthy. By means of an ABM, the authors show the conditions under which reviewer
accountability and reputation can be equally or even more effective and efficient than a tra-
ditional peer review system.
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Bias in peer review

Biases can lead to scientific outputs or proposals or careers succeeding or failing on
grounds unrelated to quality. For this reason, we can argue that biases are a systematic
impairment of the efficacy of a peer review process.

Some of the models of peer review focus specifically on bias. Some models try to
explain how biases come about, others explore the consequences of the actions of biased
individuals in the peer review process, and a few try to develop solutions.

(a) Where bias comes from Stinchcombe and Ofshe (1969), the oldest paper in our set,
attempt to explain the emergence of evaluation bias. With a simple numerical test of a
probabilistic model they show that two core conditions are enough to explain why nearly
half of publishable-quality journal submissions are in fact rejected during the peer review
process. The conditions are that (1) journals have a very low acceptance rate, and (2) review-
ers’ estimates of the quality of a manuscript are not perfect.

Evaluation bias is even stronger when reviewers are not only somewhat inaccurate, but
also biased. In a simulation study by Day (2015), the authors compare how acceptance rate
varies as function of the introduction of bias against some of the submissions. Even small
amounts of bias are shown to predict a large and significant detrimental effect on the suc-
cess rate of applicants who are discriminated against.

Bornmann et al. (2009) investigate the origins of gender bias in PhD and postdoc fel-
lowship applications. Expanding their previous modeling work (Bornmann et al. 2008), the
authors represent the peer review of fellowship applications with a hidden Markov model,
which allows to estimate the stability of the review scores through the different review
stages of the application process. Their results are twofold. On the one hand, the assess-
ment obtained during the first stage of review emerges as the most important predictor of
the success of an application, and in this stage, there appears to be no gender difference.
On the other hand, PhD applications show significant gender differences in the subsequent
stages, where male applicants are systematically evaluated more favorably.

(b) The consequences of biased individuals The model by Squazzoni and Gandelli shows
the potential consequences of reviewers’ bias against submissions from authors with a dif-
ferent status or productivity level (Squazzoni and Gandelli 2012b, c—based on the root
model by Squazzoni and Gandelli 2012a, 2013). This bias is shown to moderate the effect
of reviewer’s accuracy and ultimately impact the efficacy and efficiency of the peer review
process. Further work shows that evaluation bias is also affected by the interplay between
the number of reviewers and their accuracy (Bianchi and Squazzoni 2015).

Other authors study the consequences of biased editors and reviewers. Particularly
negative for the efficacy of peer review is the bias against highly innovative contributions,
modeled as a tendency to favor conventional work and to promote a reviewer’s favored top-
ics (Sigelman and Whicker 1987; Sobkowicz 2015). Similarly, Wang et al. (2016) explore
consequences of ingroup favoritism by editors and selfish behavior by reviewers.

(c) A possible remedy to biased reviewers Only three papers address potential remedies.
One proposed solution is to introduce a system of reviewer accountability: simulations sug-
gest that this can be achieved by banning reviewers who prove unreliable (Grimaldo and
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Paolucci 2012, 2013; Grimaldo et al. 2012). A second solution is proposed by Sobkow-
icz as a remedy to reviewers’ bias against highly innovative contributions, and consists in
appointing an additional reviewer for submissions which prove controversial among review-
ers (Sobkowicz 2015).

Summary and discussion

Our scoping review has focused on the relatively recent but growing body of research on
the use of simulation models in studying peer review. Although many other approaches
have been and continue to be used to explore the mechanisms and outcomes of peer review,
formal and computational modeling (and ABM in particular) offers some advantages. We
have argued how simulation models can cope with the diversity and complexity of peer
review systems and how they can be used to study peer review even when data are scarce
and empirically testing interventions is costly or impossible.

We have (1) proposed a taxonomy of existing simulation models of peer review and (2)
provided an overview of the findings from this literature branch.

The proposed taxonomy (1) was based on the main features of the models. These
include the model type (e.g. formal models vs. ABMs or other) and the type of modeled
peer review system (e.g. peer review in grants vs. in journals or other). We also classified
the models by a set of model features (including some core assumptions) that can help dis-
tinguish between modeling approaches.

We identified a large array of research questions that were investigated with simulation
models (2). The research questions can be aggregated into six general themes:

How to aggregate the assessments by different reviewers into a single decision;

How to best match submissions and reviewers (i.e. allocation rules);

The role of the editor and the potential consequences of editorial strategies;

Reviewer behavior and how different reviewing attitudes or strategies can impact peer
review,

Comparison of alternative peer review systems;

The origins, consequences, and solutions to various biases in peer review.

Gaps and open challenges
Fragmentation

The lack of collaboration and knowledge sharing in the broader literature on peer review
was already discussed in previous research (Grimaldo et al. 2018a). In our scoping review
we found research on peer review adopting simulation models to be just as fragmented. We
found only few instances of simulation models that were further used by other authors after
their first publication, and we found no attempts at comparing existing, alternative models.

Science relies on cumulative knowledge. Thus, the replication and expansion of previ-
ous research is an important target, and thus far this branch of research has largely missed
1t.
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Biases

Existing models have mainly explored evaluation bias—that is, random errors in iden-
tifying the best proposals. The causes and consequences of systematic biases, albeit
known to affect peer review (Lee et al. 2013), remain understudied or even unexplored
by simulation models (see e.g. gender, ethnicity, or confirmation biases).

Furthermore, existing simulation models have mainly focused on the consequences
of bias on the quality and good functioning of peer review. When the causes of bias
were under scrutiny, scholars have sought (and found) them in individuals, specifically
editors and reviewers. This has shifted the issue from the macro level (i.e. peer review
is biased) to the micro (i.e. reviewers are biased). Put simply, modeling work shows that
the reason why peer review can be biased is that individual reviewers and editors can be
biased themselves.

This conclusion leads to two lines of inquiry, currently unexplored. The first one con-
cerns other possible sources of bias: biased individuals may in fact not be the only source
of bias in peer review: there may be features of the peer review process which generate
institutional bias, too.

Secondly, we may argue that individual level bias is the result of a social process, too.
Thus, we may ask: where does individual bias in peer review come from? Can a peer
review system be designed in such a way that individual biases do not cascade into a biased
peer review process?

Social influence

Most of the models we examined assume that reviewers act independently and that their
reviews or assessment are static. However, this is not how peer review works: typically,
for reviewers, the assessment of a submission results not only from reading the submis-
sion, but also from repeated interactions with the authors, editors, or the other reviewers
throughout the review stages.

Scholars argue that these repeated interactions raise the possibility for reviewers to be
socially influenced in their assessment and that we need to address social influence aspects
if we want to fully understand peer review (Derrick 2018; van Arensbergen et al. 2014).
While several social influence processes that could affect a reviewer’s evaluation of a sub-
mission have been identified and formalized in simulation models (a review can be found
in Flache et al. 2017). very few simulation studies incorporated social influence aspects in
the model, and none have integrated simulation models of social influence and models of
peer review. Introducing social effects and attitude dynamics into simulation studies would
contribute to both our understanding of peer review and of social influence processes.

Empirical data

Empirical data are necessary for the calibration and validation of a model to accurately
simulate the intended peer review process and to test its predictions according to the
interventions that have resulted from the simulation model tests. Despite calls by schol-
ars for empirically calibrated and validated models (Hedstrém and Manzo 2015), and
despite developments in empirical studies of peer review (see e.g. Forscher et al. 2019),
few scholars in this field have pursued the empirical calibration and validation of their
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simulation models. As a result, the policy recommendations developed through simula-
tion methods were never actually implemented and so their effects were never empiri-
cally tested.

This gap may be due to the limitations of quantitative data such as inappropriate
and/or incomplete statistics, small or biased samples and, perhaps most noticeably to
the agent-based community, the lack of access to rich qualitative data in an appropriate
format to serve as input to design and implement these simulation models. Data on peer
review is often qualitative, such as the content of reviews, reviewer instructions, inter-
nal guidelines regulating the process, interviews with reviewers and editors, etc. The
adoption of qualitative data sources in a simulation study is potentially beneficial, but
at the same time potentially difficult. For example, reviewer guidelines can be used to
learn about, and thus formalize, a peer review process. Yet, to our knowledge, there are
no standard protocols or best practices to guide the formalization of a process based on
qualitative evidence such as reviewer guidelines. Similarly, there are no best practices
on how to handle possible discrepancies between different data sources (e.g. when inter-
viewees provide a description of a process which is in contrast with how the process is
described in internal guidelines). These difficulties could be partly the reason why no
modeler so far has attempted integrating diverse data sources, qualitative ones in par-
ticular. Tackling these issues presents interesting opportunities and potentially impor-
tant advancements in the field of modeling and simulation.

Conclusion

In this paper, we provide a structured review of the growing literature on the role of agent-
based modeling in the study of peer review, identify its contributions to the literature and
noting its gaps and opportunities for future work. Some of the following are open issues
for exploration without being exhaustive: the study of biases (gender, nationality, ethnicity,
and confirmation bias); cross-national studies (empirical data remains elusive and lack of
comparability of models hamper such studies); simulation modeling in grant review pro-
cesses; and the influence of open culture (open access publications, open peer review, and
open research data) on peer review. For instance, a recent study on five Elsevier journals
that recently shifted from confidential to open peer review did not find any robust nega-
tive effect of open peer review on the referee willingness to review, turnaround time, and
reviewer recommendations. However, only 8% of reviewers eventually agreed on sign-
ing their reports and revealing their identity and mostly only when the report was posi-
tive (Bravo et al. 2019). Understanding long-term implications of strategic motivations and
cooperation/collusion signals for the community in a simulation model without running
direct experiments with scientific journals, could help inform the design of peer review
systems such that biases and strategic use of this important gatekeeping function by anyone
can be minimized. In this paper we argue that there are many potential areas for designing
and implementing ABM, mixed methods, and collaboration for researchers/policymakers
interested in the outcomes of peer review.
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Appendix

These are the search strings that we used for the two search engines:

Web of Science (WoS)

TITLE: (“peer review”) AND TOPIC: (simulation OR “agent-based
model” OR “ABM” OR “individual-based model” OR “multi-agent
model” OR “multiagent model”)

Scopus

TITLE (“peer review”) AND TITLE-ABS-KEY (simulation OR
“agent-based model” OR “ABM” OR “individual-based model” OR
“multi-agent model” OR “multiagent model”)

The query was run on 5 December 2018—it returned 51 results on WoS, 47 on Scopus.
The following table shows the complete list of obtained references. Results from the two
queries were joined to show only unique results. The references that made past the screen-
ing phase were included in the scoping review and further marked as ‘relevant’.
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