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Selection trials are used to compare potentially active experimental treat-
ments without a control arm. While sample size calculation methods exist
for binary endpoints, no such methods are available for time-to-event end-
points, even though these are ubiquitous in clinical trials. Recent selection trials
have begun using progression-free survival as their primary endpoint, but have
dichotomized it at a specific time point for sample size calculation and analysis.
This changes the clinical question and may reduce power to detect a difference
between the arms. In this article, we develop the theory for sample size calcu-
lation in selection trials where the time-to-event endpoint is assumed to follow
an exponential or Weilbull distribution. We provide a free web application for
sample size calculation, as well as an R package, that researchers can use in the
design of their studies.
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1 INTRODUCTION

In selection trials two or more potentially active treatment options (eg, different dosage levels, schedules, or active com-
pounds) are compared in a randomized fashion. These trials are applicable when a standard of care does not exist, for
example in rare cancers.1 The selected option may become the standard of care or a backbone treatment with which
various combination strategies are explored in future clinical trials.

Selection trials have traditionally used a binary endpoint as primary outcome variable, such as objective response rate
(ORR) in oncology. However, time-to-event endpoints have recently been used in selection trials. For example, the FAME
trial2 in lung adenocarcinoma is currently comparing fast-mimicking diet and fast-mimicking diet plus metformin (in
addition to platinum-pemetrexed chemotherapy in both arms), using progression-free survival (PFS) as the primary end-
point. The NARLAL trial3 in locally advanced non-small cell lung cancer (NSCLC) compared two doses of radiotherapy,
60 Gy and 66 Gy, concomitant with a fixed dose of oral vinorelbine, using local progression-free survival at 9 months as
primary endpoint. The 66 Gy dose was selected given that it was associated with a 59% local progression-free survival at
9 months compared to 54% in the 60 Gy arm.

Selection trials often use a “pick-the-winner” decision rule. The treatment option that is chosen is simply the one
with the highest efficacy numerically.4 When selecting among competing options, efficacy may not be the only relevant
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F I G U R E 1 Conceptual overview of the three possible scenarios in a selection trial with a MPE where the primary endpoint is overall
survival. The squares correspond to the observed median survival times, and the whiskers correspond to the confidence intervals

factor, especially when the observed efficacy levels are very similar. To remedy this, the concept of a margin of practical
equivalence (MPE) in selection trials was first described by Sargent and Goldberg,5 and then more fully characterized by
Dehbi and Hackshaw.6 The margin determines the amount of additional efficacy that is required so that one of the options
can be selected on efficacy grounds alone (assuming that the toxicity profile remains acceptable, and that the observed
efficacy is satisfactory with respect to some external/historical minimum threshold). If the observed efficacy levels are
within the pre-specified MPE, then additional dimensions such as toxicity, quality of life, and cost are evaluated to make
the selection. This approach was followed by InterAAct,1 which was a study in squamous cell carcinoma of the anus that
compared the doublet combination of cisplatin and 5-fluorouracil (FU) with carboplatin and paclitaxel. The decision rule
was based on efficacy, and if efficacy was non-differential, toxicity and then quality of life would be examined. The results
did not show a marked difference in efficacy: ORR was 57% (95% confidence interval (CI), 39.4% to 73.7%) for cisplatin
plus FU vs 59% (95% CI, 42.1% to 74.4%) for carboplatin plus paclitaxel. However there were fewer adverse events with
carboplatin plus paclitaxel and an extended PFS and overall survival (OS) compared to cisplatin plus FU. For this reason
InterAAct recommended carboplatin plus paclitaxel as the chemotherapy backbone for this tumor type.

Figure 1 presents the three possible scenarios at the end of a selection trial with a MPE. At design-stage, the sample
size for selection trials can be determined by assuming that one of the treatment options (eg, one of the two dosage lev-
els, usually the higher dosage level) is superior to the other(s). A threshold is then defined, for example 80% or 90%, and
the sample size is numerically evaluated so that the chance of selecting the superior treatment is greater or equal to the
threshold. A sample size calculator for binary endpoints (eg, ORR or PFS dichotomized at a specific time point) was devel-
oped by Dehbi and Hackshaw,6 and is available online at https://hakdehbi.shinyapps.io/randomised_phase_2_margin_
equiv/. One of the advantages of ORR over a time-to-event endpoint, such as OS, is that ORR can be measured after a few
cycles of treatment. In contrast, depending on the tumor prognosis OS data may take years to mature. This being said, in
advanced and/or rare cancers where the prognosis is poor, median OS may be expressed in weeks or months. In this arti-
cle, we extend the methodology of our previous publication6 to time-to-event endpoints. The aim is to enable selection
trials having OS or PFS as their primary endpoint. More generally, survival is arguably among the most important out-
comes for cancer patients and their families. Given that ORR has not been established as a valid surrogate for OS,7-12 there
is a general tendency for early phase or selection trials in oncology to use time-to-event endpoints whenever logistically
feasible, as seen for example with FAME2 and NARLAL.3

The organization of the article is as follows. In Section 2, we develop the statistical theory of sample size calculation
for time-to-event endpoints in selection trials. In Section 3, we revisit the sample size calculation of the InterAAct trial, to

https://hakdehbi.shinyapps.io/randomised_phase_2_margin_equiv/
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show the difference in sample size if a time-to-event endpoint (OS) had been employed instead of ORR. We use this case
study to illustrate our web application, which can be used to calculate sample sizes for a variety of input parameters. In
Section 4, we introduce theR packagePracticalEquiDesign that we developed specifically for the design of selection
trials with time-to-event endpoints. We conclude the article with final remarks in Section 5.

2 METHODOLOGICAL DEVELOPMENTS FOR SAMPLE SIZE
CALCULATION

As depicted in Figure 1, for a comparison of two dosage levels, the trial may end in one of three possible states. From
the perspective of dose 2, these states may be described as superiority, practical equivalence, and inferiority (to dose 1),
respectively. Let psup, pequi, pinf denote the probabilities of these three states across hypothetical repetitions of the trial,
with psup + pequi + pinf = 1. Now suppose dose 2 is in fact more efficacious, and define 𝜋 as the probability that the more
efficacious dose is ultimately selected. This may occur in one of two ways:

1. At the end of the trial, the observed median for dose 2 may exceed that of dose 1 by more than the MPE, which occurs
with probability psup.

2. Alternatively, the observed medians may fall within the MPE, which occurs with probability pequi, and dose 2 may be
selected on the basis of other considerations, such as toxicity and quality of life.

Lacking detailed information on the probability that dose 2 will be selected if the state of practical equivalence is
reached, we apply the principle of indifference by supposing, for the sake of design, that dose 2 will be selected with
probability 0.5 under practical equivalence. We may therefore write 𝜋 = psup + 0.5pequi. In the following, given a MPE and
hypothesized medians for the two doses, we show how to determine the sample size needed to ensure 𝜋 exceeds some
threshold (eg, 80%) first under an exponential time-to-event model, then under a more-general Weibull model.

2.1 Sample size for randomized selection trials with exponentially distributed
time-to-event endpoint

We begin with the simplest case of no censoring, where for each participant the time-to reach the event of interest is
known. Consider a selection trial comparing two dosage levels, denoted as levels 1 and 2 for simplicity, and that the
survival times T are exponentially distributed, that is, T1 ∼ Exp (𝜆1) and T2 ∼ Exp (𝜆2), 𝜆i > 0, i = 1, 2, with exponential
density f (t) = 𝜆e−𝜆t

, t > 0.
Let us assume that 𝜆1 > 𝜆2, which implies that the mean and median survival time with dose 2 is greater than with

dose 1, that is, T1 = 1∕𝜆1 < T2 = 1∕𝜆2, and T̃1 = ln(2)∕𝜆1 < T̃2 = ln(2)∕𝜆2.
When there is no censoring the estimator ̂T of the mean survival time is unbiased. As the mean of a random sample of

size n of exponentially distributed observations with rate parameter 𝜆, ̂T follows a Gamma distribution whose parameters
depend on the sample size and the underlying rate: ̂T ∼ Gamma (shape = n, scale = 1

n𝜆
).

Considering the special case without MPE first, the question is then, for a given threshold Q what sample size is
needed to ensure that:

Pr ( ̂T1 <
̂T2) ≥ Q.

In this context, Pr ( ̂T1 <
̂T2) is psup.

Equivalently, one can consider:

Pr ( ̂T1 −
̂T2 < 0) ≥ Q,

to make use of the Gamma difference distribution (GDD).13 In a generic way the GDD is specified as follows. Let X1 and
X2 be two independent random Gamma variables such that X1 ∼ Gamma (𝛼1, 𝛽1) and X2 ∼ Gamma (𝛼2, 𝛽2), where 𝛼i > 0,
𝛽i > 0, i = 1, 2. The random variable X1 − X2 ∼ GDD (𝛼1, 𝛼2, 𝛽1, 𝛽2). With Γ(⋅) denoting the standard gamma function and
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the lower incomplete gamma function defined as:

𝛾(𝛼, y) =
∫

y

0
t𝛼−1e−t dt,

the cumulative distribution function F of the GDD (𝛼1, 𝛼2, 𝛽1, 𝛽2) is:

F(t) =
𝛽
𝛼2
2

Γ(𝛼1)Γ(𝛼2)∫

∞

max[0,−t]
x𝛼2−1e−𝛽2x

𝛾(𝛼1, 𝛽1(x + t)) dx (t ∈ R).

Under a 1:1 randomization of n patients to each of the two dosage levels in our selection trial, the parameters of
the GDD are 𝛼1 = 𝛼2 = n, 𝛽1 = (1∕𝜆1)∕n and 𝛽2 = (1∕𝜆2)∕n. Figure 2 displays the probability of observing a difference
in the mean survival time as a function of the sample size per arm and the hazard ratio (𝜆2∕𝜆1) under an exponential
time-to-event distribution without censoring.

If a MPE is used, the more efficacious treatment option is chosen in two distinct situations:

1. The observed difference between the observed mean survival time in the more efficacious dose level compared to the
other level is greater than the margin;

2. The most efficacious treatment is chosen in a situation of practical equivalence where we only have two options, which
has a probability of 50% assuming that the other considerations of interest (eg, toxicity, cost, QoL) are unrelated to
efficacy.

Define 𝜋n(MPE) as the probability of selecting the more efficacious treatment under sample size n and MPE
(eg, 3 months of survival). For the exponential distribution:

𝜋n(MPE) = Pr ( ̂T1 −
̂T2 < −MPE) + 0.5 × Pr (−MPE ≤ ̂T1 −

̂T2 < MPE). (1)

Here, Pr ( ̂T1 −
̂T2 < −MPE) is psup, the probability that the trial ends with dose 2 superior, and Pr (−MPE ≤ ̂T1 −

̂T2 <

MPE) is pequi, the probability that the trial ends in a state of practical equivalence. The sample size n necessary to ensure
𝜋n(MPE) exceeds some threshold Q is easily calculated by means of the GDD.

We now turn to the case of survival data with right censoring. Because of the presence of censoring, instead of observ-
ing all event times T1, … ,Tn, we observe (Ui, 𝛿i), i = 1, … ,n, where Ui = min(Ti,Ci), 𝛿i = I(Ti ≤ Ci) and Ci is the random

F I G U R E 2 Probability of selecting the more efficacious treatment as a function of the sample size and the hazard ratio (HR),
comparing dose 2 vs dose 1, when the data are exponentially distributed without censoring. For all five curves 𝜆1 = 0.1
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potential censoring time. We assume non-informative right censoring, that is, Ti⊥⊥Ci. Given that the (Ui, 𝛿i), i = 1, … ,n,
are i.i.d and exponentially distributed, the likelihood is:

L(𝜆) =
n∏

i=1
(𝜆e−𝜆ui)𝛿i(e−𝜆ui )1−𝛿i = 𝜆re−𝜆W

,

where r =
∑n

n=1𝛿i and W =
∑n

n=1ui. The first and second derivatives of the log-likelihood are 𝜕 ln L(𝜆)
𝜕𝜆

= r
𝜆

−W and
𝜕

2 ln L(𝜆)
𝜕

2
𝜆

= − r
𝜆

2 respectively. The observed information Î(𝜆), defined as the negative of the second derivative of the
log-likelihood, is r

𝜆
2 . Given that r is the number of uncensored observations, which follows a binomial distribution

with probability of non-censoring p, it follows that for a sample size of n, Î(𝜆) = np
𝜆

2 . Using the central limit theorem

(CLT), the sampling distribution of 𝜆̂ = r
W

converges, as n → ∞, to 𝜆̂ ∼ N
{
𝜆, I−1(𝜆

)
} = N

(
𝜆,

𝜆
2

np

)
. Applying the delta

method, the log of 𝜆̂ is also normally distributed, ln 𝜆̂ ∼ N
(

ln 𝜆, 1
np

)
. Since the sampling distribution of ln 𝜆̂ is nor-

mally distributed, the distribution of ln 𝜆2 − ln 𝜆1 is also normally distributed, ln 𝜆2 − ln 𝜆1 ∼ N
(

ln 𝜆2 − ln 𝜆1,
2

np

)
.

The ratio 𝜆2
𝜆1

is the familiar hazard ratio (HR), which means that the previous expression reduces to ln 𝜆2 − ln 𝜆1 ∼

N
{

ln(HR), 2
np

}
. These results allows us to calculate the required sample size by making use of the standard normal

distribution.
Assuming 𝜆1 > 𝜆2, we may re-express (1) as:

𝜋n(MPE𝜆) = Pr (𝜆2 − 𝜆1 < −MPE𝜆) + 0.5 × Pr (−MPE𝜆 ≤ 𝜆2 − 𝜆1 < MPE𝜆),

where MPE𝜆 = 𝜌(𝜆1 − 𝜆2) and 𝜌 ∈ [0, 1], then calculate the sample size required such that 𝜋n(MPE𝜆):

n̂ = n̂(MPE𝜆,Q) = arg min {n ∈ N ∶ 𝜋n(MPE𝜆) ≥ Q} .

The above results are asymptotic. We verified their calibration empirically, across 1000 simulation replicates, for
small sample sizes ranging from 5 to 50 patients per dosage level. This is shown on Figure 3, assuming 20% censoring,
median survival times of 6 and 9 months, and no MPE (ie, a MPE of length 0). The empirical probability is the frequency
with which the estimated 𝜆1 < 𝜆2 across simulations while the analytical probability is that obtained via asymptotic
calculations.

F I G U R E 3 Calibration plot for the probability of selecting the more efficacious treatment comparing analytical and empirical
probabilities, across 103 simulation replicates, for sample sizes between 5 and 50 patients per dosage level, for T̃1 = 6 months and T̃1 = 9
months, using 20% censoring and a MPE of length 0
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2.2 Sample size for randomized selection trial with Weilbull distributed
time-to-event endpoint

Now suppose the underlying time-to-event for the kth treatment arm, k = 1, 2, follows a Weibull distribution with shape
parameter 𝛼k and rate parameter 𝜆k. For t > 0, we suppose the density is parameterized as f (t) = 𝛼k𝜆k(𝜆kt)𝛼k−1e−(𝜆kt)𝛼k .
Also let 𝜇k denote the median time-to-event in arm k. In the case of the exponential distribution, which is characterized
by a single rate parameter, ordering two distributions with respect to their rate parameters was equivalent to ordering
them with respect to their median event times. In particular, since the median time-to-event of the exponential distri-
bution is 𝜇 = 𝜆−1 ln 2, if the event rate is greater in arm 1 (𝜆1 > 𝜆2), then the median time-to-event is greater in arm 2
(𝜇1 < 𝜇2). Unlike the exponential distribution, the Weibull is characterized by two parameters: a shape and a rate. How-
ever, generalizing from the exponential, Weibull distributions may still be ordered by comparing their median event
times. For a Weibull distribution with shape 𝛼 and rate 𝜆, the median time to event is 𝜇 = 𝜆−1(ln 2)1∕𝛼 . We describe
dosages 1 and 2 as practically equivalent if the difference in the medians is within the MPE, |𝜇2 − 𝜇1| < MPE, and dosage
2 as superior if the median of dosage 2 exceeds that of dosage 1 by more than the margin of practical equivalence,
𝜇2 − 𝜇1 > MPE.

Since in practice 𝜇1 and 𝜇2 are unknown, we next consider estimation of the median event time in each treatment
arm under non-informative random right censoring. For a given arm, the data consists of n tuples of the form (Ui, 𝛿i). The
right censored Weibull likelihood is:

L(𝛼, 𝜆) =
n∏

i=1
{𝛼𝜆𝛼u𝛼−1

i }𝛿i e−(𝜆ui)𝛼
. (2)

Given 𝛼, the maximum likelihood estimator (MLE) of 𝜆 is:

𝜆̂(𝛼) =

(∑n
i=1u𝛼i∑n
i=1𝛿i

)−1∕𝛼

.

Substituting 𝜆̂(𝛼) for 𝜆 in (2) generates a profile likelihood Lp(𝛼) = L{𝛼, 𝜆̂(𝛼)}, which may be optimized numerically to
obtain the MLE 𝛼̂ of 𝛼. By the invariance principle, the MLE of the median is then 𝜇̂ = 𝜆̂−1(ln 2)1∕𝛼̂ , where 𝜆̂ = 𝜆̂(𝛼̂). A
large sample SE for 𝜇̂ may be obtained using the delta method, the details of which are provided in the Supplementary
Material.

For sample size estimation, we employ the large sample approximation 𝜇̂k
⋅∼N(𝜇k, 𝜎̂

2
𝜇,k), where 𝜇̂k is the estimated

median time-to-event in treatment arm k under the Weibull model, and 𝜎̂𝜇,k is the corresponding SE. Note that 𝜎̂𝜇,k is
implicitly p(n−1∕2). For a given margin of practical equivalence MPE, the probability of choosing the more efficacious
dosage level is:

𝜋n(MPE) ≡ Pr(𝜇̂2 − 𝜇̂1 > MPE) + 1
2
× Pr(|𝜇̂2 − 𝜇̂1| ≤ MPE)

= 1 − 1
2
Φ

{
MPE − (𝜇2 − 𝜇1)√

𝜎̂𝜇,1 + 𝜎̂𝜇,2

}
− 1

2
Φ

{
−MPE − (𝜇2 − 𝜇1)√

𝜎̂𝜇,1 + 𝜎̂𝜇,2

}
, (3)

where Φ is the standard normal distribution function. Using 𝜋n(MPE), the sample size necessary to ensure the more
efficacious dosage is selected with probability at least Q is:

n̂ = n̂(MPE,Q) = arg min {n ∈ N ∶ 𝜋n(MPE) ≥ Q} .

To verify the power calculation in (3), for each sample size n ∈ {5, 10, … , 100}, R = 103 Weibull data sets were sim-
ulated with shape and rate parameters (𝛼1, 𝜆1) and (𝛼2, 𝜆2) for dosage levels 1 and 2, respectively. For each treatment
arm k ∈ {1, 2}, the MLE of the median 𝜇̂k and the corresponding SE 𝜎̂𝜇,k were obtained using the Temporal14 pack-
age in R. For a specified MPE, the probability of choosing the more efficacious treatment 𝜋n(MPE) was calculated in two
ways:
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1. Analytically, using the large sample approximation in Equation (3).
2. Empirically, by averaging I(𝜇̂2 − 𝜇̂1 > MPE) + 0.5 × I(|𝜇̂2 − 𝜇̂1| ≤ MPE), where I(⋅) denote the indicator function,

across simulation replicates.

Figure 4 presents a comparison of the selection probability curves, calculated analytically (red) and empirically (blue),
in the case of two exponential distributions (ie, 𝛼1 = 𝛼2 = 1) with median event times of 𝜇1 = 6 (eg, months) and 𝜇2 = 9.
The MPE was 1 month. The close correspondence of the two curves demonstrates that the analytical (asymptotic) calcula-
tion is accurate, even at small sample size. As expected, the agreement between the analytical and empirical calculations
further improves as sample size increases.

Additional simulation settings are presented in the Supplementary Material. Of note is the setting of no difference in
the median event times of the two arms (Figures S1 and S2), in which case the probability of selecting either treatment
is 0.5 and the analytical calculation is exact. Also of interest is the setting of a 1 month difference in the median event
times between the two arms (Figures S3 and S4). For this setting, when the MPE is set to 0, the probability of selecting the
more efficacious treatment tends towards 1.0 with increasing sample size. When the MPE is set to 2, in which case the
anticipated difference in medians is within the margin, the probability of selecting the more efficacious treatment tends
towards 0.5 with increasing sample size. In general, when the anticipated difference in medians falls within the MPE,
the probability of selecting the more efficacious treatment is expected to decline towards 0.5 with increasing sample size.
This occurs because, at small sample sizes, the more efficacious treatment can by chance outperform the comparator by
more than the MPE, but as sample size increases, the difference in medians will with increasing probability fall within
the MPE. It should be noted that designing a trial in which the anticipated difference in medians falls within the MPE is
of little practical interest. For the setting where the anticipated difference in medians exceeds the MPE, the probability of
selecting the more efficacious treatment will increase monotonically with sample size.

F I G U R E 4 Analytical vs empirical probabilities of selecting the more efficacious treatment under Weibull event times
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F I G U R E 5 Probability of selecting the more efficacious treatment in InterAAct with overall survival as primary endpoint, using a
median survival of 12 months in the reference arm and a 1 month margin of practical equivalence

3 INTERAACT REDESIGNED WITH OVERALL SURVIVAL AS PRIMARY
ENDPOINT

In InterAAct1 the primary endpoint was the ORR, which was assumed to be 40% in the cisplatin plus FU arm. The
clinically relevant difference in ORR between arms was defined as 10 percentage points. Based on this, 40 patients per
arm were required for an 80% probability to detect a 10% difference in ORR between the arms.

At the time InterAAct was designed,1,15 a retrospective case series analysis showed a median survival of 12 months
for carboplatin plus paclitaxel in patients with advanced anal cancer.16 Assuming a difference comprised between 2 and 6
months between the superior arm and the other arm, with a reference at 12 months for the median OS of the inferior arm,
Figure 5 below presents the probability of correct selection of the superior arm depending on the sample size, assuming
an exponential survival model.

It appears that a sample size of 40 patients per arm provides 80% power if there is a difference of 3 months in median
OS. This calculation includes a MPE of 1 month, and assumes a censoring rate of 20%. If the difference was assumed to
be larger between the arms, for example 4 months, then 25 patients per arm would provide 80% chance to correctly rank
the two treatments.

The main learning from this analysis is that for the same sample size of 40 patients InterAAct could have used a more
definitive time-to-event endpoint such as OS.

The trial reported a pronounced difference between the two treatments: median OS was 12.3 months for cisplatin
plus FU compared with 20 months for carboplatin plus paclitaxel. If this difference of approximately 8 months in median
survival times had been used at the design stage, with a MPE of 1 month, 20 patients per arm would have provided 90%
power for identifying the superior arm.

We developed a free web application that can be accessed at https://andyembleton.shinyapps.io/sample_size_tte_
selection/. This has been designed to be a user-friendly trial design aid for those without specialist statistical knowledge
or those wishing to demonstrate design choices easily. It can be used to calculate the minimum sample size for a two-arm
selection trial for a variety of input parameters. These parameters can be easily varied to explore and demonstrate to
collaborators their impact. Designing the InterAAct trial, as discussed in this section, the application could be utilized as
shown in Figure 6. In the first, left-hand side panel, we can enter the units to be used, the expected medians for the two
arms, any MPE allowed in the design, the anticipated proportion of outcome data censored. In addition, the minimum
acceptable probability of selecting the more effective treatment and a broad feasible upper limit to the arm can be entered.
The right-hand side illustrates the probability of correct selection over a range of sample sizes, with a reference line and
a passage below the plot stating the minimum sample size required to meet the required threshold. Finally, a sample
summary paragraph incorporating the chosen design is provided as a starting point for the sample size section of a research
proposal or trial protocol.

https://andyembleton.shinyapps.io/sample_size_tte_selection/
https://andyembleton.shinyapps.io/sample_size_tte_selection/
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F I G U R E 6 Illustrative sample size calculation using the web application in the case of the InterAAct trial

4 ILLUSTRATION OF OUR R PACKAGE USING A HYPOTHETICAL TRIAL
WITH WEIBULL-DISTRIBUTED DATA

Now consider designing a trial in which the median survival time in the reference arm is 12 months and follows a Weibull
distribution has two, controlled by the shape parameter 𝛼 and the rate parameter 𝜆. Figure 7 depicts different Weibull
distributions with a median of 12 months. 𝛼 = 1.0 (purple) corresponds to the exponential distribution. As 𝛼 increases,
the survival curve declines more quickly through the median. To specify a Weibull distribution uniquely, it suffices to
set the survival probability at two distinct time points. The function WeibullSpec in the accompanying R package
performs this calculation. For example, if the anticipated survival rate at 6 months is 80% and that at 12 months is 50%,
the corresponding Weibull distribution has shape 𝛼 = 1.635 and rate 𝜆 = 0.067.
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F I G U R E 7 Possible survival curves for a Weibull distribution with a median of 12 months

Suppose 𝛼0 = 1.635 and 𝜆0 = 0.067 summarize the survival distribution in the reference arm, and that a new treat-
ment is anticipated to extend median survival by 20% to 16 months. If the new treatment improves survival uniformly,
such that the 80th percentile likewise improves by 20% (to 7.2 months), the Weibull distribution for the treatment
arm will have 𝛼1 = 1.419 and 𝜆1 = 0.048. Assuming 20% censoring and a 2-month MPE, a sample size of 15 patients
per arm provides an 80% chance of selecting the more efficacious treatment. This calculation is performed by the
SampleSize function in the accompanying R package. Suppose instead that the new treatment is effective only
within a subset of the population, such that the median is extended to 16 months but the 80th percentile remains
unchanged at 6.0 months. The corresponding Weibull distribution has 𝛼1 = 1.156 and 𝜆1 = 0.046. The number of patients
needed per arm to select the better treatment with 80% probability increases to 21. The greater sample size require-
ment in this case compared to the previous is intuitive: although the median increased by the same amount (20%),
the treatment that also improved the 80th percentile is clearly more beneficial, making its superiority easier to detect.
This example demonstrates the utility of the Weibull distribution’s added degree of freedom for exploring scenar-
ios where a new treatment might differentially affect two points along the survival curve (eg, the median and 80th
percentile).

As a final example, suppose again that the new treatment increases median survival from 12 to 16 months while leaving
the 80th percentile unchanged at 6 months. If the MPE were decreased from 2 to 1 month, the sample size required to
select the more effective treatment with 80% power would decrease from 21 to 18 patients per arm. Alternatively, if the
MPE were increased from 2 to 3 months, the sample size requirement would increase from 21 to 33 patients per arm.
The increase in required sample size with the MPE is a general trend. This occurs because, for the purpose of sample
size calculation, the more effective treatment is only chosen with 50% probability if the difference in estimated medians
falls within the margin. Thus, for a fixed sample size, as the width of the margin increases towards the true distance
between the medians, the probability of selecting the more effective treatment steadily declines towards the hypothesized
value of 50%. In practice, if the difference in medians falls within the margin, then treatment selection is not random
but rather based on other considerations, such as toxicity. Nevertheless, for the purpose of sample size estimation, it is
necessary to specify the probability of selecting the more efficacious treatment when a state of practical equivalence is
reached.

5 FINAL REMARKS

In selection trials the objective is to recommend the most appropriate treatment option for further study. Unless there is
a significant difference efficacy-wise between options, the choice must take into account multiple dimensions in addition
to efficacy. In order to achieve this in a formal way, the MPE can be set at the study design stage. A conversation among the
research team would then take place about what dimensions need to be taken into account, in which order, and potentially
with which weights. For example, in NEOSCOPE,17 a randomized trial of induction chemotherapy followed by either
oxaliplatin/capecitabine (OxCap)- or carboplatin-paclitaxel (CarPac)-based chemoradiation as a pre-operative regimen
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for resectable esophageal cancer, the protocol specified an algorithm with five steps, based on pathological complete
response (pCR; the primary endpoint), operative mortality, and toxicities to make the decision.

Selection trials make most sense when there is no established standard of care. This was the case in InterAAct for squa-
mous cell carcinoma of the anus,1 where the objective was to set a standard of care and establish the cytotoxic backbone
treatment for future clinical trials. However, when there is a standard of care, seamless phase 2/3 trials, such as multi-arm
multi-stage trials in which the phase 2 component consists of selecting experimental agents against the standard of care,
make more efficient use of resources than conducting two distinct trials, the first being a selection trial without compari-
son to a standard of care and the second being the comparison of the selected agent with the standard of care. Another use
of the discussed selection design is in early phase dose-finding trials where two or more dosage levels may be compared
in a randomized manner in the expansion part to establish the recommended phase 2 dose.18

The concept of type I error does not apply to sample size calculation in selection trials, as there is no internal compara-
tor. This being said, studies can set a minimum efficacy threshold that a treatment option must pass in order to be taken
forward. Such threshold can be established with respect to external/historical references. In NEOSCOPE,17,19 the mini-
mum response rate was defined as 15%. Only one of the two treatment arms, carboplatin-paclitaxel (CarPac), achieved a
pCR rate greater than 15%, with 29.3% among resected patients, while the pCR rate with OxCap was 13.9%. This observed
difference of approximately 15 percentage points was large enough, combined with the fact that one of the two arms did
not pass the minimum 15% bar pCR-wise, that the decision to take forward CarPac did not involve operative mortality
and toxicities.

In this article, we leverage parametric survival distributions to calculate the required sample size for a selection trial
based on a time-to-event endpoint. In the absence of prior information about the shape of the survival curve, or if it is
known from external evidence that the curves are reasonably well approximated by an exponential or Weibull model,
then our approach is an appropriate starting point. The underlying hazard function is constant in an exponential model,
and a monotonic function of time in a Weibull model. If however there is evidence that the hazard function might have a
different shape, simulations can be used to calculate the required sample size, as it is possible to simulate complex survival
curves for a variety of underlying hazard curves.20,21 Time-to-event endpoints are frequently used in clinical trials, both in
oncology and in other disease areas. In oncology, the relationship between ORR, PFS, and OS has been studied in multiple
cancer types but is not established in general.7-12 As an alternative to ORR, researchers have dichotomized time-to-event
endpoints as, for example, in NARLAL.3 We have shown that with similar sample sizes one can study and compare the full
survival distributions between the groups. Consequently, whenever logistically possible, it is important to design studies
with a primary endpoint that is as close as possible to the interests of patients and which maximize the use of information.
According to ICH-E9, the International Council for Harmonization (ICH) guideline E9 Statistical Principles for Clinical
Trials,22 “The primary variable should be the variable capable of providing the most clinically relevant and convincing
evidence directly related to the primary objective of the trial”.

We have developed a Web application (available freely at https://andyembleton.shinyapps.io/sample_size_tte_
selection/) as well as an R package (called PracticalEquiDesign, available on CRAN) so that researchers can
calculate the sample size that is required for a selection trial with a time-to-event endpoint for a variety of input
parameters.

ACKNOWLEDGEMENT
The authors would like to thank the reviewers and editors of Statistics in Medicine, whose detailed comments have
improved the manuscript markedly.

CONFLICT OF INTEREST
The authors declare no potential conflict of interests.

DATA AVAILABILITY STATEMENT
Data sharing is not applicable to this article as no new data were obtained or analyzed in this study. We only used simulated
data.

ORCID
Hakim-Moulay Dehbi https://orcid.org/0000-0002-0816-0178
Zachary Ryan McCaw https://orcid.org/0000-0002-2006-9828

https://andyembleton.shinyapps.io/sample_size_tte_selection/
https://andyembleton.shinyapps.io/sample_size_tte_selection/
https://orcid.org/0000-0002-0816-0178
https://orcid.org/0000-0002-0816-0178
https://orcid.org/0000-0002-2006-9828
https://orcid.org/0000-0002-2006-9828


DEHBI et al. 4033

REFERENCES
1. Rao S, Sclafani F, Eng C, et al. International rare cancers initiative multicenter randomized phase II trial of cisplatin and fluorouracil

versus carboplatin and paclitaxel in advanced anal cancer: InterAACT. J Clin Oncol. 2020;38(22):2510-2518.
2. Vernieri C, Signorelli D, Galli G, et al. Exploiting fasting-mimicking diet and metformin to improve the efficacy of platinum-pemetrexed

chemotherapy in advanced LKB1-inactivated lung adenocarcinoma: the FAME trial. Clin Lung Cancer. 2019;20(3):e413-e417.
3. Hansen O, Knap MM, Khalil A, et al. A randomized phase II trial of concurrent chemoradiation with two doses of radiotherapy, 60 Gy

and 66 Gy, concomitant with a fixed dose of oral vinorelbine in locally advanced NSCLC. Radiother Oncol. 2017;123(2):276-281.
4. Simon R, Wittes R, Ellenberg S. Randomized phase II clinical trials. Cancer Treat Rep. 1985;69(12):1375-1381.
5. Sargent DJ, Goldberg RM. A flexible design for multiple armed screening trials. Stat Med. 2001;20(7):1051-1060.
6. Dehbi HM, Hackshaw A. Sample size calculation in randomised phase II selection trials using a margin of practical equivalence. Trials.

2020;21:1-7.
7. Haslam A, Hey SP, Gill J, Prasad V. A systematic review of trial-level meta-analyses measuring the strength of association between

surrogate end-points and overall survival in oncology. Eur J Cancer. 2019;106:196-211.
8. Ritchie G, Gasper H, Man J, et al. Is objective response rate (ORR) a valid primary endpoint in phase 2 trials (Ph2t) of immune checkpoint

inhibitors (ICI) for advanced solid cancers? Ann Oncol. 2017;28:v411.
9. Nie RC, Chen FP, Yuan SQ, et al. Evaluation of objective response, disease control and progression-free survival as surrogate end-points

for overall survival in anti–programmed death-1 and anti–Programmed death ligand 1 trials. Eur J Cancer. 2019;106:1-11.
10. Mushti SL, Mulkey F, Sridhara R. Evaluation of overall response rate and progression-free survival as potential surrogate endpoints for

overall survival in immunotherapy trials. Clin Cancer Res. 2018;24(10):2268-2275.
11. Zhang J, Liang W, Liang H, Wang X, He J. Endpoint surrogacy in oncological randomized controlled trials with immunotherapies: a

systematic review of trial-level and arm-level meta-analyses. Ann Transl Med. 2019;7(11):244.
12. Kok PS, Cho D, Yoon WH, et al. Validation of progression-free survival rate at 6 months and objective response for estimating overall

survival in immune checkpoint inhibitor trials: a systematic review and meta-analysis. JAMA Netw Open. 2020;3(9):e2011809.
13. Klar B. A note on gamma difference distributions. J Stat Comput Simul. 2015;85(18):3708-3715. doi:10.1080/00949655.2014.996566
14. McCaw Z. Temporal: Parametric Time to Event Analysis. The Comprehensive R Archive Network. Vienna, Austria; 2020 R package version

0.3.0.
15. Sclafani F, Adams RA, Eng C, et al. InterAACT: an international multicenter open label randomized phase II advanced anal cancer

trial comparing cisplatin (CDDP) plus 5-fluorouracil (5-FU) versus carboplatin (CBDCA) plus weekly paclitaxel (PTX) in patients with
inoperable locally recurrent (ILR) or metastatic disease. J Clin Oncol. 2015;33(Suppl 3):TPS792. doi:10.1200/jco.2015.33.3_suppl.tps792

16. Kim R, Byer J, Fulp WJ, Mahipal A, Dinwoodie W, Shibata D. Carboplatin and paclitaxel treatment is effective in advanced anal cancer.
Oncology. 2014;87(2):125-132.

17. Mukherjee S, Hurt CN, Gwynne S, et al. NEOSCOPE: a randomised Phase II study of induction chemotherapy followed by either oxali-
platin/capecitabine or paclitaxel/carboplatin based chemoradiation as pre-operative regimen for resectable oesophageal adenocarcinoma.
BMC Cancer. 2015;15(1):1-9.

18. Iasonos A, O’Quigley J. Randomised Phase 1 clinical trials in oncology. Br J Cancer. 2021;125(7):920-926.
19. Mukherjee S, Hurt CN, Gwynne S, et al. NEOSCOPE: a randomised phase II study of induction chemotherapy followed by oxali-

platin/capecitabine or carboplatin/paclitaxel based pre-operative chemoradiation for resectable oesophageal adenocarcinoma. Eur
J Cancer. 2017;74:38-46.

20. Royston P. Tools to simulate realistic censored survival-time distributions. Stata J. 2012;12(4):639-654.
21. Crowther MJ, Lambert PC. Simulating biologically plausible complex survival data. Stat Med. 2013;32(23):4118-4134.
22. Lewis JA. Statistical principles for clinical trials (ICH E9): an introductory note on an international guideline. Stat Med.

1999;18(15):1903-1942.

SUPPORTING INFORMATION
Additional supporting information may be found online in the Supporting Information section at the end of this article.

How to cite this article: Dehbi H-M, Embleton-Thirsk A, McCaw ZR. Sample size calculation for randomized
selection trials with a time-to-event endpoint and a margin of practical equivalence. Statistics in Medicine.
2022;41(20):4022-4033. doi: 10.1002/sim.9490

info:doi/10.1080/00949655.2014.996566
http://info:doi/10.1200/jco.2015.33.3&uscore;suppl.tps792

	Sample size calculation for randomized selection trials with a time-to-event endpoint and a margin of practical equivalence 
	1 INTRODUCTION
	2 METHODOLOGICAL DEVELOPMENTS FOR SAMPLE SIZE CALCULATION
	2.1 Sample size for randomized selection trials with exponentially distributed time-to-event endpoint
	2.2 Sample size for randomized selection trial with Weilbull distributed time-to-event endpoint

	3 INTERAACT REDESIGNED WITH OVERALL SURVIVAL AS PRIMARY ENDPOINT
	4 ILLUSTRATION OF OUR R PACKAGE USING A HYPOTHETICAL TRIAL WITH WEIBULL-DISTRIBUTED DATA
	5 FINAL REMARKS

	ACKNOWLEDGEMENT
	CONFLICT OF INTEREST
	DATA AVAILABILITY STATEMENT
	ORCID
	References
	Supporting Information

