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Abstract

Objective: Voice as a health biomarker using artificial intelligence (AI) is gaining momentum in research. The noninvasive-
ness of voice data collection through accessible technology (such as smartphones, telehealth, and ambient recordings) or
within clinical contexts means voice AI may help address health disparities and promote the inclusion of marginalized com-
munities. However, the development of AI-ready voice datasets free from bias and discrimination is a complex task. The
objective of this study is to better understand the perspectives of engaged and interested stakeholders regarding ethical
and trustworthy voice AI, to inform both further ethical inquiry and technology innovation.

Methods: A questionnaire was administered to voice AI experts, clinicians, scholars, patients, trainees, and policy-makers
who participated at the 2023 Voice AI Symposium organized by the Bridge2AI-Voice AI Consortium. The survey used a mix of
Likert scale, ranking and open-ended questions. A total of 27 stakeholders participated in the study.

Results: The main results of the study are the identification of priorities in terms of ethical issues, an initial definition of
ethically sourced data for voice AI, insights into the use of synthetic voice data, and proposals for acting on the trustworthi-
ness of voice AI. The study shows a diversity of perspectives and adds nuance to the planning and development of ethical and
trustworthy voice AI.

Conclusions: This study represents the first stakeholder survey related to voice as a biomarker of health published to date.
This study sheds light on the critical importance of ethics and trustworthiness in the development of voice AI technologies for
health applications.
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Introduction
Voice as a health biomarker is gaining momentum in both
academic and industry-led research, driven by increased avail-
ability of voice samples, high-quality microphones accessible
through smartphones and tablets, novel voice analysis tech-
nologies, and a growing demand for telehealth services.1–8

The generation of the human voice is a complex process
involving the coordination of various biological systems
including respiration, phonation, resonance articulation and
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prosody. Any disruptions in these systems can lead to acoustic
biomarkers linked to various diseases, from Parkinson’s
disease to dementia, mood disorders, and some cancers.
AI-powered acoustic analysis technology is shedding new
light on these diagnostic potentials, positioning voice as a
promising diagnostic tool in digital health.9–14

Beyond the direct health outcomes and benefits, the
concept of voice holds metaphorical relevance for inclusion
and representation. Literature on equity, diversity, and
inclusion often uses “voice” to signify self-advocacy and
agency.15–17 This symbolism underscores the crucial need
to address representation and bias concerns in data collec-
tion and utilization. Voice data collection, being non-
invasive and feasible even in resource-limited settings
through common technology like mobile phones, could
potentially address some health disparities. Given its low
collection cost and noninvasive nature, compared to
sources like blood or DNA,18–21 the voice may foster
wider participation from marginalized communities who
may have historical mistrust toward the medical establish-
ment. Therefore, voice not only stands as a potentially
powerful health biomarker from a clinical perspective but
also has the potential to serve as an inclusive and equalizing
tool in healthcare.

However, the development of new AI-ready datasets and
the aspiration to create them free from bias and potential
discrimination, and to ensure fair benefits distribution, is a
complex task. Health-related data collection and utilization
do not operate in a vacuum but mirror social dynamics,
institutional structures, and sadly, also existing biases and
health disparities.22–24 Moreover, health data are subject
to specific regulations and standards designed to manage
their use.25–27 Thus, before conducting large-scale voice
data acquisition, analysis, and integrating them into clinical
applications, there is a need to reflect on technical and prac-
tical aspects, as well as voice AI’s ethical, legal, and social
implications (ELSI). This comprehensive examination is
crucial to ascertain their therapeutic relevance and equitable
impact on clinical decision-making processes, and ultim-
ately, on the healthcare system at large.28–30

Although some authors and organizations are focusing
their efforts on developing best practices for voice in the
setting of conversational AI platforms,31 voice linked to
other health data poses far greater challenges than the use
of voice alone. For voice to emerge as a biomarker of
health, voice data collection must be linked to extensive
health information, including specific diagnoses and
health confounders, and therefore requires a more
in-depth analysis of ethical implications linked to patient
protection and trust.32 Meanwhile, much work is focusing
on the governance of AI in health and medicine,33–35

notably by focusing on the exceptional dimensions of
AI,36,37 democratic participation in AI oversight,38 and
the development of practical guidelines. However, this
has not yet been inquired, developed, adapted, or made

relevant to voice AI. Referring to the term “voice AI” in
the context of this article implies voice AI for health pur-
poses and always involves health information.

Although the need is poignant, no studies have queried
stakeholders’ perspectives on ethical and trustworthy
voice AI for health research. To address this situation, we
conducted a study to explore the perspectives of voice AI
experts, clinicians, scholars, patients, trainees, and relevant
policymakers. A questionnaire allowed us to investigate
four main themes: (1) perspectives on voice AI’s usefulness
and impacts, (2) ethically sourced data for voice AI, (3)
diversity and inclusivity in voice data and voice AI, (3) syn-
thetic voice data, and (4) trustworthiness of voice AI tech-
nologies. The goal of this work is to better understand the
perspectives of engaged and interested stakeholders regard-
ing ethical and trustworthy voice AI to inform both further
ethical inquiry and technology innovation.

Methods

Overview

This study was performed as the third part of a three-survey
series conducted before, during, and after the 2023 Voice
AI Symposium held in Washington DC on April 19th,
2023.39 This symposium was organized by the
Bridge2AI-Voice AI Consortium,40 which is a funded
National Institutes of Health (NIH) entity with the mission
of building an ethically sourced, large-scale,
hypothesis-agnostic, human voice database linked to health
information, to help diagnose diseases. This inaugural Voice
AI Symposium hosted a variety of stakeholders invested in
the voice as a health biomarker through interactive sessions
centered around four aspects of voice AI: purpose, evidence,
ethics, and trust. All attendees could be characterized as highly
committed to, invested in, interested in, and/or knowledgeable
about voice AI, from a technical, medical, ethical, legal,
experiential, or commercial point of view.

Recruitment and sampling

Approximately six weeks after the Symposium, we distrib-
uted a web-based questionnaire. This was developed by a
literature review that explored the ethical, legal, and
social implications of voice AI, voice data, and voice as a
biomarker (article forthcoming). This postsymposium ques-
tionnaire was distributed to the 108 attendees between 31st
May and 19th June 2023. Participants were recruited
through postsymposium thank-you mailings, a private
LinkedIn group for all Voice AI Symposium participants,
and a private WhatsApp group for Voice AI Symposium
panelists and organizers. The questionnaire was adminis-
tered through SurveyMonkey, which is hosted on Simon
Fraser University’s (SFU) servers. A link to the question-
naire was sent directly to the participants.
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Survey design

The questionnaire was designed to collect the perspectives of
stakeholders on each of the four main themes. The question-
naire was mostly composed of qualitative questions (short-
answer and open-ended questions) as well as some quantita-
tive questions (100-point Likert scale and ranking questions).
Since comprehensive demographic data was collected during
a presymposium survey, for this postsymposium survey,
respondents were simply asked to identify as one of three per-
sonas depending on how they interreacted with voice AI and
voice data: generator, consumer, or ancillary support. The
descriptions provided for each persona were the following:
(1) Generator: As a generator, I (and/or those I advocate
for) are most likely to collect/generate/acquire data from
patients/participants in research (e.g. patients, patient advo-
cates, underrepresented populations advocates, diversity,
and inclusion advocates, etc.). (2) Consumer: As a consumer,
I am most likely to analyze patient/participant data and make
AI applications or clinical interventions based on findings. (3)
Ancillary: As an ancillary, I am less likely to utilize patient/
participant data directly; however, I support the collection
and dissemination of data.

Data analysis

We used thematic analysis was to identify topics and argu-
ments common to the respondents and more marginal ones
that call for a broader discussion of our research object. For
quantitative responses, we used Excel (Microsoft) for basic
statistical analysis (means, medians, and standard devi-
ation). We abstained from employing statistical hypothesis
testing, thereby rendering the quantitative results incapable
of generalization owing to the modest cohort size.

Ethics approval

The protocol and the questionnaire were approved by the SFU
Research Ethics Board (#30001567). The study was delegated
and considered to represent a minimal risk for the participants.

Results

Overview

A total of 27 participants completed the questionnaire,
while five others provided partial answers (response rate:
30%). Only fully answered questionnaires were kept for
analysis. Figures 1 and 2 present a portrait of the partici-
pants from the 2023 Voice AI Symposium.

Perspectives on voice AI’s usefulness and impacts

Stakeholders hold varying perspectives on the impact of
voice AI technologies on precision public health (see

Figure 3). While some perceive a significant impact, others
are more cautious, resulting in a lack of consensus. The
wide range of responses, from 20 to 100 on the 100-point
Likert scale, indicates a diversity of viewpoints. The mean
score of 83.22 suggests an overall positive perception,
while the standard deviation of 19.96 demonstrates the vari-
ability in opinions. These diverse perspectives underscore the
need for inclusive dialogue and collaboration among stake-
holders to navigate the potential impact of voice AI technolo-
gies on precision public health effectively.

Then, stakeholders were asked to rank the perceived use-
fulness of voice data collection methods for voice AI devel-
opment (see Table 1). Overall, the method considered to be
the most useful is a clinical setting, through clinical proto-
cols for data collection. The more common methods of
communication, over the phone or through consumer com-
munication technologies, are widely considered to be less
useful. Interestingly, consumers and generators found
ambient recording in a person’s environment/home quite
useful (Rank 3). Ancillaries considered it to be the least
useful. Wearable technologies/devices and dedicated
mobile applications seemed relatively useful (somewhat
in the middle of the pack), except for consumers who indi-
cated that this was the most useful data collection method.

Stakeholders were then asked to priority rank common
issues related to AI design initiatives, but specifically in
the context of voice AI (see Table 2). Stakeholders’
reported roles seemed to be at play as there were marked
differences in priorities concerning certain issues. There
were only two priority rankings that were common to all
respondents. Privacy protection consistently appeared in
the top three issues to tackle for all roles, indicating its sig-
nificance in maintaining trust and ethical standards in Voice
AI systems. Conversely, explainability consistently
appeared as one of the lowest priorities, which may seem
surprising, especially given the importance of current
debates on the black box problem.

Both Generators and Consumers had the same top three,
therefore they also agreed on prioritizing “accuracy and
reliability” and “fairness and nondiscrimination.”
Accuracy and reliability denote the importance for voice
AI developers or data collectors as well as end-users of
having accurate and reliable tools and data, while fairness
and nondiscrimination highlight the importance of addres-
sing biases and ensuring equity considerations in voice-
based interventions. Only ancillaries prioritized causal
insights (AI being based on causal mechanisms, rather
than correlations) and informed consent, suggesting a
focus on understanding the underlying mechanisms and
implications of voice AI systems and better capacitating
users in decision-making processes. Overall, the trends
indicate a collective recognition of the significance of
privacy, fairness, and accuracy in voice AI, with some var-
iations in emphasis based on the roles’ specific perspectives
and responsibilities.

Bélisle-Pipon et al. 3



The stakeholders’ perspectives on the implementation of
voice AI in clinical settings and its impact on health inequi-
ties vary widely (see Figure 3). The mean score of 55.52
suggests a mixed perception, while the standard deviation
of 31.26 indicates a significant degree of variability in opi-
nions. The median score of 50 reflects a relatively balanced
distribution of responses. While some stakeholders believe

that the implementation of voice AI can reduce health
inequities, others express concerns about exacerbating
them. The wide range of scores, from 1 to 100, highlights
the complexity and nuance surrounding this issue. These
divergent perspectives underscore the need for careful con-
sideration, ethical frameworks, and inclusive discussions to
ensure that the implementation of voice AI in clinical

Figure 1. Sociodemographics of the Voice AI Symposium participants. (a) Gender distribution. (b) Stakeholder Group. (c) Country. (d) U.S.
state or Canadian provinces (BC, ON, QC).

Figure 2. Survey’s respondents’ roles and relationship to voice AI. (a) Respondents’ roles (multiple choice, so people may have more than
one role). (b) Relationship to Voice AI (limited to 1 per respondent).
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settings prioritizes equity and avoids unintended negative
consequences.

Ethically sourced data for voice AI

We also asked in an open question what the notion of “eth-
ically sourced data” for voice AI development implied for
participants. Ethically sourced data is a concept fundamen-
tal to the Bridge2AI program (which funds the voice AI
consortium), but it has not been defined by the NIH, nor
does it have a commonly accepted definition in the litera-
ture. Table 3 presents the key aspects raised by respondents
and a description using their language.

According to our participants, ethically sourced voice
data refers to the collection and use of data in a manner
that upholds key ethical principles (consent, transparency,
fairness, and diversity), respects the rights and privacy of

individuals, and follows regulatory requirements and indus-
try best practices. It involves obtaining informed consent
and being transparent about the data collection process,
including who is collecting the data, how it will be used,
and for what duration. Further, ethically sourced data mini-
mizes biases, treats data subjects fairly, and promotes
diverse representation. It ensures that data is stored
securely, protecting individuals’ privacy and personal infor-
mation. Ethically sourced data empowers individuals by
giving them control over their data and educates them
about the responsible use of data. It also considers the envir-
onmental impact of data storage and management, promot-
ing energy efficiency and sustainability.

Ultimately, ethically sourced data collection focuses on
the value, purpose, and potential benefits of the data
while prioritizing the well-being and rights of the indivi-
duals involved. The definition highlights the fundamental

Figure 3. Stakeholders’ perceptions on Voice AI’s usefulness and impacts, its impact on health inequities, and its trustworthiness.
Note: X: the cross is the mean of the dataset; □: the box represents the interquartile range (IQR), indicating the range between the first
quartile (Q1) and the third quartile (Q3). It captures the central 50% of the data; —: the line within the box represents the median, which
indicates the middle value of the dataset; ⊢: the lines extending from the box, referred to as whiskers, represent the minimum and
maximum values within a specified range. Any data point beyond the whiskers is considered an outlier; •: the dots are individual data
points falling outside the whiskers are depicted as individual data markers, representing potential anomalies or extreme values.

Bélisle-Pipon et al. 5



considerations in ensuring ethical practices throughout the
data lifecycle, or as one of the respondents puts it through
the “data chain, from data collection to AI usage.”

Ensuring diversity and inclusivity
in voice data and voice AI

In response to the question of how to ensure diverse and
inclusive voice data collection (see Table 4), most respon-
dents emphasized the importance of targeted recruitment
and oversampling from diverse groups to ensure proper
representation. They proposed approaches such as match-
ing the current population (i.e. ensuring that the sample dis-
tribution is equivalent to the actual population), including
marginalized and orphan patient groups, and understanding
vocal parameters within different populations.
Additionally, suggestions were made to actively recruit par-
ticipants, utilize mobile applications for random sampling,
and establish easy access data collection points like

clinics and handheld devices. These strategies aim to
expand the sources of voice data and capture a wide
range of diverse voices, thus promoting inclusivity.

Respondents also highlighted the need for transparency,
accountability, and community engagement in achieving
diverse and inclusive voice data. They suggested develop-
ing tools to assess the inclusiveness of speech databases
and involving diverse partners in data collection efforts.
Ongoing reporting of data set composition and continuous
feedback collection from communities were seen as essen-
tial for tailoring data collection approaches to reach a
broader audience. Guidelines for data collectors, including
bias training and cultural sensitivity, were proposed to
ensure respectful engagement with participants. These
recommendations emphasize the importance of actively
involving diverse populations and creating an inclusive
environment throughout the data collection process.

To properly assess the diversity and inclusivity of voice
data, the survey respondents proposed various metrics.
Demographic analysis of data sets and language diversity

Table 1. Ranking the usefulness of Various voice data collection methods.

Voice data collection methods\role Generator Consumer Ancillary

Ambient recordings in clinic settings 2 6 4

Ambient recording in a person’s environment/home 3 3 7

Dedicated mobile applications 4 4 2

In a clinical setting, through clinical protocols for data collection 1 2 1

Over phone (cellphones and landlines) 6 5 6

Through communication technologies available to consumers (Zoom, Teams, Whatsapp, etc.) 7 7 5

Wearable technologies/devices 5 1 3

Note: The lower the number, the higher the usefulness ranking.

Table 2. Priority ranking of voice AI issues to address.

Role Top 3 issues Middle 3 issues Lowest 3 issues

Generator • Accuracy and reliability
• Fairness and nondiscrimination
• Privacy protection

• Informed consent
• Regulatory/legal compliance
• Diverse data set

• Patient control over their data
• Explainability
• Causal insights

Consumer • Fairness and nondiscrimination
• Privacy protection
• Accuracy and reliability

• Patient control over their data
• Informed consent
• Regulatory/legal compliance

• Causal insights
• Explainability
• Diverse data set

Ancillary • Causal insights
• Informed consent
• Privacy protection

• Diverse data set
• Accuracy and reliability
• Fairness and nondiscrimination

• Regulatory/legal compliance
• Patient control over their data
• Explainability
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were suggested as ways to evaluate representation. The idea
of tracking the inclusion of marginalized and underserved
groups, along with different languages, dialects, accents,
genders, and age groups, was prominent among the sugges-
tions. Participants also emphasized the need for ongoing
evaluation, user empowerment, and involvement of com-
munities affected by medical conditions in shaping the
metrics. By prioritizing diversity and inclusivity in voice
data collection and continuously refining the evaluation cri-
teria, stakeholders can work collectively to ensure that
voice data reflects the rich tapestry of voices and perspec-
tives in a diverse society.

Perceptions on synthetic voice data

The respondents were asked to provide their insights on the
usefulness and ethicality surrounding synthetic voice data
for voice AI development (see Table 5). Regarding the use-
fulness of synthetic voice data, opinions were divided.
Some respondents recognized the potential of synthetic
data, particularly in terms of generating voice data that
may not exist (and be difficult to obtain or access) in real-
world recordings. They indicated that it also offers scalabil-
ity and versatility in creating accessible voice samples.
Proponents highlighted benefits such as privacy protection
(as no patient data are needed or may be exposed). Others
emphasized the value of synthetic data to improve treatment
outcomes by facilitating the generation of behavioral voice
therapy targets and the development of physiologically
appropriate speech-generative augmentative and alternative
communication devices.

However, others expressed skepticism, raising concerns
about biases in synthetic datasets and the risk of shifting
from people-centric to data-centric approaches. Questions
were raised about the credibility of generated evidence and
potential biases introduced by researchers. Biases in syn-
thetic voice data were identified as a significant ethical chal-
lenge, as they may perpetuate existing biases or introduce
new ones. Privacy and data protection emerged as another
critical issue, with the risk of deepfake technology and poten-
tial harm to individuals and their families. Transparency and
user knowledge were highlighted as essential for building
trust, while verification of assumptions and pathologies in
data generation were seen as important for ethical use.
Accountability, regulations, and guidelines for researchers
were proposed as measures to address the ethical issues asso-
ciated with synthetic voice data.

To address these identified challenges, the respondents
provided several solutions. Informed consent and privacy
protection were deemed crucial for ethical data collection.
Guidelines for researchers and data collectors were sug-
gested to ensure respectful engagement, bias training, and
cultural sensitivity. Transparency in the data generation
process, disclosure to users, and verification of assumptions
were proposed to build trust and address biases. The import-
ance of diversity in synthetic datasets to mitigate biases was
emphasized, along with the need for proper definitions, reg-
ulations, and accountability measures. Respondents high-
lighted the significance of regulatory guidance and
responsible practices to ensure the ethical use of synthetic
voice data and prevent misuse or deceptive practices.

Table 3. Key aspects of “ethically sourced data.”

Key aspects Description
Percent of respondents
raising the aspect

Consent and
transparency

Obtaining informed consent from individuals and being transparent about the
data collection process, including usage and duration.

74%

Privacy and security Securely collecting and storing data, protecting the privacy and personal
information of individuals.

63

Fairness and avoiding
bias

Treating data subjects fairly, avoiding biases, and ensuring diverse
representation in data collection.

52

Compliance and
standards

Following regulatory requirements and adhering to industry best practices for
data protection and privacy.

37

Empowerment and
control

Giving individuals control over their data and educating them about responsible
use.

26

Environmental
responsibility

Minimizing the environmental impact of data storage and management,
promoting energy efficiency and sustainability.

22

Value and purpose Collecting data with a clear purpose and considering the value and potential
benefits of the data for ethical AI development and research.

19

Bélisle-Pipon et al. 7



Fostering or strengthening trustworthy voice AI

Respondents were asked to provide approaches and
resources for fostering or strengthening trustworthy voice
AI; they emphasized the importance of transparency as a
key factor in building trust. First, they suggested that
open and inclusive discussions should be prioritized
before developing general voice AI, allowing people to
express their concerns and contribute to the decision-
making process. By demonstrating trust and transparency
in the implementation of voice AI projects, users can feel
more confident in the technology and its applications.
Second, education and awareness were also highlighted as
crucial resources for fostering trust in voice AI technolo-
gies. Respondents suggested the need to share information
with the general public, across all age groups, to dispel
myths, provide an understanding of the basics, and
address the risks and limitations associated with voice AI.
They emphasized the importance of educating users about
the rationale behind the technology, its future uses, and
ways to overcome its potential risks. By empowering indi-
viduals with knowledge, it becomes easier to build trust and
alleviate concerns related to voice AI.

In terms of resources (see Table 6 for their description,
benefits and limitations), respondents mentioned the value
of symposiums and events as platforms for addressing con-
cerns and engaging in open discussions. These gatherings

provide opportunities to foster dialog and gather input from
various stakeholders. Additionally, they emphasized the sig-
nificance of guidelines and standards for voice AI develop-
ment. By establishing common frameworks, best practices,
and ethical guidelines, it becomes possible to ensure consist-
ency and promote the responsible and trustworthy develop-
ment of voice AI systems. They also acknowledged the
importance of leveraging resources from reputable organiza-
tions such as the Institute of Electrical and Electronics
Engineers, which offers ethical guidelines and insights to
inform the development process.

Overall, respondents highlighted the significance of trans-
parency, education, open dialogue, and adherence to ethical
guidelines as key approaches and resources for fostering and
strengthening trustworthy voice AI. By embracing these
principles, developers can build confidence among users
and the public, while ensuring responsible and ethical prac-
tices in the field of voice AI technology.

Trustworthiness of voice AI technologies

When asked about the three words that they associate with
trustworthy voice AI (see Figure 4), most responses con-
veyed positive sentiments, emphasizing attributes such as
“responsible,” “secure,” “reliable,” “ethical,” “helpful,”
“inclusive,” and “transparent” that carry positive

Table 4. Suggestions, ideas, and metrics for ensuring diversity and inclusivity.

Suggestions for ensuring diversity and
inclusivity

Best practices for ensuring diversity
and inclusivity Metrics for ensuring diversity and inclusivity

• Precise targeting and oversampling from
diverse groups.

• Matching the current population and
overrepresenting certain communities or
orphan patients.

• Understanding vocal parameters and
characteristics within each population.

• Active, not passive, recruitment.
• Effective mobile applications and protocols

for random sampling.
• Using easy access data collection points

such as clinics, handheld devices, and
nearables.

• Conducting data collection at different sites
with diverse subjects.

• Deliberate efforts to pursue data collection
from diverse populations.

• Making data collection accessible through
cell phones or other accessible methods.

• Providing guidelines to data collectors for
respectful engagement and bias training.

• Broad outreach and continuous feedback
collection from diverse communities.

• Developing automatic tools to assess
the inclusiveness of a speech
database.

• Collaborating with diverse partners
and expanding data collection
globally.

• Making data collection protocols
publicly available for improvement.

• Ongoing reporting of the
composition of data sets.

• Involving a variety of healthcare
centers and locations.

• Including different languages,
dialects, and accents from multiple
jurisdictions.

• Ensuring representation of all
genders, age groups, and disease
cohorts.

• Sociodemographic analysis of the
datasets.

• Language diversity (across languages,
accents, and dialects)

• Regular evaluation and user
empowerment.

• Tracking in the datasets the
representation of marginalized and
underserved groups.
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connotations, indicating a favorable perception of trust-
worthy voice AI. Some responses also include words like
“hopeful,” “exciting,” and “innovative” which further
suggest a positive sentiment. There are a few indications of
uncertainty or caution in some responses using words like
“probabilistic,” “ambiguous,” “immature,” “developing-
field,” “much-to-learn,” “limits-of-validity,” and
“not-quite-there-yet,” suggesting a level of hesitation or res-
ervation regarding the trustworthiness of voice AI in its
current state. These responses indicate a more neutral or
slightly negative sentiment compared to the positive associa-
tions observed in other responses. The limited presence of
clearly negative sentiment suggests that the overall percep-
tions of respondents toward trustworthy voice AI are pre-
dominantly positive or neutral, with concerns or
uncertainties being less common.

A final question sought to ponder perceptions on trust-
worthiness towards voice AI technologies (see Figure 3),

as measured on a scale of 1–100, shows a mean score of
70.15, which can be perceived as quite high. The standard
deviation of 26.51 suggests a moderate degree of variability
in perceptions, while the median score of 75 reflects a rela-
tively balanced distribution. This indicates that participants’
trust in voice AI technologies varies, ranging from low
levels to high levels. While some respondents expressed
significantly high levels of trust (e.g. scores close to 100),
others reported levels of distrust (e.g. scores below 50).
These variations highlight the complexity of trust percep-
tions and the need for continued efforts to enhance the trust-
worthiness of voice AI technologies through ethical
practices, transparency, and accountability.

Discussion
This study represents the first study exploring stakeholders’
perspectives on voice as a biomarker of health published to

Table 5. Usefulness, risks, and ethical issues surrounding synthetic voice data.

Usefulness of synthetic
voice data Risks of voice synthetic data

Ethical issues with voice
synthetic data

Solutions to Ethical Issues with
Voice Synthetic Data

• Scalability and
versatility in generating
voice samples

• Ability to generate voice
data that may not be
available in real
recordings

• Can assist in baseline
data comparison

• Enables precise
measurement of
particular parameters

• Promising approach,
especially with diverse
underlying data

• Can be used for training
new AI models

• Can be helpful for
generative AAC devices
to match user’s
particularities and
needs

• Correct articulatory
errors in the patient’s
own voice for treatment
outcomes

• Shifting from people-centric to
data-centric approaches, potentially
overlooking qualitative assessments
and focusing solely on quantitative
metrics.

• Biases introduced by dataset
builders, including potential biases
of researchers and AI algorithms.

• Inherent biases built into synthetic
voice data, which may misrepresent
desired representations and hinder
development outcomes.

• Potential misuse of synthetic voice
data and life-threatening
implications of deepfake technology,
where synthetic voices can be used
to create deceptive and harmful
content.

• Lack of transparency and
accountability in the generation and
use of synthetic voice data.

• Skepticism and trust issues among
clinicians and patients regarding the
credibility and reliability of synthetic
voice data.

• Challenges in capturing the full
variability of the human voice using
synthetic data.

• Limited diversity and
representativeness of synthetic voice
datasets, leading to potential biases
and inadequate generalization.

• Potential biases in
synthetic datasets

• Risk of shifting from
people-centric to
data-centric approaches

• Privacy and data protection
concerns

• Deceptive practices and the
risk of deepfakes

• Lack of transparency and
user knowledge

• Verification of assumptions
and effects of pathologies
in data generation

• Trustworthiness and
credibility of synthetic
voice data

• Potential harm caused by
misuse or
misrepresentation

• Accountability for the data
and responsible practices

• Regulatory guidance and
proper definitions to
prevent misuse and
deception

• Education on the benefits,
risks, and limitations with
synthetics data.

• Guidelines for researchers
and data collectors on
respectful engagement and
bias training

• Transparency in the data
generation process and
disclosure to users

• Verification of assumptions
and effects of pathologies in
synthetic data generation

• Purposeful diversity in
synthetic datasets to
mitigate biases

• Proper definitions and
regulations to prevent
misuse and deceptive
practices

• Accountability for data and
responsible practices

• Regulatory guidance to
ensure ethical use of
synthetic voice data

• Building trust through
transparency and
disclosure

• Cultural sensitivity in
synthetic data generation
and implementation

AAC: augmentative and alternative communication; AI: artificial intelligence.
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date. Ethical considerations emerged as a central theme in
the responses of participants, reflecting the paramount
importance of ethics in voice data collection and the

development of trustworthy and ethical voice AI systems.
The granularity of these ethical considerations was
explored, revealing concerns related to consent, privacy,

Table 6. Resources for fostering or strengthening trustworthy voice AI.

Resources Description Benefits Limitations

Ethical guidelines
from
organizations like
IEEE

Ethical guidelines provided by
organizations like the Institute of
Electrical and Electronics Engineers
(IEEE) offer frameworks and principles
to guide the development and use of
voice AI systems.

Promote responsible and
ethical practices in voice AI
development.

Limited to the specific guidelines
provided by the organization.

Algorithmic Impact
Assessment (AIA)

AIAs are frameworks or tools used to
assess the potential impacts of
algorithms on various stakeholders.

Identifies potential biases,
discrimination, and other
negative impacts of voice AI
systems.

Requires a comprehensive
understanding of the
algorithms and their potential
impacts.

Industry practices
and
advancements

Knowledge and practices developed by
industry experts can provide valuable
insights and techniques for fostering
trustworthy Voice AI.

Incorporates real-world
experiences and industry
expertise.

Industry practices may vary, and
not all practices may be
applicable or appropriate in all
contexts.

Regulatory laws and
compliance
standards

Laws and regulations governing the use
of voice AI systems can provide legal
frameworks for ensuring trust, privacy,
and data protection.

Enhances accountability and
compliance with legal
requirements.

Compliance with regulations may
require additional resources
and efforts.

Risk-based
approaches to AI

Risk-based approaches to AI involve
assessing and managing potential risks
associated with the use of voice AI
systems.

Identifies and mitigates risks to
improve the overall
trustworthiness of voice AI.

Requires thorough risk
assessment methodologies
and ongoing monitoring of
risks.

AI: artificial intelligence.

Figure 4. Word cloud of terms participants associate with trustworthy Voice AI.
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biases, and potential misuse of voice data. Participants
emphasized the significance of obtaining informed
consent, ensuring individuals have a comprehensive under-
standing of how their voice data will be used and empow-
ering them to make informed decisions. Privacy emerged
as a critical concern, with participants highlighting the
need for robust measures to protect personal information
and ensure secure storage and handling of voice data.
Moreover, the potential biases inherent in voice data collec-
tion and analysis were underscored, emphasizing the neces-
sity for transparency and fairness in the development of AI
systems reliant on voice data.

Currently, in the literature, there is no definition of what
“ethically sourced data” means for health data and medical
AI development, including for voice data and voice AI.
While the NIH’s Bridge2AI program is structured on the
importance of responsible ethically sourced data acquisi-
tion, the program does not provide a definition for it,
although it is at the core and underlying Bridge2AI’s
three pillars: data, people and ethics.41 A notable finding
pertains to a preliminary stakeholder definition of ethically
sourced data. While the recognition of ethical considera-
tions was unanimous, the lack of a cohesive framework
for ethically sourced voice data indicates that this still has
different meanings for respondents. This highlights the
urgent need for comprehensive ethical guidelines and fra-
meworks tailored specifically to voice data collection and
AI development. These guidelines should address critical
issues such as informed consent procedures, privacy protec-
tion, robust data anonymization techniques, and strategies
for mitigating biases. Establishing a shared understanding
and agreement on the ethical requirements for voice data
collection will be pivotal in fostering trust and ensuring
responsible utilization of voice data in AI applications.

The perceptions of respondents regarding synthetic voice
data shed light on both its potential benefits and ethical con-
cerns in the context of voice AI development. Participants
acknowledged the usefulness of synthetic voice data for
various applications, including protecting privacy and
greatly increasing data volume and diversity. However, con-
cerns regarding biases in synthetic datasets and the potential
deviation of research and medical development toward
addressing synthetic datasets instead of the real-world
needs of patient populations were expressed. These concerns
emphasize the importance of rigorous verification and valid-
ation procedures to ensure the accuracy, fairness, and inclu-
sivity of synthetic voice data. Participants also raised ethical
issues pertaining to informed consent, privacy, and the risk of
deepfake voice manipulation. These considerations under-
score the imperative of responsible practices and transpar-
ency when employing synthetic voice data in AI
systems.42,43 Interestingly, however, given that the lowest
priority aspect to address is causal insights (Table 1), syn-
thetic data, if properly generated, sufficiently validated, and
appropriately used, could be of great interest.

Ideas and approaches for fostering diversity and inclu-
sion in voice AI development were prominent in the parti-
cipants’ responses. They emphasized the necessity of
collecting data from diverse populations, including margin-
alized and underserved groups, to ensure representative
datasets and mitigate biases. Strategies such as oversam-
pling from diverse groups and conducting data collection
at various sites with diverse subjects were proposed as
means to achieve diversity. Furthermore, participants
stressed the importance of engaging diverse linguistic
experts and ethnic communities to better understand their
linguistic nuances, cultural contexts, and voice variations.
The development of inclusive algorithms and open access
to data were highlighted as additional strategies. Metrics
such as demographic analysis and language diversity were
recommended for assessing the diversity and inclusivity
of voice AI systems. These suggestions align with the prin-
ciples of fairness, inclusivity, and bias avoidance, thereby
promoting the development of more robust and equitable
voice AI technologies.

Analysis of the sentiment expressed by respondents
toward trustworthy voice AI revealed a mix of positive,
negative, and uncertain sentiments. While some partici-
pants conveyed optimism and enthusiasm regarding the
potential of voice AI, others raised concerns pertaining to
privacy, biases, and the need for further development and
testing. This variation in sentiment underscores the signifi-
cance of addressing ethical considerations, promoting trans-
parency, and establishing user trust in the development of
trustworthy voice AI systems. It also underscores the neces-
sity for ongoing dialog and collaboration among research-
ers, developers, users, and regulatory bodies to address
these concerns and ensure the responsible and reliable
development of voice AI technologies.

Furthermore, participants shared their ideas for fostering
or strengthening trustworthy voice AI. Recommendations
included proactive regulation, peer-reviewed research, con-
tinuous updates informed by field input, transparency in
data, models, and evaluation processes, and collaboration
with diverse stakeholders. Participants emphasized the
importance of adhering to ethical guidelines, detecting,
and addressing biases, protecting user privacy, and continu-
ously improving and learning about responsible AI prac-
tices. The availability of resources such as ethics
guidelines from reputable organizations was highlighted
as valuable support for developers and researchers in navi-
gating the ethical dimensions of voice AI development.
However, to date, no relevant ethical guidelines exist for
voice AI.

In summary, the analysis of participant responses pro-
vides valuable insights into the ethical considerations, per-
ceptions of voice synthetic data, approaches for diversity
and inclusion, sentiment toward trustworthy voice AI, and
ideas for fostering its development. These findings under-
score the urgency of establishing comprehensive ethics
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frameworks, guidelines, and regulatory measures specific to
voice data collection and voice AI development. They high-
light the critical importance of transparency, informed
consent, privacy protection, fairness, inclusivity, and user
trust in the responsible development of voice AI technolo-
gies. By addressing these considerations and incorporating
diverse perspectives, we can foster the development of
trustworthy voice AI that upholds ethical principles,
enhances inclusivity, and ensures the positive impact of
AI on society.

Going forward

In moving forward, the considerable variation in percep-
tions noted in our survey points to the importance of
early stakeholder involvement in the process. Engaging sta-
keholders at the outset can encourage future utilization and
acceptance of voice AI technologies. However, for stake-
holders to form informed opinions and decisions, they
must first have an understanding of the potential risks and
benefits associated with sharing their voice data.
Currently, this essential information is not widely known,
and voices might be undervalued compared to other types
of data, such as genetic information. As such, it becomes
critical to listen to as well as to educate the various stake-
holders, primarily clinicians, patients, and patient advo-
cates, who will be the ultimate users of these
technologies. By fostering knowledge and understanding,
we can build trust in voice AI technologies and facilitate
their responsible and ethical use.

Our findings also underscore the necessity to prioritize
ethics in all aspects of data collection and AI-based work.
Ethical considerations can provide a framework and lan-
guage for people’s concerns about voice data collection
and can guide practices across the entire technology con-
tinuum—from data collection, through technology develop-
ment, to eventual use. Moreover, we must delve into the
nuances of ethical concerns related to proprietary versus
open-access use of collected data. In particular, stake-
holders’ concerns for transparency related to the down-
stream use of voice data for AI applications have
significant implications for large, hypothesis-agnostic,
open-access data repositories, such as the Bridge2AI initia-
tive. Moreover, there is an urgent need for a legal frame-
work that companies can adhere to, promoting regulated
practices and reducing the reliance on case-by-case
decision-making. This would guide companies in their
development and application of voice AI technologies
and foster more uniform, ethical practices.

Finally, while our survey participants were diverse, the
sample size was small. Hence, to ensure inclusivity and
mitigate biases, we recommend seeking additional feed-
back, especially from those from underrepresented popula-
tions. Their insights will be invaluable in addressing
concerns related to trust and fairness in voice AI, ensuring

a more robust and equitable development of these technolo-
gies. Therefore, the key steps moving forward are broaden-
ing stakeholder involvement, prioritizing education about
voice AI technologies, developing regulatory frameworks,
emphasizing ethical considerations, and engaging diverse
perspectives. By addressing these areas, we can contribute
to the development of trustworthy voice AI technologies
that uphold ethical principles, enhance inclusivity, and
have a positive impact on society. In light of the evolving
nature of this research domain, it is imperative to conduct
further exploration employing larger and more diverse
populations, within a global context, to advance our under-
standing of ethical and trustworthy voice AI.

Limitations
The main limitation of this study is the small sample size.
Only 27 participants completed the questionnaire out of
108 attendees at the 2023 Voice AI Symposium. The
sample is composed of people already engaged, knowl-
edgeable, involved, and/or interested in voice AI.
However, despite this limitation, the participants had
diverse profiles, and the study included both quantitative
and qualitative questions covering a wide range of
themes, which allowed for a thorough analysis of a topic
that has not been explored to date from an empirical per-
spective in terms of experts’ and stakeholders’ viewpoints.
Nevertheless, these preliminary findings serve as valuable
contributions to the initial discourse and contemplation sur-
rounding the ethical and trustworthy considerations pertain-
ing to voice AI.

One limitation on the breadth of the results is that the
voice AI community is emerging; the Voice AI
Symposium represents one of the first gatherings of this
embryonic community (including researchers, developers,
clinicians, regulators, industry, patients, and others).
Hopefully, more events and studies like this will allow
the involvement of more people interested in voice AI,
and help to bring the field to maturity and diversify
voices and perspectives.

We also hope that over the following years, partnerships
encouraged by future work from the Bridge2AI-Voice
Consortium and the broader voice AI community will
also translate into increased participation in discussions
on ethical and trustworthy considerations pertaining to
voice AI. This will allow for a deeper understanding and
a representation of how ethical considerations regarding
voice AI evolve in the coming years. Nevertheless, the
groundwork presented in this research, done with indivi-
duals with significant interest and engagement in the
nascent field of voice AI, was needed to gather a deeper
understanding of key ethical and trust aspects. We do,
however, recognize the need for broader representation.
Subsequent Voice AI Symposia will aim to increase partici-
pation and diversity in order to ensure a comprehensive
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perspective on ELSI of voice AI technologies. This will
include people from underrepresented communities,
patients with a diversity of conditions and diseases, as
well as a diversity of clinicians in terms of professions,
backgrounds, and areas of practice. This will, we hope,
increase the size and diversity of the participants in future
studies done during the Voice AI Symposium.

Additionally, future work from the Bridge2AI-Voice
Consortium will aim to explore ethical considerations in
voice AI across diverse cultural and geographical contexts.
This will involve comparative studies to understand the
unique ethical concerns and values of different regions,
ensuring that the development of ethical frameworks for
voice AI is globally informed and culturally sensitive.
Collaboration with stakeholder groups including ethicists,
legal experts, and technologists will be prioritized to
adopt a multidisciplinary approach to voice AI research.
This collaboration aims to integrate diverse expertise,
addressing complex ethical dilemmas comprehensively
and developing recommendations that are technologically
feasible, ethically sound, and legally compliant and can
help address the concerns about the lack of inclusion in
the ethical governance of AI technologies.44 We hope that
this future work, will help mend a bridge between research
and community, and that this bridge will help ensure that
future iterations of the Voice AI Symposium will become
an influential space for discussion in the Voice AI field.

Lastly, the practical application of ethical guidelines in
voice AI will be a focus of future studies. This involves
evaluating the implementation and impact of these guide-
lines through real-world applications, to identify challenges
and areas for improvement. Such an approach will bridge
the gap between theoretical ethical frameworks and their
practical application, promoting responsible development
and integration of voice AI technologies.

Conclusions
This study sheds light on the critical importance of ethics
and trustworthiness in the development of voice AI tech-
nologies for health applications. The diversity of stake-
holder perspectives underscores the necessity of early
involvement and education to ensure responsible and inclu-
sive utilization of voice data. Addressing ELSI is para-
mount to overcoming biases and disparities in voice data
collection and utilization. Engaging stakeholders from
diverse backgrounds and incorporating their perspectives
will lead to more equitable and responsible voice AI devel-
opment, whether using human or synthetic voices.

By fostering a shared understanding and agreement on
ethical requirements, trust in voice AI and its potential as
a health biomarker, trustworthy voice AI technologies
have the capacity to transform healthcare, promoting inclu-
sivity, equity, and positive impacts on society. As we move
forward, ethical considerations must remain at the forefront

to ensure the responsible and beneficial integration of voice
AI in healthcare settings.
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