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Cellular function is generally depicted at the level of functional pathways and detailed structural
mechanisms, based on the identification of specific protein–protein interactions. For an individual protein
searching for its partner, however, the perspective is quite different: The functional task is challenged by a
dense crowd of nonpartners obstructing the way. Adding to the challenge, there is little information about
how to navigate the search, since the encountered surrounding is composed of protein surfaces that are
predominantly “nonconserved” or, at least, highly variable across organisms. In this study, we demon-
strate from a colloidal standpoint that such a blindfolded intracellular search is indeed favored and has
more fundamental impact on the cellular organization than previously anticipated. Basically, the unique
polyion composition of cellular systems renders the electrostatic interactions different from those in
physiological buffer, leading to a situation where the protein net-charge density balances the attractive
dispersion force and surface heterogeneity at close range. Inspection of naturally occurring proteomes
and in-cell NMR data show further that the “nonconserved” protein surfaces are by no means passive but
chemically biased to varying degree of net-negative repulsion across organisms. Finally, this electrostatic
control explains how protein crowding is spontaneously maintained at a constant level through the in-
tracellular osmotic pressure and leads to the prediction that the “extreme” in halophilic adaptation is not
the ionic-liquid conditions per se but the evolutionary barrier of crossing its physicochemical boundaries.
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The exploration of cellular systems has so far been
focused on the specific aspects of their function,
typically in the form of ordered structures, molecular
pathways, and patterns of genetic conservation (1).
Even so, it is evident from the structures of existing
protein–protein interactions that the specific inter-
faces only compose a minor fraction of the proteins’
total surface areas (2). It is also clear that the residues
occupying the surfaces outside these conserved bind-
ing sites vary substantially across divergent organisms
(3). For proteins at work, this means that the most
frequent interactions will be with the “nonconserved”
background, and—from the perspective of maintain-
ing specific pathways—this appears as a formidable
challenge indeed (Fig. 1), especially since a successful
search is required for cellular survival. Inspired by the
stabilizing action of inert osmolytes, the main influ-
ence of intracellular crowding was initially thought to

be passive and exerted through steric exclusion (4).
However, this view has recently changed. Contrasting
with the predictions from steric exclusion alone, the
transfer of proteins into live cells leads sometimes to a
distinct decrease in thermodynamic stability (5). The
cause of this destabilization is attributed to so-called
quinary interactions (6), adding preferential weak-
interaction terms to the protein-folding equilibrium
(5, 7). Interestingly, these quinary interactions also de-
pend critically on the surface mutation and type of
host cells (8, 9). In a systematic study of more than
130 mutations of three phylogenetically divergent
proteins in Escherichia coli, the intracellular motions
were found to correlate uniformly with the physico-
chemical properties of the “nonconserved” areas of
the protein surfaces (10). Although the original ver-
sions of the human proteins were initially found to
“stick” to the evolutionary foreign interior of the
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E. coli host, they were easily brought back to normal diffusive
motion by single, or a few, point mutations, rendering their sur-
face properties more bacterial-like (10). The dominating factor
here is the protein repulsive charge, followed by the electric-
dipole moment and exposed surface hydrophobicity (10). Upon
accounting for these surface quantities, the analyzed proteins de-
fine a common plane in the property space, irrespective of their
evolutionary origin (10) (Fig. 2). The “nonconserved” protein sur-
faces are thus not passive but seem to actively control the back-
ground cross-talk through physicochemical cues coded by the
genomes (6, 8, 10). Even though this “background” is not as
strictly conserved as the specific cellular functions, it is nonethe-
less evident from natural proteomes that there is a consistent bias
to negative surface-charge densities (11–14) (Fig. 2). This intrigu-
ing possibility calls now for detailed mechanistic elucidation. We
target here the problem by presenting a colloidal description of
the cellular system, based on the protein sizes, level of crowding,
and ion composition of growing E. coli cells. The results show that,
due to the excess negative charge of the E. coli proteins, the
screening of the electrostatic forces is reduced, leading to a non-
exponential scaling at physiologically relevant protein–protein
separations. This promotes swift close-range sampling of the pro-
tein environment, avoiding the dispersion-force minima charac-
teristic for larger colloidal particles (pp. 326–327 in ref. 15). The
electrostatic correlations associated with these protein motions
are also suggested to significantly contribute to the intracellular
osmotic pressure, driving the system to self-organization with re-
spect to protein–protein distances and physiological protein con-
centration. Finally, the key role of negative charge in maintaining
proteome dispersion points to an evolutionary conundrum with
implications for the ongoing discussion about “habitat-specific
genomes” (16): How can evolution gradually cross the physico-
chemical barrier of nullified proteome repulsion at ∼1 M cytosolic
salt, separating Halobacteria from other organisms?

Model Description, Data Support, and
Unanswered Questions
Molecular Interactions and Criteria for Protein Dispersion in

Live Cells. The functional organization of the cell is based on the
interactions between its different intracellular species. Although
these interactions show an amazing richness in detail, it is possible
to identify the key mechanisms that account for the general fea-
tures. At long range, the electrostatic force stands out as domi-
nating, and at closer range this is complemented by the attractive

dispersion force. At atomic contact, there is additionally a “sharp
stop” due to the strong Pauli repulsion. This type of description is
formally simple and underlies, for example, molecular dynamics
simulations with explicit solvent molecules. Even so, it remains
challenging to keep track of the interactions involving all of the
solvent molecules in a more conceptual description. It is thus
useful to make a coarse graining involving an average over the
solvent degrees of freedom (17). Such averaging leads to a
modified description of the interactions, which has the character
of free energies. The dispersion attraction is still in place but the
solvent averaging reduces its magnitude (SI Appendix). More-
over, the solvent averaging gives rise to the attractive, so-called
hydrophobic, term, which typically exceeds the dispersion force at
close range. The key difference is that the hydrophobic interaction
is specific to apolar patches, whereas the dispersion force applies
rather uniformly to all atoms, including those that are charged.
Also, the free-energy character of the hydrophobic interaction

Fig. 1. Dimensions and forces of biological macromolecules. (A)
Colloidal description of particles (R≥ 100 nm) yielding kinetic stability
through a high repulsive association barrier. (B) Relative sizes of
ribosomes and proteins, constituting the dominant fraction of soluble
cytoplasmic components. (C) The separation distance (h) regimes of
the balancing forces that modulate protein–protein interactions
in vivo.

Fig. 2. Crowding, properties, and motions of proteins in E. coli cells.
(A) It is kinetically favorable for the cell to be compact to ensure short
diffusion paths, but not so compact that the diffusional motion
becomes restricted. Judging by E. coli, the optimal balance is at
protein concentrations around 350 mg/mL (25, 26). Crowding panel
reprinted from ref. 27, which is licensed under CC BY 4.0. (B)
Hydrodynamic radii of soluble proteins in E. coli. (C) Protein size
shows a slanted correlation with net charge. (D) Upon rescaling to
surface net-charge density, the distribution becomes approximately
normal. (E) Normalized protein motion in the E. coli cytosol as
measured by in-cell NMR rotation-correlation times. The projection is
along the data plane and shows the dependence on negative net-charge
density and the protein-dipole moment. Data include >130 surface
mutations of three proteins: bacterial TTHA (blue), human HAH1 (red),
and human SOD1-barrel (green). Panel adapted from ref. 10. (F)
Differences in ion composition between the extracellular medium and
the E. coli cytosol.
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adds a distinct temperature dependence, which ultimately mani-
fests in protein-cold unfolding (5).

To maintain the proteins dispersed, the attractive components
need naturally to be neutralized or exceeded by repulsive ones,
and in vivo the dominant repulsion is from the long-range inter-
actions between net-charged species. At closer distances, there is
also a repulsion from spatial restriction of surface flexibility,
leading to a local decrease in configurational entropy (18). The
range of this “entropic-cushioning” effect is here determined by
the volume sampled by the flexible surface side chains (Fig. 1). A
third repulsive mechanism at short range is the desolvation of
polar groups facing an apolar surface, often described in terms of
unmatched hydrogen bonds. With respect to particle–particle
distance (h), the interaction between two proteins can thus be
seen as having three regimes (Fig. 1). At distances larger than h ≈
1 nm, the interaction is dominated by the charge–charge re-
pulsion, below h ≈ 1 nm the charge–charge repulsion becomes
modified by the attractive dispersion force, and, finally, below h ≈
0.5 nm the interaction is taken over by strong short-range com-
ponents that can be either repulsive or attractive, depending on
orientation. It is the latter short-range regime that ensures mo-
lecular specificity and biological function, as illustrated by nu-
merous structures in the Protein Data Bank. Even so, the
probability of establishing a specific interface depends not only
on the close-range contacts but also on the long-range repulsion
through the height of the association barrier. If the electrostatic
repulsion is too weak, the proteome will rapidly get stuck in the
close-range regime, and if it is too strong the encounters will
become too rare. For an organism to properly function, the system
should thus show marginal stability against association. The situ-
ation resembles that of first-order protein folding, where the
conflicting requirements of high specificity and swift conforma-
tional search are satisfied through marginal protein stability (19).
To quantitatively describe the intracellular interactions, we make
use of the colloidal formalism (15, 20). Although this is more
commonly used to describe dispersion of larger particles with
radii >10 nm, we demonstrate that it can also be applied to
crowded systems of proteins (Fig. 1). An analogy is the established
colloidal description of micelles (21), the sizes and surface prop-
erties of which are similar to E. coli proteins (Fig. 2).

Size and Charge of Intracellular Proteins. We focus first on the
proteome of E. coli, where there is validated information about
intracellular conditions, expression levels, and intracellular protein
behavior. Ishihama et al. (22) have produced abundance data for
the cytosolic E. coli proteins, most of which are soluble and es-
sentially globular. Of the 1,102 proteins identified, a subset of
179 nonribosomal proteins was denoted as highly abundant with
copy number values above 2050. For each protein, we derived
the molecular weight, hydrodynamic radius (Rp) according to
Danielsson et al. (23), and solvent-accessible surface area assuming
spherical shapes (SI Appendix). The results show that the size
distribution of the nonribosomal proteins is centered around Rp =
2.7 ± 0.5 nm, with a slight shift to Rp = 2.5 ± 0.5 nm for the high-
abundance subset (SI Appendix, Table S1 and Fig. 2). The latter is
in full agreement with the value of Rp = 2.5 nm from https://
bionumbers.hms.harvard.edu/search.aspx. Second, we calcu-
lated the protein net charge at pH 7.5 from the amino acid
composition using model compound pKA values (SI Appendix).
Most notably, the majority of the soluble E. coli proteins are bi-
ased to net-negative charge (Fig. 2). The minority of proteins with

positive net charge encompass, for example, the ribosomal pro-
teins that bind to negatively charged RNA in vivo (24)(Fig. 2).

When it comes to the property under selective pressure,
however, the skewed correlation between molecular weight and
protein net charge indicates that there is more to it. Consistently,
the plot straightens up into an overall symmetric distribution
centered at −1e/11 nm2 upon accounting for the differences in
protein surface area, that is, by rescaling to net-charge density (SI
Appendix, Table S1). There are two implications of this result.
First, it indicates that there is a biological selection for net-charge
density rather than net charge itself. Second, it supports our no-
tion that E. coli can be modeled as a colloidal system, as the latter
predicts scaling with net-charge density (discussed below). The
value of −1e/11 nm2 is also in the range of that of RNA in complex
with positively charged proteins (i.e., ribosomes, DNA/chromatin,
and DNA/repressor proteins in prokaryotes). The lipid part of
membranes has a somewhat higher charge density in the range
of −1e to −3e/11 nm2, modified in vivo by the embedded
membrane proteins. As controls, we calculated the protein di-
mensions and net-charge densities by a series of other methods
and datasets, including X-ray structures, arriving at similar results
(SI Appendix). These consistent features lend support to our
treatment of the intracellular compartment as an aqueous envi-
ronment with uniformly negative particles (Fig. 2).

Ion Composition and Electrostatic Screening of Intracellular

Interactions. Since water diffuses relatively freely over the plasma
membrane and inside the cell, the intracellular compartment
obtains a uniform osmotic pressure set by the extracellular solu-
tion. For E. coli, like many other cells, the optimal value for this
osmotic pressure matches that of 150 mM NaCl (28). In the
150 mM NaCl growth medium, the dominant contribution to the
osmotic pressure is thus from the entropy of mixing of small
1:1 electrolytes (Na+, Cl−), yielding a Debye-screening length of
λD = 0.8 nm (SI Appendix, Eq. S13). Simply speaking this number
corresponds to the distance where charged particles start to
“feel” one another. Inside the cells submerged in this medium,
however, the situation turns out to be quite different (Fig. 2). The
selectivity in ion transport across the plasma membrane means
that ions inside and outside the cell need not to be in equilibrium.
One finds mainly three types of charged species in the cytosol:
small cations (Na+, K+, Mg2+), small anions (Cl−, HCO3

−, H2PO4
−),

and net-negative polyions of colloidal size (e.g., proteins, nucleic
acids, and membranes). Depending on physiological status, there
are also varying levels of organic anions like glutamate/acetate
and small metabolites like ADP/ATP (29, 30). Cell-content analysis
reveals that the concentration of small anions is kept notably low
at 6 to 30 mM, while the concentration of small cations is much
higher at 80 to 150 mM (31, 32). The reason for this mismatch is
that the majority of negative charges are tied to macromolecules
in the form of large polyanions. The proteins can here be denoted
as Z:1-electrolytes, with Z between 5 and 10 (Fig. 2). Importantly,
this intracellular bias of negative charge to proteins and other
macromolecules has key implications for the electrostatic
screening, which is rendered different from that in the isotonic
extracellular medium. As an approximate value, the intracellular
concentration of 20 mM 1:1-electrolyte yields a Debye screening
length of 2.2 nm, compared to 0.8 nm in [NaCl] = 150 mM (SI
Appendix, Eq. S13). The screening length inside the cell is thus
considerably longer than in physiological buffer, making the
proteins “feel” one another over larger distances. From an elec-
trostatic perspective, the intracellular medium cell is thus different
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from the [NaCl] = 150 mM solution, and the in-cell interactions are
not adequately described by potentials with a screening length of
0.8 nm. Likewise, the electrostatic contribution to enzyme activi-
ties and conformational equilibria are also bound to be different
from those in physiological saline because the residue pKA values
often found to influence these processes rely on the detailed
electrostatic environment, as exemplified by the sometimes very
complex pH and ionic strength dependence of enzymatic turn-
over (33). From an experimental perspective, this means that it is
nontrivial to select an in vitro medium that accurately represents
the in vivo electrostatic conditions. A prudent approach is thus to
vary the salt content over a reasonable range to monitor the ef-
fects and to consider this response upon translation to in
vivo behavior.

Quantitative Description of the Intracellular Protein–Protein

Interactions. Protein–protein interactions are typically treated
as ideal two-particle systems with an emphasis on the short-range
specific features. In the crowded cells, however, such simplified
descriptions are not valid, since each protein interacts simulta-
neously with several others. This requires the introduction of
many-body corrections. We recently addressed this problem by
developing an approximate description of the electrostatic in-
teractions in concentrated systems of charged colloidal spheres
(34). An essential feature of this formalism is that in crowded
systems, where surface-to-surface separations are smaller than the
particle radii, one can apply the simplifying Derjaguin approxi-
mation (35). Here we extend this idea to describe the diffusive
protein–protein interactions in crowded E. coli cells. As a basis for
our calculations we use the E. coli proteome characteristics (Fig.
2), a protein content of 35% V/V and a Debye screening length of
2.2 nm (discussed above). Moreover, we describe the proteins as
charged spheres with a uniform radius of 2.5 nm, matching the
high-abundance average (SI Appendix). For a start, the negative
repulsive charge will result in positional correlations, since the
proteins tend to avoid one another. This has the consequence that
there is an optimal center to center separation ropt (Fig. 3), which
decreases as the protein concentration (cp) increases:

ropt ∝ c−1=3p . [1]

For uniform spheres, close packing occurs at a volume fraction
of 74% and, by a scaling argument, the optimal center-to-
center distance at 35% (V/V) is ropt = 2(74/35)1/3 ≈ 2.57Rp. With
Rp = 2.5 nm, the corresponding surface to surface separation
is h = 0.57·Rp = 1.4 nm, which is smaller than the electrostatic
screening length (Fig. 3). Despite the proteins only feeling
repulsive interactions, there is a local potential minimum at
ropt. Knowing both the protein charge and concentration, we
first address the conditions around the optimal position ropt.
The nature of the local potential well [Veff (z)] is estimated by
assuming that the central protein is on average symmetrically
surrounded by n neighbors, each of which interacts through a
pair potential (Vp). The local potential is to second order in the
displacement-coordinate z (34) according to

VeffðzÞ= n
6

(
d2Vp

dr2
�
ropt

�)
z2, [2]

where Vp has contributions from both the electrostatic and the
dispersion interaction. The electrostatic part can be estimated

by noting that h ≈ Rp/2 (Fig. 3). We can then use the Derjaguin
approximation (35) and the asymptotic form of the interaction
between two charged planes (15) to obtain the electrostatic
contribution (SI Appendix):

FelðhÞ=− 
dVel

p

dh
=−128πkT

Rp1Rp2�
Rp1 +Rp2

�ceλDΓ2
0e

ð−h=λDÞ;

d2Vel
p

dh2
=
dFelðhÞ
dh

,

[3]

where ce is the1:1-electrolyte concentration and Γ0 is a dimen-
sionless parameter determined by ce and surface-charge den-
sity (chap. 3 in ref. 20).

Regarding the dispersion attraction, this varies as r−7 for pro-
teins at separations larger than their radii (r >> 2Rp), making it
negligible at larger distances. At the separations relevant in vivo,
however, the effective distance dependence is significantly
changed as each molecular segment of a protein provides its own
r−7 contribution to the net force. For geometrical reasons, this
causes the net force to depend progressively less strongly on
separation as r decreases. Another property of the dispersion
force is that it is proportional to the product of the protein vol-
umes at large separations, while it scales with the mean-protein
radius at small separations. In this limit, the general expression for
the dispersion force reduces to (15)

FdispðhÞ=−
Rp1Rp2

6
�
Rp1 +Rp2

�Hpwp
1
h2

, [4]

where h = r − (Rp1 + Rp2) and Hpwp denotes the dispersion part
of the Hamaker constant for interaction across aqueous me-
dium (p. 266 in ref. 15). As described in SI Appendix, we can
then obtain explicit expressions for both the electrostatic and
dispersion contributions to the effective potential Veff(z) in Eq. 2.

Fig. 3. Description of intracellular protein–protein interactions. (A)
Dimensions of typical E. coli proteins, where the effective Debye
screening length (λD) exceeds the protein–protein separation (h). (B)
Schematic single layer (n= 7) of the interaction network, outlining the
spatial parameters of SI Appendix and Eqs. 1–5. The resulting
interaction potential for E. coli proteins is shown in Fig. 4.
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With estimates of the parameters from the high-abundance
dataset, that is, Rp1 = Rp2 = 2.5 nm and a net-charge density
of −0.09 e/nm2, we find an electrostatic contribution of 1.83 ×
10−4J/m2 balanced by a dispersion part of −4.3 × 10−4J/m2.
With n = 8 we obtain

VeffðzÞ≈ 1.9× 10−3z2
�
J=m2�. [5]

Two qualitatively important conclusions follow from this
potential estimate. First, it explicitly shows that the electro-
static repulsion dominates the dispersion attraction at average
separations. Second, the effective local repulsion is weak
enough to allow swift surface probing by local thermal motions
(i.e., the potential is <kT for relevant displacements).

Implications for the Crowded E. coli Interior. To ensure cellular
function, the proteins need not only to be suitably dispersed but
must also be allowed to come in close-enough contact to re-
versibly search for specific short-range interactions (36). In this
search regime (h << Rp), the electrostatic and the dispersion terms
are both dominated by the direct pair interaction, and the re-
storing force from other neighbors is small. The magnitude of the
electrostatic force (Eq. 3) depends here on the protein surface-
charge density, rather than on the global net charge, explaining
the experimentally observed in-cell mobility behavior (Fig. 2). We
also note from Eqs. 2 and 3 that the electrostatic and dispersion
forces are both proportional to Rp1Rp2/(Rp1 + Rp2), rendering their
relative magnitudes independent of protein size at close range.
Taken together, these findings provide a functional rationale for
an evolutionary preferred surface-charge density in naturally oc-
curring proteomes (Fig. 2).

Even though the 1/h2 divergence of the dispersion attraction
(Eq. 4) becomes eliminated by the atomic-nature contributions at
close range, it can still promote aggregation at the isoelectric
point, as is well known in protein purification. At physiological pH,
however, the negative surface-charge density adds a compen-
sating repulsion. This repulsion not only dominates at long range
but is also strong enough to weaken the dispersion attraction at
short range where the specific surface interactions come into play.
In the regime where only counter ions occupy the interaction gap,
the electrostatic contribution changes from an exponential to an
algebraic distance dependence and diverges as 1/h (32). As with

the 1/h2 divergence of the dispersion attraction, this 1/h di-
vergence is eliminated at separations where the discrete atomic
nature of the charges becomes influential. The competition be-
tween these generic attractive and repulsive components is
quantified in Fig. 4, showing the calculated interaction potential
between two proteins of radius 2.5 nm (SI Appendix). In essence,
the force cancellation yields a generic weakly repulsive force
down to separations of around 0.5 nm, well-suited for being
sampled by physiological thermal fluctuations (Fig. 4). The E. coli
proteome seems thus to represent a system at thermal equilib-
rium with respect to association degrees of freedom. This equi-
librium situation is analogous to what is found in vitro for micelles
(21) but different from the kinetic stability of conventional large-
particle colloids (chap. 8 in ref. 20) (Fig. 1). In the latter case, the
barrier for irreversible association can be >30 kT, maintaining
long-time solubility. The corresponding barrier for the average E.
coli protein is here calculated to just ∼2 kT but can still yield
solubility for indefinite time if the short-separation well is not too
deep (Fig. 4). From a biological perspective, this situation makes
perfect sense: The proteome is not only optimized for solubility
but also for reversible close-range search. Regarding specific
recognition, the force cancellation extends all of the way into the
regime where the chemical ruggedness of the protein surfaces
becomes dominant (Fig. 4). As such, the association potential
seems tuned by net-charge density to facilitate the dynamic
probing of specific surface details, without getting trapped like
larger colloidal particles (15) (Fig. 1). Drawing a parallel to real
bacteria, Cayley et al. (26) and Cayley and Record (37) observe
effects on the E. coli function upon perturbing the intracellular
1:1-salt concentration that are persuasively explained by the
present results. Essentially, the E. coli growth is mitigated under
conditions where the intracellular charge repulsion deviates from
normal and, to maintain low intracellular-charge screening in
growth medium with [NaCl] >150 mM, the cells need to resort to
energy-consuming import of compatible osmolytes (SI Appendix).
These studies thus bring focus on the generic coupling between
the intracellular composition and the external-osmotic pressure,
as discussed next.

Contributions to the Intracellular Osmotic Pressure. Examples
of how osmotic perturbations disturb cellular function is found in
traditional food preservation, that is, freezing, drying, and adding

Fig. 4. Intracellular interaction potential calculated from the average characteristics of the E. coli proteome (SI Appendix). (A) The interaction
potential of the E. coli proteins calculated from the asymptotic form in Eq. 3, valid for intermediate and longer range. (B) Corresponding potential
at the high-charge limit, exemplifying the increased repulsion at short range between proteins at the extreme negative side of the E. coli net-
charge density distribution (Fig. 2). In both cases, the proteins lack the deep association minima and large kinetic barriers of larger colloidal
particles, suggesting that the protein–protein encounters are maintained at thermodynamic equilibrium (cf. Fig. 1).

Wennerström et al. PNAS | May 12, 2020 | vol. 117 | no. 19 | 10117

https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1914599117/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1914599117/-/DCSupplemental
https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1914599117/-/DCSupplemental


salt or sugar (38). The increased osmotic pressure achieved by
these methods extracts the intracellular water from any contained
microbes, collapsing their cytosolic components and terminating
growth. Normally, the extracellular osmotic pressure of E. coli is
determined by the entropy of mixing of small 1:1-electrolytes like
Na+ and Cl− ions, with an optimal concentration around 150 mM.
Given that the intracellular salt concentration is still lower than that
of the preferred growth medium, this raises the question of how
the cells generate the cytosolic osmotic pressure. The estimated
20 mM 1:1-electrolyte is clearly not enough on its own (Fig. 2).
Additionally, the proteins at a concentration of ∼10 mM and an
average net charge of Z = −8 (SI Appendix, Table S1) will provide
∼80 mM monovalent counter cations, plus a similar number from
the nucleic acids and charged lipids. Since these counter cations
are attracted to the larger negatively charged polyanions, how-
ever, their osmotic contribution is reduced relative to that under
ideal mixing conditions. Our estimate is thus that the total con-
tribution of small ions to cellular osmotic pressure equals less than
[NaCl] = 85 mM = 170 mOsm (chap.14 in ref. 15). As outlined in SI
Appendix, the E. coli cells also recruit electrically neutral osmo-
lytes to balance the osmotic pressure under high-salt stress, but
under optimal growth conditions the levels of these molecules are
negligible (37). Finally, E. coli maintains a turgor pressure of
∼1 bar across the cell membrane in 150 mM growth medium
(39). This internal pressure translates to an intracellular excess of
20 mM 1:1-electrolyte, increasing the physiological osmotic-
pressure equivalent from 150 to 170 mM NaCl = 340 mOsm. A
conservative estimate is then that the combined contribution of
small electrolytes and osmolytes to the cellular osmotic pressure is
less than 50%. We point here to the possibility that the missing
component stems from the proteins themselves. The argument is
as follows. Because the proteins electrostatically repel one an-
other, their translational degree of freedom gets more and more
confined the higher the concentration. As is well known for hard-
sphere systems, this leads to a positive deviation from the trans-
lational entropy obtained from the ideal mixing approximation
(40). At a crowding level of 35% V/V, the translational degrees of
freedom contribute a factor of 5 more than the ideal mixing case,
and in this regime the nonideality depends strongly on both
concentration and the nature of the protein–protein interactions.
This repulsion-induced decrease in translational entropy will nat-
urally lessen upon expansion of the cell, giving an intrinsic con-
tribution to the osmotic pressure. In contrast to the hard-sphere
systems, the protein–protein interactions are also orientation-
dependent and controlled by the protein surface details (Figs. 1
and 2). Upon cellular expansion, the orientational correlations will
also lessen, leading to gain in rotational entropy and an additional
contribution to the osmotic pressure. Considering the sensitivity
of these nonideal factors to the surface heterogeneity and precise
cellular composition, it is yet difficult to quantitatively estimate
their impact. Even so, it seems clear that the chemical character-
istics of the protein surfaces themselves have a significant influ-
ence on the cytosolic-osmotic pressure through their coupling to
the system’s translational and rotational entropy. It also follows
that this influence can be under selective control through opti-
mization of the protein-surface details.

The Divergent Adaptation of Halophilic Archaea. The generic
role of charge in maintaining protein dispersion is ultimately
manifested by the salt-thriving Halobacteria. The adaptation of
these organisms to saturated-salt biotopes has led to the curious
development of similarly salty cytosols to mitigate osmotic-

pressure problems (11). As an apparent compensation for the
loss of net-charge repulsion, their proteomes have evolved net-
charge densities that are 10 times more negative than in E. coli
(Fig. 5 and SI Appendix, Fig. S5). Thus, from a physicochemical
standpoint, these extremophiles have found a way to support the
fundamental biochemical processes in a solvent that can be de-
scribed as an ionic liquid. Hydrophobic, or more precisely sol-
vophobic, interactions are still operative under these conditions,
although it is the cohesion of the ionic species rather than the
water that promotes the effect (41). The same is true for the at-
tractive dispersion force and the repulsion mechanism due to
restricted freedom of surface groups. Regarding the electrostat-
ics, however, the conventional electrical double-layer repulsion is
virtually absent as the formal Debye length at multimolar 1:1 ions
is smaller than an atom size. Nonetheless, it is found that for ionic
liquids and highly concentrated electrolytes there is still a mea-
surable repulsion between similarly charged surfaces (42–44). The
conventional Debye screening is quenched and replaced by
weaker screening with much larger decay length due to the strong
ion–ion correlations (45, 46). Most notably, the consequence of
this high-salt effect is a nonmonotonic variation of the screening
length with electrolyte content (47). Below 0.5 M, the charge re-
pulsion follows conventional Debye decay, between 0.5 and
1.5 M it is effectively absent, and above 1.5 M the charge re-
pulsion restores to become effective again (Fig. 5 and SI Ap-
pendix). We denote tentatively these bounds as the “Debye,”
“eclipse,” and “ionic-liquid” regimes, respectively. From the ar-
guments above, it is thus expected that an organism more easily
adapts to the Debye and ionic-liquid regimes than to the eclipse
regime, since the latter does not allow for intracellular tuning by
charge repulsion. There may indeed be other ways to deal with
the situation of excessively short screening lengths, but the con-
straints are likely challenging. An interesting detail is also that
Halobacteria, where the osmotic contribution from the high in-
ternal [salt] is bound to override that from the proteins, are unique
by lacking cellular turgor pressure (11).

In line with this conjecture, existing proteomes show a dis-
tinctly partitioned distribution of net-charge densities (Fig. 5). At
the far negative end are theHalobacteria with ionic-liquid cytosols
and to the right are the majority of other organisms with “typical”
cytosols. Between theHalobacteria and the other organisms there

Fig. 5. Minimum of effective screening length (λs) yields an
electrostatic “eclipse” around [NaCl] = 1 M. (A) Up to ∼[NaCl] = 1 M,
the screening length follows conventional Debye–Hückel decline,
whereas in the ionic-liquid regime it restores due to ion–ion
correlations (44, 46). Between these limits is an “eclipse” where the
electrostatic interactions are severely mitigated at λs < 0.5 nm. (B)
Since long- and medium-range charge interactions seem crucial for
cellular function, intracellular salt concentrations around the
electrostatic “eclipse” are expected to be most unfavorable.
Correspondingly, there is a minimum in the distribution of proteome
net-charge densities separating Halobacteria from other organisms.
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is a gap (Fig. 5). Since the Halobacteria are so far the only or-
ganisms with established ionic-liquid interior, it is tempting to
assume that this gap coincides with the unfavorable eclipse re-
gime. Although the trend remains qualitative until the detailed
relation between intracellular salt and net-charge density is de-
termined, we take this to underline that electrostatic repulsion of
sizable range is indeed the favored mechanism for preventing
general aggregation in vivo (48).

General Implications and Outlook
Long-Range Electrostatic Repulsion Is an Essential Organiza-

tional Principle. Although life is basically a chemical process, its
very complexity at the cellular level is often taken to preclude
basic atomistic description. In the present paper, we attempt to
see how far this is true. Our starting point is the observation that
the cytosolic E. coli proteome shows a uniform net-charge density
of around −1e/11 nm2 (Fig. 2). From first principles, such excess
charge provides a generic intermolecular repulsion that aids dis-
persion under crowded conditions. Since the nucleic acids and
membranes carry similar or higher net-charge densities, we further
conclude that this macromolecular dispersion reflects a physio-
logical optimization. Even if the protein net-charge density dis-
tribution in Fig. 2 is broad and even spans over positive values, it
does not falsify the idea of a functional charge bias. As mecha-
nistic proof of principle, in-cell NMR analysis demonstrates that a
mutational decrease of repulsive surface charge causes cytosolic
proteins to “stick” to the E. coli interior, while a corresponding
increase makes them less restricted (10). From the fact that a
substantial fraction of the intracellular negative charge is perma-
nently fixed to cytosolic proteins in the form of Z:1-polyions (Fig.
2), it is also evident that the physiological setting is chemically
different from that in standard [NaCl] = 150 mM buffer where all
anions are small and free to diffuse independently. A key conse-
quence of this situation is that the charge–charge interactions will
operate over longer distances in the cell than in [NaCl] = 150 mM
buffer, simply because of mitigated small-ion screening (Fig. 2).
Considering that many physiological processes are indeed con-
trolled by biomolecular charge (49), this higher in vivo sensitivity
to the electrostatic interplay is functionally reasonable. For ex-
ample, when E. coli cells under conditions of hyperosmotic stress
are forced to increase the cytosolic-charge screening by import of
small salts, it comes with the cost of halted growth (50).

Notes on Biological Selectivity at Close Range. From the cen-
tral dogma, biological function is optimized through natural se-
lection at the level of amino acid composition. However, the
universally present dispersion force, which may be the most sig-
nificant attractive interaction in the cellular system, is not ame-
nable to such selection because it shows little dependence on
side-chain identity. Therefore, life has had to resort to other
means. In a classical colloidal system, the particles are protected
from aggregation by a large charge-repulsion barrier that kineti-
cally deflects the particles from entering the attractive dispersion
minimum (Fig. 1). Once they do, the particles are bound to be
stuck. Such kinetic stability is clearly not appropriate for protein
function. Nature’s solution, it appears, is a tuning of the protein-
charge repulsion (10, 11, 48) to a level where it just cancels the
dispersion minimum at intermediate range, allowing swift dy-
namic encounters at close range (Fig. 4). The beauty of this op-
timization is that it “overrides” the unspecific character of the
dispersion force by guiding the proteins directly into the regime
where the highly selective amino acid details take over. As such,

the in vivo protein dispersion can also be said to be at thermo-
dynamic equilibrium, thus contrasting the kinetic stability of the
typical colloidal system (Fig. 1). It further is evident that natural
protein–protein interfaces depend critically on the complemen-
tary side-chain details, where any Brownian surface diffusion will
cause substantial modulation of the close-range interactions as
depicted in Fig. 4. Despite this microscopic complexity, we find it
still useful to comment on the range and likely cellular impact of
these close-range interactions. In doing so, we first emphasize
that the potential derived from Eqs. 3 and 4 remains operative in
this close-range regime, and that the various anisotropic contri-
butions come in as additive terms with their own characteristic
distance dependence. The first term to materialize is that from
global protein dipoles, experiencing a shorter screening length
than global net charge, and in the present case ∼1 nm (51). At
1-nm separation, the basal potential in Fig. 4 thus gains an ad-
ditional dipole component that is either repulsive or attractive
depending on protein orientation. Naturally, this component will
favor orientations where the dipoles are attractively aligned and
contribute to “electrostatic steering” in the early association
process (52). In terms of strength, the protein rotation-correlation
times in E. coli display a significant and approximately linear de-
pendence on the protein-dipole moment (10) (Fig. 2). At still
shorter range are the contributions from higher dipole moments
and point charges, which operate at distances matching their
spatial separations on the protein surfaces, on average 0.59 nm
for the E. coli proteins (SI Appendix, Table S4) (53). Like the
dipoles, these interactions will contribute to interface steering
(36), but at distances where also repulsive surface-entropy loss
and other, more “glassy,” contact terms start to kick in. Hence, if
the net-charge repulsion is too small, the binding potential will
bias the system closer to the glassy regime, arrest the dynamics,
and cause the proteins to stick. Conversely, if the net-charge re-
pulsion is too high, the close-range sampling may be lost alto-
gether or mitigated to the extent that only the strongest binding
sites remain attractive. Although the latter scenario promotes
selectivity, it has the drawback of reducing binding probability.
The analogous argument applies to the protein-search kinetics,
based on the observation that exploratory surface diffusion is a
key component of finding specific-binding fit (36): If the close-
range search is too swift, the likelihood of finding the right bind-
ing partner is minimal and, if it is too long-lived, the proteins end
up wasting time exploring nonpartners. As the majority of in-cell
encounters are indeed bound to be unproductive, the latter sit-
uation must be avoided (10).

Regulation of the Physiological Osmotic Pressure. Under con-
ditions where a cell neither swells nor shrinks its osmotic pressure
matches that of the environment, that is, Πcell + Pturgor = Πbuffer

(39). As outlined in Fig. 2, however, the source to the osmotic
pressure is bound to be different on either side of the plasma
membrane. Although this difference may be of little practical
importance in the laboratory, it turns out to have implications for
the mechanism of cellular self-organization. Under steady-state
conditions, the E. coli content is constantly turned over by nu-
merous metabolic processes: New molecules are synthesized,
others are degraded, and there is import and export across the
membrane (37). As these processes regulate the number of cy-
tosolic molecules, they inherently regulate the osmotic pressure.
This means that the osmotic pressure provides a thermodynamic
coupling between all metabolic reactions adjusting the number of
cytosolic molecules. Since the proteins, because of their correlated
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charge interactions, contribute more per molecule to the osmotic
pressure than the smaller solutes, it follows that their concentration
is to some extent self-regulated. As an illustration, we imagine that
we remove some proteins from the E. coli cytosol and replace them
with the same volume of pure water. The remaining proteins will
then naturally diffuse into the unoccupied volume and end up less
concentrated. The decreased osmotic pressure accompanying this
protein dilution will now force an efflux of cytosolic water, shrinking
the cell until the cytosolic osmotic pressure has come to match that
of the extracellular medium. This happens first when the original
protein concentration and charge interactions are restored. Re-
moving proteins will thus make the cell smaller and, vice versa,
adding more proteins will make it larger.

Adaptation Across Marine and Freshwater Environments.

Marine organisms are generally subjected to salt concentrations
three times higher than that of physiological saline, that is,
∼[NaCl] = 0.5M = 1 osmol. To avoid overcrowding and cellular
collapse, the proteins and the 1:1-electrolytes cannot balance this
osmotic pressure on their own but need help from synthesis or
import of noncharged osmolytes (54). Even if this strategy is the
norm in marine environments, it comes with a metabolic cost (54).
The contrasting situation is found in fresh water with an osmotic
pressure below 0.1 osmol. To match this environment, the pro-
teins and their counterions need to dilute, but with the functional
penalty of longer diffusion paths and increased protein–protein
repulsion. Although cells can build up turgor pressures to reduce
this effect, there is a limit in the mechanical stability of the outer
membrane. Consistently, gram-positive bacteria that can sustain
turgor pressures of ∼20 bar = 0.8 osmol (55) are much more
common in fresh water than in the sea (13). Freshwater cyano-
bacteria show moreover much higher turgor pressure than their
halophilic relatives, where the latter takes advantage of the situ-
ation by resorting to thinner cell walls (56). The trade-off indicates
that the high-turgor situation in fresh water is structurally costly
and cannot easily be avoided by other means. Our osmotic
pressure-centric reasoning ties thus in with the notion that adap-
tation of microorganisms across the marine and freshwater envi-
ronments is an unusual and evolutionary demanding process (13,
57). Reflecting this osmotic challenge, the proteomes of marine-,
brackish-, and freshwater-adapted bacteria show also a stepwise
decrease in net-negative charge (13, 14). Although these con-
jectures remain speculative, the idea is out to be challenged.
Whatever the answer may be, it seems likely that the osmotic
pressure, through its thermodynamic coupling to charge re-
pulsion and protein–protein separation, plays a more central
physiological role than previously appreciated.

Halophilic Archaea. The generic role of macroscopic charge in
maintaining intracellular dispersion is ultimately exemplified by

the salt-thriving Halobacteria with ionic-liquid interiors and protein
net-charge densities 10 timesmore negative than in E. coli (11) (Fig.
5). Given that the formal Debye length is negligible already at 1 M
KCl, speculations have been that the role of the excessive protein
charge in Halobacteria is not in repulsion per se but in increasing
solubility by other means, for example through enhanced surface
hydration (58) and specific-ion coordination (59). We question here
the necessity of such additional mechanisms by pointing back to
the generic electrostatics. The principal evidence is that, at suffi-
ciently high salt concentrations, the electrostatic interactions are
reestablished through ionic correlations (43, 45) (Fig. 5). With re-
spect to the halophilic adaptation, however, this separation of the
electrostatic influence into a low- and high-salt regime comes also
with a twist: How does a cell evolutionarily cross the “eclipse”
where the electrostatic interactions are bound to be inoperative? If
selection cannot easily move from one solvent condition to the
other, this will yield a barrier that isolates Halobacteria from other
organisms. The existence of such a selective barrier is indeed in-
dicated by a distinct gap in the distribution of net-charge densities
across the various prokaryote species (Fig. 5). Although this idea
needs further investigation, it is interesting to note that the very
influence of net-charge repulsion on natural selection adds chem-
ical rationale to the definition of “habitat genomes” (16, 60). How
evolution may still surmount the electrostatic-depletion barrier
seems best answered by the organisms closest to the “eclipse”
regime (Fig. 5). Obvious candidates are the Halobacteria with least
negative proteomes and the distinct but yet “mysterious” group of
archaea at the negative side of the distribution of “typical” or-
ganisms (61). As discussed above, the general strategy for pro-
karyotes to handle variations in salinity seems to be the energy-
consuming recruitment of compatible solutes (62), but how these
stress molecules act to solubilize proteomes under conditions of
diminished net-charge repulsion remains poorly understood (63).
Adding to the challenge, the physiological levels of the small anions
that are key to the intracellular screening remain notoriously difficult
to determine (62). To stimulate further exploration of these funda-
mental aspects of cellular function, we fuel here the discussion by
arguing that the most “extreme” in halophilic adaptation lies not in
the biotopes themselves but rather in the evolutionary crossing of
their chemical boundaries. After all, a halophile that survives in
isolated brine pockets of geologically intact salt crystals (64) cannot
be said to struggle with its environment: To some organisms, ionic-
liquids are in fact as “physiological” as 150 mM NaCl.

Data Availability. Datasets and protocols are described in SI
Appendix, and raw data are available from mikael@dbb.su.se.
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