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AI Chat Bots such as ChatGPT are revolutionizing our AI capabilities, especially in text generation, to help expedite
many tasks, but they introduce new dilemmas. The detection of AI-generated text has become a subject of great debate
considering the AI text detector’s known and unexpected limitations. Thus far, much research in this area has focused
on the detection of AI-generated text; however, the goal of this study was to evaluate the opposite scenario, an AI-text
detection tool's ability to discriminate human-generated text. Thousands of abstracts from several of the most well-
known scientific journals were used to test the predictive capabilities of these detection tools, assessing abstracts
from 1980 to 2023. We found that the AI text detector erroneously identified up to 8% of the known real abstracts
as AI-generated text. This further highlights the current limitations of such detection tools and argues for novel detec-
tors or combined approaches that can address this shortcoming and minimize its unanticipated consequences as we
navigate this new AI landscape.
Introduction

Artificial intelligence (AI) and the subdomain of Machine Learning
(ML)1–3 have progressed rapidly over the past few years, notably in natural
language processing4 and text generation.5 In November 2022, the world
became enamored with ChatGPT, a large language model (LLM) created
by OpenAI, with its ability to answer sophisticated questions and to write
novel text. To achieve this, ChatGPT (e.g. Chat Generative Pre-trained
Transformer) and similar tools are built upon Pretrained Foundational
Models (PFMs), which ingest a large corpus of text to create a general rep-
resentation of language that can be further tuned to specific applications.6

The tools excel at summarizing, translating, and synthesizing text with
numerous possible uses that come with new challenges.7 The scientific
community and educators worldwide face questions of authorship8–10

and plagiarism as these tools are used in scientific publications and course
assignments,11 while governments grapple with disinformation.12 This has
led to a second wave of innovation to detect the presence of AI-generated
text. Academia has led the charge with a diverse set of approaches (e.g.,
GLTR13 and RoBERTa-based approaches14) reviewed by Jawahar et al15

and Guerrero and Alsmadi.16 In addition, numerous companies, including
OpenAI, Copyleaks, and Originality.ai, are now selling AI-generated text
detection tools. Given the rapidly evolving nature of this field, ongoing
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efforts must be made to understand the performance of these tools. Work
by Gao et al. on bioRxiv (https://doi.org/10.1101/2022.12.23.521610)
looked at AI-generated abstract detection by OpenAI’s own detection tool.
However, we are yet unaware of research focusing on the opposite scenario.
How often do these detection tools flag work as AI-generatedwhen it repre-
sents original, unaided creative thought from the author? This has broad-
reaching implications, with the possibility of career-altering allegations
being made against students and researchers when their work was an orig-
inal creation. We explore this topic by employing a freely available GPT
detector API to analyze abstracts from 5 scientific journals from the
1980s forward, well before AI-aided text generation, to assess the detector's
false-positive rate.

Methods

Data collection

Abstracts were sourced from PubMed using the Requests and
BeautifulSoup Python libraries. These tools enabled us to navigate to a
PubMed URL that filtered for the specified year range and journal, and iter-
ated through each search result link to pull the abstract from the underlying
HTML source code, using BeautifulSoup's find and find_all methods. The
2023
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abstracts were then placed into Pandas dataframes in order to analyze and
visualize the data, using Matplotlib.

Five journals covering a range of disciplines were included in this study
(Nature, Science, The New England Journal of Medicine, Radiology, and
Archives of Pathology and Laboratory Medicine), and abstracts of which
were sampled in 5-year clusters starting from 1980 to the present. The
final group ranged from 2020 to February 2023. Abstracts were sourced
from the first 5 pages of search results for each journal. 1600 random sam-
ple abstracts were selected per each 5-year range (1980–2023) within the
aforementioned journals (adding up to 14400 total abstracts evaluated).
The query also specified a certain abstract length to meet the token restric-
tions of the model. The distribution of word counts is provided in Fig. 1.

AI detection model

Given that a GPT4 or GPT3-based AI detection API was not available to
us at the time of this study, the RoBERTa-based detectormodel was sourced
instead from OpenAI’s Hugging Face repository (“roberta-base-openai-de-
tector"). The model was downloaded using pipeline from the transformers
Python package, and the AutoTokenizer package. The model was then
run locally on the full set of aggregated abstracts (as described above)
and given a probability score of 0–1.0 (i.e., the likelihood of the text
being identified as AI-generated by this GPT-2-based LLM approach).
Although no GPT4-based AI detector API was available to us at the time
of this study, a very limited subset of the false-positive results (i.e., 10
real abstracts that were called AI generated with >90% probability by the
RoBERTa-based detector model) acquired from our main API-based study
were also fed into a separate non-API GPT-4-based AI-detector method
through the ChatGPT+ user interface. This separate GPT-4-based method
was constructed through the following prompt: "Please act as an AI Detec-
tor, responding with a score from 0.00 to 1.00 on how likely the given
text is generated by an AI, with 1.00 meaning absolutely written by a
human and 0.00 meaning absolutely written by an AI." A summary of the
results of these very limited runs (10 that were erroneously detected by
the GPT2-based method as AI-generated) are shown in Supplementary
table 1.

Data analysis

The AI detection output was segmented by 5-year time periods starting
from 1980 to the present (2023), for each of the aforementioned journals
listed above. For each time period, the full-length abstracts were utilized
to better represent the true-predictive capability of the AI detection tool
on these real abstracts. As noted above, to maintain the same sample size
for each year range, 1600 abstracts per each 5-year range were randomly
selected using the NumPy Python package. A 50% probability was used
Fig. 1. The overall distribution of th
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as the base threshold for suspected AI generation, with additional analysis
for each of these spanning 10% intervals up to >90% AI text generation de-
tection calls (i.e., >50%, >60%, >70%, >80%, and >90%) as shown in
Fig. 2. In addition to the above, a separate text dilution study was also con-
ducted to serve as a relatively predictable positive control (100%of abstract,
first 50%, andfirst 25%of each of the abstracts, byword count), as shown in
Fig. 3. The word count was compared by year range and journal using
ANOVA. The statistical analysis was performed using R (cran.r-project.org).

Results

Through our AI-text detection approach using the RoBERTa-based
detectormodel, we found that whilemost of these “real” abstractswere cor-
rectly predicted as non AI-generated (i.e., correctly assigned as human-
generated), there was a subset of abstracts (∼5%–10%) that were being
erroneously assigned as AI-generated text with a high degree of confidence
(i.e., >80% confidence as seen in Fig. 2).

The 1600 random real abstract samples per year range (adding up to
14400 total abstracts) were separated based on their likelihood of being
called AI generated text according to the AI detection tool as shown in
Fig. 2. The bar chart in Fig. 2 illustrates the trend of AI detection of such
real text over time, along with their given likelihood as reported by the AI
text detector. For example, in each bar, the “Greater than 90% chance of
being AI-generated” represents the abstracts that were greater than the
90% likelihood of being AI generated by the AI detection tool.

Additionally, the same 14 400 sample set was also reviewed based on
each of the 5 journals evaluated. Each column adds up to 100% for each
journal as shown in Table 1.

As noted earlier, a separate text dilution study was also conducted
(Fig. 3) on these 14 400 abstracts to evaluate the effect of word count on
the AI detection tool’s optimized capabilities. This was conducted by
using the full abstract (100% of abstract) versus its first half (50%) and its
first quartile (25%) word count as shown in Fig. 3. As expected, the AI de-
tection tool performed best on the full abstract when compared to its di-
luted abstract counterparts.

We also evaluated the average word count for each journal and year
range, as well as the average for each. Based on 2-way ANOVA, the P-
values were calculated for comparing each year range’s mean word count
to other year changes from that year range and the mean word counts
between different journals (Appendix Fig. 1).

Discussion

In this study, we have demonstrated that up to 8.69% of the “real”
abstracts had more than 50% probability of being characterized as
AI-generated text, and up to 5.13% of all “real” abstracts being erroneously
e word counts in the abstracts.

http://cran.r-project.org


Fig. 2. The full-length abstracts evaluated by the AI-detection tool are shown in the bar chart above over year ranges, with each stack representing the AI detection model’s
prediction of how likely an abstract is to be predicted as being AI generated. The table beneath the graphs shows corresponding details for each year range.
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characterized as having a 90% likelihood of being AI-generated. As a more
concrete example, from 1990 to 1994, well before ChatGPT or computa-
tional capabilities of LLMs, roughly 1 in 20 abstracts were flagged as
AI-generated with >90% probability.

However, the data also demonstrates a temporal dependence on its
detection. Trending the >90% AI-generated predicted probability by
5-year segment, a peak is seen in 2000–2004 with a steady decline
reaching only 0.75% in the 2020–2023 segment. The exact cause of
these changes requires further study, but several factors are worth con-
sidering. First, the RoBERTa-based OpenAI detector used in this study
is fine-tuned with GPT-2 parameters. The corpora used to train RoBERTA
combines BookCorpus and English Wikipedia (BERT training set), CC-
News, OpenWebText, and Stories.14 While GPT-2 is trained with
WebText, it is created by following all outbound links from Reddit with
at least 3 karma points.17 Thus, the tuning draws on popular ideas shared
on a social media site rather than scholarly works. However, this doesn’t
fully explain the improving accuracy over time. The observed differences
may also result from temporal misalignment, a phenomenon nicely sum-
marized by Luu et al., in which the language model training data and
testing data differ enough in time that model performance is affected
by the subtle evolution of language.18 However, neither fully explain
all the observed trends in the data. If this were the only factor, we
would expect even less accurate predictions in the earlier decades.
However, in the early 2000s forward, when a more rapid change in accu-
racy was observed, the adoption of the internet was also rapidly acceler-
ating, potentially catalyzing faster evolution of language or other
3

additional factors, resulting in more noticeable difference in perfor-
mance over time.

To further interrogate the model, we also tested the effect of text length
on the prediction, serving as a positive control with more text expected to
provide more accurate predictions within the token limit of the model.
Reassuringly, the accuracy of predictions was demonstrated to be directly
related to the abstract lengths when provided with increasing aliquots of
the abstracts (25%, 50%, or 100% of text), as shown in Fig. 3.

Considering this, the data also was found to be variably influenced by
the journal type, regardless of the time period. Specifically, 4 of the journals
representing either specific disciplines (Radiology, Archives of Pathology &
Laboratory Medicine) or a diverse array of subjects (Science, Nature) showed
false-positive rates between 1.89 and 3.89%,while TheNew England Journal
of Medicine (NEJM)was shown to be an outlier at 10.24% for unknown rea-
sons. We further analyzed the average word count of each set of journal ab-
stracts and employed ANOVA to evaluate the statistical difference. When
the average word count of all abstracts was compared with the average
word count of the individual journals, each journal was found to be rela-
tively different (P < .05). Nature was closest to the average with a P-value
of .0415, with the remaining journals showing P-values of <.001 (S1
Fig. 1). This suggests that similar performance is observed with statistically
significantly different abstract lengths, and this likely is not the reason for
the difference in the performance of NEJM. The format and structure of
the abstracts is journal dependent, with NEJM, APLM, and Radiology all
using various subsections (i.e., context, objective, design, results, and con-
clusions), while Nature and Science employ a single paragraph form. Still,



Fig. 3. The effect of diluting the abstracts (i.e., comparing the full length abstract 100% to 50% which represents the first half of the abstract and 25% representing the first
quarter of the abstract length) on the AI-detection tool’s outcomes. As expected, the AI-detection tool’s capabilities of accurately assigning the real text as real, diminishes
through each dilution.
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this does not distinguish NEJM from the other journals. While the underly-
ing cause remains unclear, it also highlights the importance of context for
Table 1
The percentages of each journal separated by likelihood of being called AI-gener-
ated text. Arch Pathol Lab Med and NEJM noted above are the journals of Archives
of Pathology& Laboratory Medicine and the New England Journal of Medicine, respec-
tively.

AI
generated
possibility
(%)

Arch Pathol Lab
Med (%)

Nature
(%)

Radiology
(%)

Science
(%)

NEJM
(%)

<50 93.98 96.69 95.72 93.89 84.69
50–60 0.60 0.31 0.75 0.65 0.84
60–70 0.75 0.31 0.58 0.56 1.12
70–80 0.64 0.31 0.44 0.19 1.30
80–90 0.94 0.50 0.58 0.83 1.81
>90 3.11 1.89 1.94 3.89 10.24
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the tool's performance and demonstrates the potential for similar perfor-
mance across multiple subject domains and abstract lengths.

The confidence in the probabilities also merits further discussion. The
data demonstrate not only the identification of certain real text as
AI-generated but with a confidence exceeding 90%. While these tools
exist in an academic realm, thoughtful interpretation and skepticism will
likely remain the norm; however, as they begin to transition into a broader
consumer market with multiple corporations offering this technology, the
notion of such strong prediction will warrant additional concern.

One fundamental limitation of this study is that it only evaluates a single
AI-text detection model, which is not the most current technology avail-
able. OpenAI and other companies continue to develop more sophisticated
methods to detect AI-text, but they have not, at the time of authoring this
article, offered API access to these tools to facilitate large-scale analysis.
Additionally, due to the expense of these tools, we were limited to using
the freely available model. Ongoing assessment is needed especially given
GPT-3 and GPT-4’s much more extensive corpus19,20 compared with
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GPT-2, leading to more sophisticated text generation while also allowing
training and tuning of more sophisticated detectors. Notably, a small sam-
ple of the real abstracts (10 random abstracts, 2 from each of the 5 journals)
that were being called as AI-generated by the GPT-2-basedmodel, were also
evaluated in a GPT-4 non-API-based method through ChatGPT+UI which
showed some interesting results as noted in our Supplementary Table 1.
Although, at first glance, this GPT4-based AI-detector method was able to
accurately identify the real abstracts as human and non-AI-generated, it
also was shown to be rather non-specific for this task since a separate set
of AI-generated abstracts fed into it were all also being called human gener-
ated (see Supplementary table 1). It is important to note that this GPT-4-
based non-API approach used within this very limited subset of abstracts
is not a validated method and more sophisticated trained and validated
AI detection LLM approaches in the future (e.g., GPT-4 or others) may be
able to address many of the aforementioned shortcomings.

In light of these results, it is worth noting that the detection rate pro-
vided by these tools, especially in the 2020–2023 abstracts, must be
interpreted with caution. While our assumption that the AI generator tech-
nologies could not have been used in earlier cases, the assumption no lon-
ger applies in this time frame and thus, the true value of the false
detection rate is less than or equal to the quoted value of 0.75%. Finally,
as noted above, temporal misalignment likely amplifies the false-positive
rate especially within the older abstracts.

Looking forward, the role and impact of LLMs remain in their infancy.
As the scientific and educational community grapples with these changes,
distinguishing human versus AI creations will remain an important subject
as AI-generated text’s potential for misuse and abuse looms large.21,22

There now exists an “arms race” not only to push the envelope of possibility
but to continue to distinguish humans from AI.23 Drawing on lessons from
medical diagnostic testing, we envision new methods emerging with a
highly sensitive screening test to meet the needs of identifying content of
concern which can then be combined with highly specific diagnostic tests
to confirm that suspicion and boost the overall performance. Additionally,
Fig. A1. Average word counts and p-values are graphed by year ra
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the importance of standardizing and benchmarking the performance of
these models in different domains and contexts also remains important as
in the work by Uchendu et al in creating TuringBench.24 While this innova-
tion accelerates, it is essential not to lose sight of the pitfall of labeling
something as AI when it is, in fact, human. The observations presented
here is only the beginning of this narrative.
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Appendix A. Appendix

A.1. Word counts and p-values by year range and journal
nge and journal, using the random sample of 14,400 abstracts.
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A.2. Information to Access Supporting Code on Github

Github repository link (placeholder) will be published and provided
upon publication.

Supplementary data to this article can be found online at https://doi.
org/10.1016/j.jpi.2023.100342.
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