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Abstract

Activity-dependent modifications of synaptic efficacies are a cellular substrate of learning and memory. Experimental
evidence shows that these modifications are synapse specific and that the long-lasting effects are associated with
the sustained increase in concentration of specific proteins like PKMz . However, such proteins are likely to diffuse
away from their initial synaptic location and spread out to neighboring synapses, potentially compromising synapse
specificity. In this article, we address the issue of synapse specificity during memory maintenance. Assuming that
the long-term maintenance of synaptic plasticity is accomplished by a molecular switch, we carry out analytical cal-
culations and perform simulations using the reaction-diffusion package in NEURON to determine the limits of syn-
apse specificity during maintenance. Moreover, we explore the effects of the diffusion and degradation rates of
proteins and of the geometrical characteristics of dendritic spines on synapse specificity. We conclude that the nec-
essary conditions for synaptic specificity during maintenance require that molecular switches reside in dendritic
spines. The requirement for synaptic specificity when the molecular switch resides in spines still imposes strong limits
on the diffusion and turnover of rates of maintenance molecules, as well as on the morphologic properties of synap-
tic spines. These constraints are quite general and apply to most existing models suggested for maintenance. The
parameter values can be experimentally evaluated, and if they do not fit the appropriate predicted range, the validity
of this class of maintenance models would be challenged.
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Significance Statement

Synapse-specific long-lasting synaptic plasticity is essential for the ability to learn and remember. Here, we
develop a biophysical model to explore the constraints on synapse specificity during the maintenance
phase of synaptic plasticity. We assume that maintenance is accomplished by a local molecular switch and
show that because of diffusion of molecules within dendrites, synaptic specificity might be lost. Our results
demonstrate that to preserve synapse specificity, the location of the molecular switch must reside within
synaptic spines. Previous work has indicated that the molecular switch is implemented at the level of trans-
lation. Therefore, our model makes the specific prediction that in potentiated synapses synaptic spines
must contain polyribosomes. Our results are general and apply to the various mechanist implementations of
a molecular switch, placing severe constraints on most proposed maintenance models.
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Introduction
Overwhelming experimental evidence indicates that ac-

tivity-dependent modification of synaptic efficacies is the
cellular substrate of learning and memory (Morris et al.,
1990; Martin and Morris, 2002; Whitlock et al., 2006;
Nabavi et al., 2014). Much is known about the molecular
substrate of one form of synaptic plasticity, long-term
potentiation (LTP). Theoretically, such synaptic plastic-
ity must be synapse specific, the property of synapses
whereby only activated synapses undergo modifica-
tions in their synaptic efficacies while neighboring synapses
remain unaltered, and this is supported by extensive experi-
mental evidence (Andersen et al., 1977; Lynch et al., 1977;
Harvey et al., 2008). The experimental evidence, however, is
mostly limited to the induction phase of synaptic plasticity
(but see Govindarajan et al., 2011). Changes occurring at
the synapse level, because of neuronal activity, include mo-
lecular alterations to the synapse machinery (Bosch et al.,
2014), structural changes to dendritic spines (Matsuzaki et
al., 2004; Tønnesen et al., 2014), and an increase in the syn-
thesis of an assortment of proteins (Costa-Mattioli et al.,
2009; Bosch et al., 2014). Some of these changes last for a
few hours while others must endure for days or a lifetime. A
long-standing problem, first raised by Crick in 1984 (Crick,
1984), is how can memories and their cellular substrate last
for much longer periods of time than the lifetimes of the mo-
lecular substrates. A possible solution to this quandary is
that local synaptic molecular switches can maintain stable
synaptic efficacies even if their molecular substrates are
transient (Lisman, 1985; Lisman and Zhabotinsky, 2001;
Klann and Sweatt, 2008; Aslam et al., 2009; Jalil et al.,
2015).
Over the last couple of decades an accumulation of evi-

dence has shown that a sustained increase in the concen-
tration of specific isoforms of PKC is associated with the
long-lasting form of LTP (L-LTP; Tsokas et al., 2016;
Wang et al., 2016). Chief among these PKMz , an atypical
isoform of PKC, has been shown to be necessary and suf-
ficient for some forms of long-term plasticity and memory
(Sacktor et al., 1993; Drier et al., 2002; Ling et al., 2002;
Wang et al., 2016; Tsokas et al., 2016). However, in mu-
tants lacking the gene for PKMz another isoform of atypical
PKC (PKCi /l ), is upregulated and becomes necessary for
maintenance. Experimental evidence indicates that polyri-
bosomes, responsible for protein synthesis, exist both in
dendrites and spines, and that the induction of LTP in-
creases the number of them in synaptic spines (Ostroff et
al., 2002, 2018; Sutton and Schuman, 2006; Bourne et al.,
2007). Therefore, the likely substrate for the molecular

switch that maintains memory and, at the same time, is syn-
apse specific is implemented at the level of the synthesis of
new proteins (Aslam et al., 2009), likely the synthesis of
PKMz (Jalil et al., 2015). This is in line with experimental evi-
dence that shows that inhibiting the synthesis of new PKMz
with antisense prevents the formation of L-LTP and long-
termmemory (Tsokas et al., 2016).
Most mathematical models of maintenance are based

on the concept of bistability or multistability (Lisman,
1985; Lisman and Zhabotinsky, 2001; Aslam et al., 2009;
Jalil et al., 2015). This means that a synapse has a dis-
crete set of stable states which can last indefinitely de-
spite protein turnover and diffusion. The low stable state
(down-state) corresponds to an unpotentiated synapse
and the upper stable states (up-state) correspond to the
synaptic efficacy after potentiation. These states are gener-
ated by the protein dynamics, and usually arise because of
positive feedback. Thus far, studies of bistable switches as
the basis for the maintenance phase of synaptic plasticity
have concentrated on a single compartment, and have
shown that switches based on positive molecular feedback
can be bistable or multistable. However, products can dif-
fuse from one switch to another and turn on an inactive
switch, potentially eliminating synapse specificity during
maintenance. Moreover, considering that plasticity-related
proteins such as PKMz and CaMKII might be degraded
slowly (van de Nes, 2012; Wang et al., 2016) and that PKMz
is constitutively active (for review, see van de Nes, 2012),
might produce long protein length-constants, as explained
below. Such long length-constants mean that molecular
switches at distant locations can potentially interact, placing
a severe constraint on synapse specificity.
In this article, we address the issue of synapse specificity

during maintenance, employing a computational approach
based on reaction-diffusion equations in dendritic shafts
and spines. We study this equation using both analytical sol-
utions and numerically using the reaction-diffusion package
of the NEURON simulation platform (Carnevale and Hines,
2006; McDougal et al., 2013, 2022). This analysis allowed us
to estimate the limits of synapse specificity when the molec-
ular switches are located in dendritic shafts or in dendritic
spines and how these limits depend on the system parame-
ters. We further examine the impact of synaptic clustering
on synapse specificity, and how such partial specificity de-
pends on cluster parameters. Our theoretical results allow
us tomake strong predictions that can be tested experimen-
tally, to further support or challenge this class of mainte-
nance models.

Materials and Methods
We developed a spatial model consisting of a dendritic

branch with a variable number of dendritic spines, and nu-
merically calculated the steady-state spatial distribution
of proteins being synthesized at various locations in
the model’s volume. Proteins are synthesized in specified
locations on the dendrite or in the head of dendritic
spines. Furthermore, proteins can be degraded anywhere
and are allowed to diffuse throughout the defined volume.
Here, we describe the various elements and setup of the
model. For synapse specificity of maintenance to apply,
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the system must meet two conditions. First, the maximum
protein synthesis rate, defined as Io must be large enough
such that synaptic efficacy can be bistable, and able to re-
main in the conditioned, up-state even when all other
neighboring synapses are in the unpotentiated down-
state. This condition sets the minimal value of Io which is
defined as Ipo. Second, it must be possible to maintain a
single synapse in the down-state when all its neighbors
are in the up-state. The second condition sets the minimal
allowed distance between synapses.

Molecular switch model
The model we describe is a very simple generic model. It

could represent switches generated by protein synthesis,
and protein degradation and diffusion. However, a similar
model could also represent posttranslational modifications.
Hereafter, synthesis could refer to either actual translation of
new proteins, of to the posttranslational modification of pro-
teins. Similarly, the location of a polyribosome could also
refer to the location of the posttranslational process. In this
switchmodel we assume a concentration-dependent synthe-
sis component and simple linear degradation component.
The synthesis rate depends on the protein concentration at
the location of the polyribosome (Kelly et al., 2007; Costa-
Mattioli et al., 2009), while the degradation rate depends on
the local protein concentration throughout the volume. In
general, this nonlinear positive feedback can generate bist-
ability or multistability solutions (Lisman, 1985; Lisman and
Zhabotinsky, 2001; Aslam et al., 2009; Jalil et al., 2015). In the
absence of diffusion, the change in protein concentration (c),
at one point, is described by the following equation:

dc
dt

¼ IoHðc� cu Þ � K � c; (1)

where Io is the maximum protein synthesis rate, cu is an
activation threshold, and K is the protein degradation

rate. The activation function H is assumed to have a gen-
eral sigmoid shape. In the analytical calculations pre-
sented here we will assume that H has a step-function
form.
The value of Io is chosen to guarantee a bistable

steady-state solution. Figure 1A shows the fixed points of
Equation 1 (i.e., when dc/dt=0) for different values of Io,
while keeping the degradation rate K constant. As illus-
trated here, for values of Io below Ipo there is only one fixed
point at c=0. This solution will be referred to as down- or
inactive-state. For values above Ipo there is another stable
solution at higher concentrations. This corresponds to the
up- or active-state. For a H that has a step function form,
the value of Ipo is simply Ipo ¼ K � cu .
We consider that for active synapses the switch is oper-

ating in the up-state of the bistable regime. In the case
when H is represented by a step-function, the up-state
lies in the saturation region, otherwise if it has a sigmoidal
shape the up-state will be just below saturation. We use a
maximal current magnitude of Io ¼ fIpo, with f. 1, which is
above the critical value. In simulations we chose f=1.25.
Clearly the value of Ipo will be different for the various con-
ditions investigated here.

Solutions for a single isolated switch
In the case of a polyribosome in the dendrite, we re-

place the single compartment equation with a 1D reac-
tion-diffusion equation of the form:

@cdðx; tÞ
@t

¼ D
@2cdðx; tÞ

@x2
1 Id ðxÞ � Kcdðx; tÞ; (2)

where the label d indicates the concentration is in
the dendrite, the term d (x) indicates that the source
term is placed in the location x = 0, and I ¼ Iou ðcdo � cu Þ
is the synthesis rate with a maximum value Io and
cdo ¼ cdðx ¼ 0Þ. The steady-state solution is given by

A B

C

Figure 1. Bistable switch and model setup. A, This figure graphically illustrates the source and sink terms on the right hand-side of
Equation 1, and their fixed points for various values of Io. The sigmoidal shapes in gray illustrate the source term of Equation 1,
which is I0u ðc� cu Þ, for various levels of I0. The diagonal dark line is the sink term (K s² c). Fixed points are the intersections of the
source and sink terms (points where dc/dt=0, so that sink = source). Stable fixed points are indicated by circles. Below Ipo there is
one fixed point at c=0 (down-state), whereas for values above Ipo, there is a second stable fixed point at higher concentrations (up-
state). The value of Ipo is the smallest value of Io required to produce an up-state. The activation curve H illustrated here has a sig-
moid dependency on protein concentration. B, Schematic of the case of switches (polyribosomes) in the dendrite. Two active
switches (gray boxes with feedback arrows) are located a distance L on each side of a third inactive switch (empty white box). The
protein concentration at the location of the inactive switch is labeled cdo. C, Similar to B for the case of switches in dendritic spine
heads. The protein concentration at the location of the inactive switch is labeled cho, whereas the concentration on the dendrite at
the location of the spine is cho.
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cdðxÞ ¼ l IoHðcd
o � cu Þ

2D
exp � jxj

l

� �
; (3)

where l ¼ ffiffiffiffiffiffiffiffiffiffi
D=K

p
is the characteristic length constant of

the protein. Evaluating this solution at x=0, provides an
expression from which to determine the value of Ipo:

IpoHðcd
o � cu Þ ¼ 2D

l
cd
o: (4)

This equation is similar to the fixed point of Equation 1
with K replaced by 2D/l , and thus, as illustrated in Figure
1A, the value of Ipo is determined so that cdo is in the up-
state. For the step function the minimal value of Io there-
fore has the form: Ipo ¼ ð2D=l Þcu .
In the case of polyribosomes in dendritic spines, we

first solved Equation 2 in each compartment representing
the dendritic spine (Fig. 3). Solutions for each compart-
ment are matched at the boundaries. Moreover, the fluxes
between compartments are related through the expres-
sion r2aJa ¼ r2bJb, where r is the radius and J is the flux in or
out of the compartment. Here, we have used a simplified
expression that agrees with the simulations. A more ela-
borated formulation can be found in Berezhkovskii et al.
(2009); however, for our conditions, the expressions are
identical.

The resulting equations are combined to derive the
expression

2D
l

ch
o ¼ a

rneck=rdendð Þ2P
11ðl =2DÞ rneck=rdendð Þ2Q� 2D

l
b

( )
IoHðch

o � cu Þ
¼ AIoHðch

o � cu Þ
;

(5)

where rneck is the radius of the spine neck, rdend is the ra-
dius of the dendritic compartment, and a, b , P, and Q are
terms containing geometrical, diffusion, and degradation
parameters (see below, Parameters and auxiliary func-
tions). This equation is used to find Ipo under the same con-
ditions as those for Equation 4, i.e., to guarantee that the
solution corresponds to the up-state.

Model setup: multiple switches
To determine the limits of the ability of synapses to

maintain their specificity during the maintenance phase,
we consider the following setup. We place 2N1 1 bistable
switches (e.g., polyribosomes with positive feedback)
equidistant from each other along the length of a dendritic
branch. One switch is located at x=0 and is considered to
be in the down-state while the remaining ones, separated
a distance L, are in the up-state presumably as the result
of synapses being potentiated. Figure 1B shows this sit-
uation for the case N=1.
Proteins synthesized by the active switch diffuse along

the dendrite and can cause an increase in the concentra-
tion at the location of the inactive switch. The concentra-
tion at this location will depend on the distance L between
them and the number of other active switches. We deter-
mine the smallest distance (Lcrit) at which the inactive

switches remain in the down-state when N ! 1. The
N ! 1 is the most stringent limit, and additionally, the re-
sults presented are then simpler as they are independent
of the number N. However, the results do not strongly de-
pend on this limit, and using a moderate value of N (e.g.,
N� 5) will cause only a small difference in the results. The
value of Lcrit, which we refer as the critical distance, pro-
vides a measure of the distance between activated synap-
ses that will keep an inactive synapse isolated.
A similar setup is made for the case of switches located

in the heads of dendritic spines, as illustrated in Figure
1C. Here, the distance L refers to the interspine distance
and thus Lcrit measures how close dendritic spines (and
their corresponding synapses) could be from each other
and still remain isolated.

Analytical expressions for Lcrit
The value of Lcrit can be calculated analytically. In the case

of switches along a dendrite, we assume that all active
switches are operating in the saturation regime with a maxi-
mum synthesis rate Io. In this case the concentration at the lo-
cation of the inactive switch takes the following form:

cd
o ¼ l Io

2D
Hðcd

o � cu Þ1 2� l Io
2D

Xn¼N

n¼1

e�nL
l ;

where l Io/2D is the maximum concentration at the loca-
tion of an isolated switch (see Eq. 3). The first term in this
expression represents the contribution from the inactive
switch, whereas the second term is the contributions of
the 2N active switch. The exponential function arises from
the solution to the 1D diffusion equation with a constant
concentration-dependent degradation rate (cf. Eq. 3). The
geometric series has the closed form, resulting in the
equation:

2D
l

cd
o ¼ IoHðcd

o � cu Þ1 2Io
e�L=l � e�ðN11Þ�L=l

1� e�L=l
:

In the limit of N ! 1 this expression becomes:

2D
l

cd
o ¼ IoHðcd

o � cu Þ12Io
e�L=l

1� e�L=l
: (6)

Note, that the difference between the two equations
above is the term e�N�L=l . When switches reside in den-
drites, this term is very small even for moderate values of
N. For example, a solution for N=5 differs from the infinite
limit by a few percent. We solve this equation for cdo, the
concentration at the location of the inactive switch. The solu-
tions of Equation 6 for various values of L and a step function
H are graphically illustrated in Figure 2. As L becomes smaller
the solutions undergo a transition from bistability to monosta-
blilty. The value at which this transition occurs defines Lcrit be-
cause the only solution possible at smaller distances will
render all switches in the up-state.

Analytical expressions for Lcrit with switch in spines
A similar analysis can be done when switches are lo-

cated in the head of dendritic spines. The logic is similar
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but the derivations more complex. In this case we are in-
terested in the concentration in the spine head (cho), at the
location of the protein synthesis source term. Because of
diffusion through the dendritic spines the concentration
ch depends on both Io and cdo, the concentration in the
dendrite at the location where the spine neck connects
with the dendrite (Fig. 1C)

ch
o ¼ acd

o1b IoHðch
o � cu Þ; (7)

where a and b are parameters determined by the spine
geometry, the diffusion constant D and the characteristic
length constant l (see below, Parameters and auxiliary func-
tions). The label o serves to identify these quantities as per-
taining to the spine at x=0. The value of cdo is determined by
superimposing the contributions from the inactive spine and
the contributions from the remaining 2N spines. The final ex-
pression becomes, in the limit ofN ! 1,

2D
l

ch
0 ¼ AIoHðch

0 � cu Þ1BIo e�L=l

1� e�L=l
; (8)

where A and B are constant functions of the geometry of
the spines, the diffusion constant D and the length constant
l (see below, Parameters and auxiliary functions). This equa-
tion resembles Equation 6 above, and thus we can determine
the critical value Lcrit similarly, as depicted in Figure 2.
Equations 6, 8 are the main equations used for this

study. Note that on the left hand-side of these equations
there are two terms. The first term arises from the current
of the central synapse, and the second term from all the
flanking potentiated synapses. Formally, for any shape of
the activation function u , the value of Lcrit can be obtained
by the following procedure. First, we need to identify the
critical current to sustain an isolated synapse. This is done
by ignoring the second term on the left hand-side of the
equation, and carrying out a single parameter bifurcation
analysis in terms of I0. The transition point between a single
solution (monostable) and three solutions (bistable) is the
critical value of I0, termed Ip0. After this we set I0 ¼ f � Ip0.
Given this we then consider to complete equation and carry

out bifurcation analysis in terms of L, to obtain Lcrit. The limit-
ing case of the activation function being a step function is
much simpler and allows for analytical solutions for Lcrit.

Critical distance with a finite number of sources
In addition to our model of many infinite sources sur-

rounding a single unpotentiated source, we also consider
a limited number of active sources. In this case we have a
long dendritic branch with N sources of which n are potenti-
ated. As before, given the geometry of the dendrite and
length scale l for the protein, there exists a critical distance
Lcrit. If the sources are closer together than this critical dis-
tance, then all sources will become potentiated, if the sour-
ces are further apart than Lcrit, the N – n sources will not
become potentiated. We place the unpotentiated sources
from origin extending to the left at multiples of distance L,
i.e., �ðN� n� 1ÞL; :::;�L; 0 with the potentiated sources
extending from L to the right, L,2L,...,nL. The steady-sate
concentration at the origin is similar to this equation:

2D
l

cd
o ¼ Io

XN�n�1

k¼0

HðcdðkLÞ � cu Þe�kL=l1Ioe�L=l 1� e�nL=l

1� e�L=l

� �
:

To determine the critical distance, it is sufficient to con-
sider only the unpotentiated source at the origin; if this
source potentiates, so will the others.
A similar modification to Equation 8 gives the steady-

state when the sources are in spine heads:

2D
l

ch
0 ¼ AIoHðch

0 � cu Þ

1
1
2
BIo e�L=l 1� e�nL=l

1� e�L=l

� �
1
XN�n�1

k¼1

Hðch
k � cu Þe�kL=l

 !
;

(9)

where A and B are determined by the geometry of the
spine and dendrite and chk is the concentration in the kth
spine head. As before, Lcrit is determined by finding the

Bi-stable
Bi-stable

Mono-stable

A B C

Figure 2. Transition from bistability to monostability as a function of interswitch distance for the case of an infinite number of sources
in the dendrite. When flanking switches are active, proteins from those active switches diffuse to the location of an inactive switch,
generating a basal activity even for an inactive switch. The closer the flanking switches are (small L), the larger the basal activity. Such
basal activity can affect the number of possible fixed points. Panels A–C illustrate the effect of the distance between polyribosomes
on the number of stable fixed points in Equation 6. The diagonal black line in the sink term as in Figure 1. The step function in each
panel is the effective source term, assuming a step theta function. The additional sources effectively elevate the source term because
of diffusion of protein from the additional sources. The closer those sources are, the larger the elevation of the effective source term.
Fixed points are indicated by black circles and correspond to the intersection between the activation curve (gray step-function) and
decay rate curve (solid black line). The three examples correspond to different distances between switches: (A) L ! 1, (B) L=2l , and
(C) L , l . The system undergoes a transition from bistability to monostability between (L=2l ) and (L � l ).
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maximum distance between spines such that the unpo-
tentiated spine at the origin becomes potentiated.

Analytical expression if diffusion in potentiated
synapses is different from unpotentiated synapses
Here, we allow for the possibility that diffusion rates and

length constants in spine compartments differ from those
in dendrites. We also allow for the possibility that diffusion
in potentiated synapses is different from diffusion in un-
potentiated synapses. We will assume for simplicity that
for each spine, the diffusion in the neck and the head as
well as the turnover are the same. In the dendrites, as be-
fore, the diffusion coefficient and the length constant are
D and l , in spines they are Dx and l x where x=a or i, de-
pending on whether this is an active (potentiated) of inac-
tive (unpontentiated) spine, respectively. Using analogous
methods to those used above, the critical value of the cur-
rent for an isolated spine with a step function switch is:

Ip0 ¼
2Dcu

lAx
; (10)

where Ax is defined in section. Here, we can assume that
the critical value is calculated either for the active or inac-
tive parameters, and this will determine whether x= a or
x= i. The choice of these options and their consequences
are described in Results. The actual current used is as-
sumed to be I0 ¼ f � Ip0.Ip0. From the bistability condition of
a single spine flanked by an infinite number of spines on
both sides, we obtain the equation for the concentration
in an inactive head defined as cih:

ci
h ¼

l

2D

� �
BaI0

e�Ll

11 e�L
l

: (11)

By combining these two equations we get the equation
for Lcrit in this case which is:

Lcrit ¼ l ln 11 f
Ba

Ax

� �
: (12)

Computational model and simulations
Simulations were performed using the reaction-diffusion

package (McDougal et al., 2013; Newton et al., 2018) in
NEURON (Carnevale and Hines, 2006) to solve for the
steady-state concentration distribution of protein. Proteins
were allowed to diffuse and degrade in a volume represent-
ing a dendritic branch with a variable number of dendritic
spine compartments. The dendritic branch was considered

as a cylinder of diameter ddend and length Ldend, and the
spine geometry is illustrated in Figure 3. All the code is writ-
ten in Python. The parameters used in the simulations per-
formed are given in Table 1. The characteristic length
constant, l (see Eq. 4), which depends both on the diffu-
sion and the degradation rate, is explored as a variable pa-
rameter in this model. The length of the dendritic branch
was adjusted depending on the value of l to ensure the
boundary conditions did not substantially affect the model.
The number of segments were chosen to give a spatial grid
of 1mm. In the simulations the activation curve H was
modeled as a steep Hill function,

Hðc; cu Þ ¼ cn

cn 1 cn
u

: (13)

Different coefficients (n) are used throughout, when try-
ing to compare to results of the step function we use a
very steep exponent of n=300, in most other cases we
use n=40. Simulations that approximate the limiting case
of an infinite number of switches in dendrites or spines
(Figs. 4C, 5C, 10) were performed using a finite number of
sources. The number was chosen so that no significant
change was observed in the concentration at the location
of the inactive synapse when an additional pair of sources
was added. This number was different for different values of
l . Typical values of l were between 10mmand 300mm.

Table 1: Model parameters used in simulations

Model parameters
Diffusion coefficient D 1� 10–3 mm2/ms
Characteristic length constant l † Variable mm
Hill function exponent n 40* —

Activation threshold cu 2 mM

Diameter dendritic branch 2rdend 5 mm
Length dendritic branch Ldend Variable mm
Number of segments dendritic branch Ndend Variable —

Diameter spine head 2rhead 1 mm
Length spine head Lhead 1 mm
No. segments spine head Nhead 5 —

Diameter spine neck 2rneck 0.2 mm
Length spine neck Lneck 2 mm
No. segments spine neck Nneck 25 —

†the expression for l is given below Equation 3 in terms of the degradation
constant K.
*in Figure 5C, n=300 is used.
The values of some of the parameters are altered in several figures, as indi-
cated in those figures.

A B
Spine head Spine neck

Figure 3. Geometry of spine. A, B, Schematics of the compartments representing the spine head and neck, respectively.
Compartments are assumed to be cylindrical in shape with diameters 2rhead and 2rneck, and lengths Lhead and Lneck, respectively.
The switch (gray box with a feedback arrow) is located a distance l from the sealed end of the spine head compartment. The quanti-
ties Jh, Jn1, and Jn2 represent protein fluxes per unit area out and in of the respective compartments.
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The spines were all connected along the top of the dendrite,
and this could lead to a gradient of protein within the dendrite
that would not be captured by the 1D simulations described
above. To validate our 1D approximation we constructed a hy-
brid 1D/3D simulation, with N=5, neck length 5mm source
284mM/s, Hill-function exponent 40 and l = 60mm. The cen-
tral three spines (the inactive spine and its two neighbors) were
simulated in 3D, together with the central section of dendritic
shaft from –(3/2)L to (3/2)L, voxel size of 0.125 mm3. The addi-
tional spines together with their dendritic shaft were modeled
in 1D to provide appropriate boundary conditions.

Parameters and auxiliary functions
Model parameters are presented in Table 1, and the

terms involving geometrical, diffusional, and degradation
parameters in Equations 7, 8, 5 are given here. Dendritic
diffusion coefficients are defined as D and l . The subscript
x [ {a,i} denotes whether the spine is active or inactive. In
cases where all diffusion coefficients and length constants
are equal, the subscripts can be dropped. If a subscript
does not appear, D or l dendritic values should be used.

Px ¼ coshðl=l xÞ=sinhðLhead=l Þ
coshðLneck=l xÞax � sinhðLneck=l xÞ�1

Qx ¼ Dx

l x

sinhðLneck=l xÞax

coshðLneck=l xÞax � sinhðLneck=l xÞ�1

ax ¼ cothðLneck=l xÞ1 rneck=rheadð Þ2cothðLhead=l xÞ

ax ¼ coshðl=l xÞ
sinhðLhead=l xÞcoshðLneck=l xÞBx

b x ¼
l x

Dx

coshðl=l xÞ
sinh2ðLhead=l xÞBx

coshðl=l xÞ � 1
2
sinhð2Lhead=l xÞ

� �

Bx ¼ cothðLhead=l xÞ1 rhead=rneckð Þ2tanhðLneck=l xÞ

Ax ¼ axðrneck=rdendÞ2Px

11ðl =2DÞ rneck=rdendð Þ2Qx

� 2D
l

b x

Bx ¼ 2axðrneck=rdendÞ2Px

11ðl =2DÞ rneck=rdendð Þ2Qx

Source code for the analytic solutions and for the simu-
lations is available in ModelDB (McDougal et al., 2017) at
modeldb.yale.edu/267050.
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Figure 4. Transition between “up” and “down” states for switches located in dendrites. A, Upper panel illustrates an arrangement of active
switches (gray-filled boxes) on both sides of an inactive one (open box) along a dendrite. Lower panel shows a steady-state protein concen-
tration profile. The concentration peaks at the location of the active switches. B, Similar to A but with switches located closer to each other.
Here, the central switch has become active. C, Example showing the transition from a bistable to a monostable mode for the central switch
as the distance between switches decreases. Black solid and dashed lines represent stable and unstable fixed points of Equation 6, respec-
tively, as a function of switch separation. Circles correspond to simulations performed near the transition boundary (vertical red dashed
line). Filled symbols correspond to up-state and open circles to down-state solutions. The bistable state means that synapse specificity can
be maintained, whereas a monostable state means the central synapse can only reside in a single state, which is dictated by its neighbors.
D, Diagram showing the dependency of critical distance on the characteristic length constant l . Only the bistable region has synapse
specificity.
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Results
In order to maintain memory and the ability to persis-

tently perform learned tasks over long periods of time,
synaptic plasticity must generate stable changes in syn-
aptic efficacies. How this is done is not obvious since the
changes in protein number and function are typically tran-
sient because of protein turnover and diffusion. One way
to obtain such long time scales is through bistable or mul-
tistable molecular switches (Lisman, 1985; Lisman and
Zhabotinsky, 2001; Aslam et al., 2009; Jalil et al., 2015).
We have argued that such a switch is most likely imple-
mented at the level of translation, and that the synthesized
protein that potentiates synaptic transmission is PKMz .
The approach we take is based on the observation that its
synthesis is likely local in dendrites and perhaps spines
(Muslimov et al., 2004; Westmark et al., 2010; Palida et
al., 2015), and that the induction of L-LTP results in a local

and sustained increase of PKMz in spines (Hsieh et al.,
2021). The synthesis of a specific protein (for example,
PKMz ) could affect its own level of translation, and this
positive feedback loop can generate bistable or multsta-
ble switches (Westmark et al., 2010). Much of our results
here though are general and could apply to other forms of
a molecular switch, for example, those dependent on
posttranslational modifications (Lisman, 1985; Lisman
and Zhabotinsky, 2001).
A molecular switch for maintaining synaptic efficacies,

must operate in a synapse-specific manner to maintain
the computational power of the neural circuits. Until now
most models of such a molecular switch were single com-
partment models that did not analyze the effect of diffu-
sion on synapse specificity. Diffusion, however, could
impair synapse specificity because proteins synthesized
by one switch could diffuse to a neighboring one and

Figure 5. Transition between up- and down-states for switches located in the head of dendritic spines. A, Upper panel illustrates an
arrangement of active switches (gray-filled boxes) on both sides of an inactive one (open box), all located in the heads of dendritic
spines distributed along a dendrite. Lower panel shows the steady-state protein concentration profile as measured in the dendrite.
The concentration peaks at the location of the spines with active switches. B, Similar to A but with spines placed closer to each
other. In this situation the switch in the central spine has become active. Compare with Figure 4. C, Example showing the transition
from a bistable to a monostable mode for the switch in the central spine (compare with A) as the distance between spines de-
creases. Black solid and dashed lines represent stable and unstable fix points of Equation 8 as a function of spine separation.
Circles correspond to 1D simulations performed near the transition (vertical red dashed line). Filled symbols correspond to up-state
and open circles to down-state solutions. Both numerical and simulation results are with a hill function exponent of n=300. D,
Diagram showing the dependence of the critical distance on the characteristic length constant l . Red dashed curve represents the
critical distance for switches in spine heads. Light red dashed curve is the result when switches are in the dendrite (compare Fig.
4D). These results are for l = 20mm and spine neck length of 2mm. Note that the bistable region when synaptic switches are in
spines is much larger, implying a larger parameter range for synapse specificity.
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trigger protein synthesis (or phosphorylation) at that loca-
tion too. It is also thought that maintenance-related pro-
teins have long lifetimes (Heo et al., 2018). Such long
lifetimes, as shown below, however, are potentially detri-
mental to synapse specificity.
Using the model outlined above of bistable switches in

dendritic shafts or spines we have calculated the condi-
tions necessary for synapse specificity during the mainte-
nance phase of synaptic plasticity. In general, we use the
most rigorous test for synapse specificity by requiring that
all synapses can remain independent under all conditions.
Mathematically this means that one should be able to
maintain a single synapse in the down-state when all
others are in the up-state. Other, more lenient, definitions
of synapse specificity imply that under some conditions
there will be no synapse specificity. We explore the con-
sequences of less rigorous definitions as well.

Switches in dendrites
To determine when a synaptic site remains isolated

from neighboring potentiated synapses, we consider the
situation of an inactive switch flanked by 2N active
switches separated from each other by a distance L (see
Discussion). This situation is illustrated in Figure 4A for
the case of N=2.
As described above, synthesized proteins can diffuse

to neighboring sites leading to an increase in protein con-
centration at the location of the inactive switches, which
could result in its activation. Figure 4A, lower panel,
shows the calculated steady-state spatial profile of pro-
tein concentration along the length of the dendritic shaft,
computed using NEURON. As expected, the protein con-
centration peaks at the location of the active switches. In
the case illustrated here the distance separating the
switches is such that the protein concentration at the site
of the inactive switch (x = 0) is low enough that it does not
lead to its activation. However, the situation changes
when the distance between the switches decreases, as
illustrated in Figure 4B. When the distance between
switches is short enough, the inactive switch that has not
been externally activated becomes activated. In this ex-
ample an activation pattern (e.g., memory) that involved a
central inactivated synapse and only four activated neigh-
boring synapses are shown, but the inactivated synapse
becomes active by the effects of diffusion, losing its syn-
apse specificity.
As described in Discussion, as the distance L de-

creases, the number of fixed points of Equation 6 changes
from two to one. Figure 4C shows a plot of the value of
the stable (black solid lines) and unstable (black dashed
lines) fixed points as a function of the distance L. The ver-
tical red dashed line indicates the distance at which a
transition occurs from a bistable to a monostable region.
This line defines the quantity Lcrit.
Figure 4C shows that for distances larger than Lcrit,

there are two stable fixed points. The upper branch of the
bistable region corresponds to the situation when all
switches are active. In contrast the lower branch repre-
sents the situation described in which a synapse can stay
weak although all its neighbors are potentiated. When the

distance is smaller than Lcrit the only stable solution is for
all switches to be active, thus there is a loss of synaptic
specificity.
The value of Lcrit depends on several parameters, as

can be inferred from Equation 6. However, we will focus
here on the effect of the characteristic length constant, l ,
since this incorporates the effects of both diffusion and
degradation (defined in Discussion as l ¼ ffiffiffiffiffiffiffiffiffiffi

D=K
p

). Figure
4D shows this dependence. The red dashed-line sepa-
rates the monostable and bistable regions and corre-
sponds to the value of Lcrit for different values of l .
In general, we see that with switches in the dendrite the

characteristic value of Lcrit (dashed red line) is on the
order of 102mm for proteins that degrade slowly. For ex-
ample, using a diffusion coefficient D=10–3 mm2/ms, typi-
cal for proteins the size of PKMz , and proteins degrading
with a time constant of ;5 h, the corresponding value of
l is 120mm. In this case, the critical distance is on the
order of 150mm, which is a hundred times larger than esti-
mated interspine distances.
An analytical expression for this dependency can be

given in the case of H being a step-function. By using
Equation 6 in the case when co,cu , and using the ex-
pression for the maximum synthesis rate Io ¼ fIpo (see
Discussion), the value of Ipo is calculated by Equation 4
to obtain the relationship L ¼ l lnð112fcu =cdoÞ. Because
Lcrit occurs when cdo ¼ cu and using the value f = 1.25,
we obtain Lcrit ¼ l lnð112fÞ:
For the value of f = 1.25 we would get that

Lcrit ¼ l lnð3:5Þ � 1:25l , and since for single spine sta-
bility f. 1 we obtain that Lcrit . l . Note that when f is
very close to one, stability in the up-state is very fragile
and is likely to be destabilized by small stochastic
fluctuations.

Switches in spine heads
A similar analysis can be made when switches are lo-

cated in the head of dendritic spines. In this case, the ar-
rangement of the spines is illustrated in Figure 5A. Here,
an inactive switch is placed in the head of a spine situated
at the origin. This spine is flanked by 2N other spines with
active switches in their corresponding heads.
Proteins synthesized in the spine head diffuse through

the spine necks into the dendrite where they can reach
the inactive switch. Figure 5A,B, lower panels, shows the
calculated steady-state protein concentration profile in
the dendrite. Note that the scale in the axis has decreased
by a factor of 100 compared with Figure 4A,B.
In a similar way to switches in the dendrites take out,

that is described in the previous section, as the spines
get closer to each other the concentration in the head
of the inactive switch increases, and at the critical dis-
tance (Lcrit) it will cause the switch to become active
(Fig. 5C). As described in Discussion, the number of
stable fixed-points of Equation 8 changes as the dis-
tance L between spines decreases. The distance at
which this transition occurs corresponds to Lcrit. In the
example shown in Figure 5C, the theoretical results are
compared with simulation results (circles) using the 1D
reaction diffusion package on Neuron (McDougal et al., 2017).
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In this example the transition occurs at Lcrit = 12.85mm.
This value is an order of magnitude smaller than values
obtained when the switches are in the dendrites. However,
this value depends on the system parameters, as explored
in detail below.
An analytical expression for Lcrit can be derived under

the assumption of a step-function activation:

Lcrit ¼ l ln 11f
B
A

� �
:

The functions A ¼ Aðl ;DÞ and B ¼ Bðl ;DÞ are pro-
vided in Discussion, and both depend on l and on D.
Therefore, this relationship is nonlinear in l and depends
explicitly on D as well.
In Figure 5D, we show how the value of Lcrit depends on

l . This plot also shows for comparison the critical dis-
tance between spines for various values of l and the cor-
responding distance for switches located in the dendrite.
Note that the axes are logarithmically scaled.
Clearly, for the same characteristic length constant,

when switches are located in the head of dendritic spines,
the distance between these spines, which provide synap-
tic specificity, is significantly smaller than that obtained
when switches are located in dendritic shafts. As l in-
creases so does the critical distance, and for values of l
; 720mm the distance is orders of magnitude larger than
characteristic interspine distances. Typical spine density
in neurons has been reported to be approximately ;1
spines/mm (Kirov et al., 1999; Sala and Segal, 2014).
While the experimental values and theoretical limits are
quite different, one must note that there are different
spine types, and not all of them form functional synapses;
this estimate groups different synaptic types together.
Moreover, many synapses do not contain switches, so
the actual distance between potentially active spines is
larger. Yet, this discrepancy might be concerning.

Confirmation of methodology using 3D simulations
The analytic results and the previous simulations were

all based on a 1D approximation. This approximation is
valid if the longitudinal gradients are far larger than the lat-
eral gradients, i.e., the change is significantly greater
along the length of the dendrite than across the diameter
of the dendrite. To test this assumption, we ran the simu-
lations in 3D with N=5. As 3D simulations are computa-
tionally demanding we only modeled the central spine
and its two neighbors in 3D, with four additional 1D spines
to provide the boundary conditions. The simulation was
conducted with L=19 mm and L=20 mm, where Lcrit was
19.475mm from the 1D analytic result.
The results of the 3D simulation confirm the appropri-

ateness of the 1D approximation. In Figure 6A, which
shows the concentrations averaged over the cross-sec-
tions of the dendrite, it is clear the critical distances for ac-
tivating the central spine are similar in 1D and 3D. This
suggests the 1D approximation is valid. To understand
why the 1D approximation yields nearly identical results
to the 3D simulations, we plotted the concentration
across a 2D section that runs through the spine head

down to the dendritic compartments (Fig. 6B,C). The con-
centration exhibits a rapid linear drop along the length of
the spine, but relatively little change in concentration
across the dendrite. This is quantitatively displayed
shown in Figure 6C. Figure 6C, inset, shows that the con-
centration gradient within the dendrite rapidly declines
from its value within the spine neck to a nearly constant
value. These results show that for these parameters, the
detailed 3D simulations produce nearly identical results to
the 1D analytical results because of very small gradients
across the dendrite.

Critical distances with a limited number of spines or
clusters
Previously we have assumed an infinite number of

spines on the dendrite, here we evaluate how limitation on
the number of spines can affect synaptic specificity. The
infinite limit is the most rigorous definition of synapse
specificity, but real dendritic branches have a finite number
of spines, so we can relax this assumption. Additionally, we
explore whether relaxing the requirement for synaptic inde-
pendence under all conditions significantly effects the
required separation between synapses.
We consider the case where there are a finite number of

spines (N) on a long dendrite, of which some number n
are initially potentiated (Fig. 7A, inset schematic). With a
limited number of spines, the critical distance between
spines not only depends on the geometry and diffusion
and clearance of the protein, but also on the number of
potentiated neighbors. For a given number of initially po-
tentiated spines, there is a minimal interspine distance at
which bistability can still be maintained (Fig. 7A). In the
example in Figure 7A, N= 100 spines with 25 potentiated
and l = 120mm, bistable solutions occur when the dis-
tance between spines exceeds 3.32mm, and it is possible
for spines to remain unpotentiated. For shorter interspine
distances (,Lcrit) bistability is lost and hence synapse
specificity is lost. The minimal distance that supports syn-
apse specificity is a function of the number of initially po-
tentiated synapses as shown in Figure 7B. The value of
Lcrit also strongly depends on the protein’s length scale
(Fig. 7B, color plots for l = 60, 120, 180 mm).
Another possible form of specificity is between clusters

of spines (Scholl et al., 2017), where individual spines
within a cluster may not show synaptic specificity, but dif-
ferent clusters could exhibit distinct states of potentiation.
We extended the simulation to a model of clusters of
spines, where in each cluster there is a limited number of
spines and clusters are separated from each other. This
model has two characteristic distances; a distance be-
tween spines within a cluster and a distance between
clusters. For example, we simulated the steady-state den-
dritic concentration of a model with five clusters of 25
spines, where spines in the central cluster are initially po-
tentiated. There was a distance of 2mm between spines
and a separation between clusters of either 20mm (Fig.
7C), where spines in neighboring clusters remained unpo-
tentiated, or 15mm (Figure 7D), where the spines became
potentiated. This shows that as with spines, there is an
analogous critical distance for clusters of spines. It also
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suggests that the intercluster distance required for cluster
specificity is inconsistent with observed distributions of
spines. As before, these distances depend both on the
geometry of the model (Table 1), as well as the diffusion
and clearance of the protein.

Dependence of critical interspine distance on spine
morphology
The morphology of the spine head and neck can play a

role in Lcrit. There are numerous reports showing a persis-
tent change in the volume of spine heads in potentiated
spines (Lee et al., 2009; Govindarajan et al., 2011;
Tønnesen et al., 2014). We explored here the effects on
Lcrit for various head sizes. Our results show that changes
in the spine head’s volume have negligible effect in the
critical distance (data not shown).
In addition to the above morphologic changes, there is

evidence of changes in spine’s neck length (Araya et al.,
2014). Although there are reports of a shortening of the
spine neck in potentiated spines during LTP induction

(Tønnesen et al., 2014), we explored both the effect of in-
creasing and decreasing the length of the spine neck. Our
results show that spine neck length plays a significant role
in establishing the value of Lcrit. Figure 8A shows that as
the length of the spine neck increases the value of Lcrit de-
creases slowly. Interestingly, a reduction of the spine
neck length suggests that the inactive spine can remain
isolated only at significantly larger distances. Although
the distances explored here seem beyond the typical
mean range of spine neck lengths, recent results indicate
that there is a large diversity of spine length, that the dis-
tribution is non-Gaussian with a large Kurtosis and that
spine neck lengths depend on the spine type (Ruszczycki
et al., 2012; Kashiwagi et al., 2019).
Additionally, the diameter of the spine neck seems to

have a major effect in Lcrit. The diameter of the spine neck
has been found to be regulated by neuronal and synaptic
activity (Bloodgood and Sabatini, 2005; Tønnesen et al.,
2014). Various experiments show a slowing of molecules
passing through the spine neck as a result of high neuro-
nal activity (Nishiyama and Yasuda, 2015); however, there

CB

A

Figure 6. Simulations demonstrate the validity of 1D approximation. A, With neck length 5mm, l 60mm, and source 284 mm/s the
analytic critical separation distance for the 1D approximation Lcrit = 19.475mm, 3D simulations showed activation of the central
spine with a separation distance below this threshold (L=19 mm) but not above it (L=20 mm). B, A 2D cross-section of the central
activated spine shows large concentration gradient through the spine neck, and uniform activation within the dendrite. C, Plot of the
concentrations through the center of the 2D cross-sections shows the concentration is almost homogeneous throughout the den-
drite, with a large, linear change along the length of the spine neck. The inset shows a magnified view of the concentration within
the dendrite, showing the concentration rapidly stabilizes with distance from the spine.
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is evidence of the opposite effect as well (Tanaka et al., 2008;
Tønnesen et al., 2014; Nishiyama and Yasuda, 2015). Our re-
sults are shown in Figure 8B and illustrate that a reduction of
the spine neck diameter leads to a significant decrease in the
critical distance between spines. Although this parameter has
the largest impact of those we have observed, it is technically
quite hard to estimate experimentally.

The implications of different diffusion coefficients in
active and inactive spines
The critical distance between spines, Lcrit, can be af-

fected by various properties of the dendritic spines as can
be inferred from Equation 8 in Discussion. Here, we ex-
plored the effects of having a slower diffusion coefficient
in the spine than the in the dendrite. Note that changes in

Figure 7. The critical distance depends on the number of potentiated spines, and clustering of spines show similar distance-dependent
synaptic specificity. A, Simulation and analytic solutions for a model with l = 120mm, N=100 spines of which n=25 are initially potenti-
ated. The concentrations shown are those in the unpotentiated spine head closest to the potentiated spines (the spine highlighted in red
with an * in the schematic). The plot shows a monostable region for L, 3.32mm where all the spines are potentiated, followed by a bista-
ble region L. 3.32mm where the spines can remain unpotentiated. The dashed line shows the unstable solution (similar to Fig. 5C but
with a limited number of spines). B, The critical distance (Lcrit) between spines scales with the number of potentiated spines. Here, three
examples are shown for different values of the length scale l . The dashed line indicates the model shown in A, with Lcrit = 3.32. C, D,
Steady-state dendritic concentrations resulting from clusters of 25 spines separated by 2mm, five clusters are simulated in a dendrite (of
which the central 3 are shown) and l = 120mm (illustrated in the schematic). The central cluster is initially potentiated. C, The distance
between clusters is 20mm, and the neighboring clusters fail to potentiate. D, The distance between clusters is 15mm, and all the spines
become potentiated (note the difference in the concentration scale).

Figure 8. Dependence of Lcrit on spine morphology. A, Lcrit as a function of spine neck length. B, Lcrit as a function of spine neck
diameter.
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these parameters will affect the ability of an isolated active
spine to remain in the up-state; therefore, we recalculated
the magnitude of the maximum synthesis rate Ipo for each
data point (see Eq. 5).
The presence of actin in the cytoskeleton (Matus, 2000;

Shirao and González-Billault, 2013) of the spine can slow
the diffusion of proteins compared with conditions in the
dendrite, effectively decreasing the diffusion coefficient
inside the spine. It is also possible to hypothesize that the
diffusion inside a potentiated spine might be different
from in an unpotentiated spine (Nishiyama and Yasuda,
2015). Such a change in the diffusion might be a conse-
quence of structural changes in spines which occur after
the induction of LTP (Fukazawa et al., 2003). We have de-
rived an equation that can account for how Lcrit depends
on these local changes in diffusion coefficients, which has
the following form:

Lcrit ¼ l ln 11f
Ba

Ax

� �
:

The function Ba is defined in and assumes constants con-
sistent with an active spine. The functionAx, also defined in,
is either for the active (x=a) or inactive (x= i) spines. The in-
active spine case (Ai) assumes that an isolated inactive
spine can be stable in the UP state without further structural
changes, whereas the active spine case (Aa) is based on the
assumption that an isolated spine will only be stable once
further structural changes are induced.
The results for these two different assumptions are

shown in Figure 9 and have been confirmed by simula-
tions (data not shown). These results show that if we as-
sume a critical current (Ip0) consistent with an inactive
spine, the different diffusion coefficients have minimal ef-
fect on the critical distance (Fig. 9, dash-dot red line). If on

the other hand we assume a critical current consistent
with an active spine, the slower diffusion rates in spines
can result in a significantly shorter critical distance (Fig. 9,
solid blue line). The difference between these two cases
arises because in the latter case a much lower current
needs to be assumed to keep active spines in the UP
state, and therefore less concentration accumulates in the
inactive spine.

Dependence of critical distance with activation
characteristics of the molecular switch
The rate of protein synthesis in our model depends on

the local protein concentration. This positive feedback
mechanism is described through an activation function
H(c – cu ). In many results presented here, H is assumed
to be a step-function. However, in biological systems this
function is likely to be less steep. Moreover, in our simula-
tions we have replaced it by a steep Hill-function, with an
exponent of n=40 or n=300 (see Table 1; Eq. 13).
Here, we explore the effect of relaxing the sharp steep-

ness condition and determine the effect of decreasing the
activation slope (i.e., decreasing n) in the critical distance
Lcrit. We apply this to the case when switches are located
in spine heads and assume that all active spines are still
operating near the saturation regime. Consequently Eq. 8
is still valid except that the function H has been modified.
Figure 10A illustrates the changes in the shape of the
function H corresponding to different values of n (as de-
fined in Eq. 13). The effect of these different values of n on
Lcrit are shown in Figure 10B. The dashed line is the case
of using a step-function as the activation curve. The re-
sults show a dependence with the slope of the activation
curve. A decrease in the slope by a factor of four in-
creases the critical distance by ;2.5mm. These changes
are relatively small, showing that our results do not de-
pend strongly on the steepness of the activation function
(here we have used longer neck length of 5mm because it
accentuates the relative effect of the step function).

Discussion
The maintenance of long-term changes in synaptic effi-

cacies of activated synapses most likely requires the on-
going synthesis or activation of specific synaptic proteins.
Such proteins remain active for long periods of time and
might be degraded slowly. These proteins will diffuse and
potentially reach the site of other synapses not previously
activated and potentially activate them, thus compromis-
ing the specificity of the initial activation pattern. Here, we
explored, using computational and analytical methods,
the conditions under which synapses can remain isolated
from each other during the maintenance phase of synap-
tic potentiation or L-LTP.
In order to provide a measure of the isolation of a syn-

apse, we calculated the minimum distance (Lcrit) between
synapses that would leave a synapse in an unpotentiated
state while all other synapses around it are potentiated. In
order to do this, we used a simple bistable switch to
model the process comprised of positive-feedback onto
protein synthesis and a degradation mechanism. In our
setting the location of a switch corresponded with the
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Figure 9. Dependence of Lcrit on the ratio between the diffusion
coefficient in the dendrite D and on the diffusion coefficient in
the active spine Da. The dash-dot red line is based on the as-
sumption that the critical current is consistent with an inactive
spine, and the solid blue curve assumes a critical distance con-
sistent with an active spine.
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location of a synapse, whether activated or not, and these
switches were immobile. The main quantity representing
the combined effect of diffusion and degradation of pro-
teins is the characteristic length constant l (see Eq. 3 in
Discussion), which can be thought of as the distance over
which the concentration decays to ;36% (i.e., 1/e) of its
magnitude at the (point)source (see Eq. 4 in Discussion).
Our main result is presented in Figure 5D. Here, we

show a comparison of Lcrit as a function of the characteris-
tic length constant l for two scenarios of the location of
the switch: in dendritic shafts or in dendritic spines. Our
calculations clearly show that the synthesis of proteins in-
side dendritic spines is necessary for synapse isolation.
Here, distances of ,1mm can be achieved for values of
l , 60mm, equivalently to degradation times of the order
an hour. In contrast for these same values of l , the mini-
mum distance obtained when protein synthesis occurs in
dendritic shafts is ;100mm. Note that the observed dis-
tance between spines is on the order of a few micrometers,
and synapse specificity during the induction of L-LTP has
been experimentally observed at the scale of a few micro-
meters (Govindarajan et al., 2011). Our analysis also makes
it clear that potentiating a single synapse and observing if
neighbors are potentiated (Govindarajan et al., 2011) is a
weak test of synapse specificity, and that a better test is to
potentiate several synapses that surround an unpotentiated
synapse.
We conclude from this that in order for synapses to re-

main isolated from each other during the maintenance
phase of memory, it is necessary for the molecular switch
to be inside dendritic spines (cf. Bourne et al., 2007).
These results also imply that in synapses that lack spines
such as inhibitory synapses, this method of long-term
maintenance cannot provide the same measure of syn-
apse specificity. On the basis of our results we predict
that if activated synapses in dendritic spines express L-
LTP, for instance by showing an increase in the level of
PKMz (Palida et al., 2015) or other relevant proteins, then
these spines should also contain polyribosomes (for a
protein synthesis-dependent switch).

Slowly degrading proteins like PKMz or PKCi /l , which
have degradation times of;4 h (Palida et al., 2015) or lon-
ger have values of l ; 120mm (assuming a diffusion con-
stant as in Table 1). On the other hand to obtain synapse
specificity at observed characteristic interspine distances
of ;1mm, l would need to be on the order of 20mm,
which is not consistent with the observed time scale of
PKMz turnover (Vogt-Eisele et al., 2014).
This presents a challenge for the theory, since for these

proteins the critical distances would be relatively large
(Fig. 5D) and thus would not offer good isolation.
However, if the maintenance-related proteins have active
and inactive forms, and the active form can degrade into
an inactive form (cf. Harvey et al., 2008; Lee et al., 2009),
then this could lead to a shorter effective l for the active
form. Because the activity of PKMz depends on its phos-
phorylation state (Jalil et al., 2015) it is possible that if
PKMz is dephosphorylated this might cause a reduction
in its active lifetime (i.e., larger K) and therefore reduce the
value of l . Thus, our results would indicate that for slowly
degrading proteins involved in L-LTP, like PKMz , to also
satisfy conditions for synapse isolation, their active form
should be found primarily in activated dendritic spines
and not in dendritic shafts. Our previous model of PKMz -
dependent maintenance was more complex than the sim-
ple switch used here (Jalil et al., 2015), and on the basis of
experimental observations, included two phosphorylation
sites on the PKMz protein that control its activity. In such
a model the relevant length scale is of the active-phos-
phorylated form of the protein, which is likely to have a
shorter length-scale than total protein concentration.
However, if experiments reveal that the key “memory mol-
ecule” (PKMz , phosphorylated PKMz , or in general any
other molecular state identified) does not have a suffi-
ciently short length constant, this will pose a fundamental
challenge to a maintenance theory based on positive
feedback.
Here, we also explored how diffusional and morpho-

logic characteristics of the dendritic spine might improve
conditions for synaptic isolation. Results are shown in
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Figure 8C,D and illustrate that there is a significant de-
crease in Lcrit as the diameter of the spine neck becomes
smaller or its length becomes larger. This suggests that a
further condition necessary for synaptic isolation would
be that synapses at dendritic spines undergoing L-LTP
would have narrower spine necks. Conditions on the
spine neck width are supported by experimental evi-
dence showing that the key regulatory component of
the dendritic spine is the cross-section of the spine
neck and examples of spines with high restrictive necks
have been observed (Bloodgood and Sabatini, 2005;
Tønnesen et al., 2014). Although changes in spine neck
diameter have been reported to occur also in the oppo-
site direction during induction (Tønnesen et al., 2014), it
has not been verified experimentally if this trend re-
mains or reverses during L-LTP. However, these condi-
tion which further isolate synaptic spines also pose a
problem as this might also lead to making the synapse
electrotonically isolated, and hence actually reduce the
magnitude of the EPSP in the cell body.
Structural changes to synapses as a result of L-LTP

might not only affect their morphology, but also their diffu-
sional properties through changes in actin structures
(Fukazawa et al., 2003; Borovac et al., 2018). We explored
how this might impact synapse specificity (Fig. 9). We
have shown that such changes can actually enhance syn-
apse specificity (Fig. 9, blue curve), but only for a specific
assumption. For synapses after L-LTP in which the diffu-
sion is slower, the actual critical current required to obtain
bistability in an isolated spine is lower. If we assume this
lower critical current, then the critical distance is smaller
as well (Fig. 9, blue curve); on the other hand, if we as-
sume a critical current consistent with fast diffusion that
presumably exists before L-LTP, then the critical distance
is similar (Fig. 9, dash-dot red line). What this implies is
that the early phase of L-LTP must be long enough such
that structural changes occur before it ends. This is quite
reasonable because the early phase of L-LTP can last for
several hours, and structural changes are likely to occur
on a faster time course (Fukazawa et al., 2003). Indeed,
recent results indicate that changes in F-actin occur with-
in minutes after the induction of LTP (Goto et al., 2021).
This scenario also might explain why such structural changes
might be necessary for the maintenance of L-LTP.
Synaptic specificity has been verified experimentally

during LTP induction (Andersen et al., 1977; Lynch et
al., 1977; Harvey et al., 2008), most results are con-
fined to the early phases of LTP. Results presented by
Govindarajan et al. (2011) indicate that synapse speci-
ficity is preserved in dendrites in which L-LTP is induced.
However, our analysis shows that the methodology used
experimentally for testing synapse specificity in which a
single spine is potentiated and is observed if its neigh-
bors remain unpotentiated, is a weak test of synapse
specificity. A better test is potentiating several nearby
synapses and testing whether synapses interspersed
between them remain unpotentiatied. Indeed, in terms of
the model, it is very easy to choose parameters such that
a single synapse, even without a spine, can potentiate
without affecting its neighbors. In terms of Equations 4,

5, this simply requires choosing a value of I0 that is
slightly above the critical value for a self-maintaining
synaptic up-state. In addition, the experimental results
of Govindarajan et al. (2011) show that synapses in
which L-LTP was induced are capable of facilitating L-
LTP in nearby spines stimulated 40min later even when
the second one is stimulated in the presence of protein
synthesis inhibitors. This previously observed phenom-
enon, termed synaptic tagging and capture (Frey and
Morris, 1997) suggests that that proteins synthesized in
one spine can diffuse into a second one up to distances
of ;70mm. Although the kinetics and nature of these
proteins are not sufficiently characterized, a role for
PKMz in the process of synaptic tagging and capture
has been demonstrated (Sajikumar et al., 2005). These
results indicate that although long-term plasticity is lo-
calized to a synaptic spine, other aspects of protein syn-
thesis-dependent plasticity are less local. In this article,
we do not provide a mechanistic basis for aspects of
synaptic plasticity that are less local in nature.
Here, it has been assumed that synapse specificity is nec-

essary and desirable. It has been suggested that there are
advantages to having less synapse specificity (Govindarajan
et al., 2006). Less specificity could generate clusters of
strong synapses, which in turn could recruit dendritic spikes
and can be used for local dendritic computations. We spe-
cifically modeled scenarios with clusters of synapses in
which synapse specificity might only be required between
clusters but not within clusters (Fig. 7C,D), and found a mini-
mal critical distance between clusters necessary for main-
taining the independence of clusters. We find that already
for clusters of moderate size (e.g., 25 synapses in a cluster)
large distances between clusters (;15mm) are required to
maintain cluster independence, and such highly uneven
spine distributions with large intercluster separation are not
consistent with experimental data.
There is strong experimental evidence to support

both the ideas of synaptic specificity and the memory-
maintenance role of proteins. In this work we have ad-
dressed the question of how the diffusive nature of the
latter can impose limits on the former. We propose
here that for these two features of synaptic plasticity
to co-exist, dendritic spines expressing L-LTP must
contain polyribosomes, that the active form of the pro-
tein (e.g., the phosphorylated form of PKMz ) has a rel-
atively short length scale, and that synaptic spines
have small spine neck diameters. If these conditions
do not hold, this would constitute a fundamental chal-
lenge to a theory of maintenance based on a bistable,
positive-feedback loop.
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