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ARTICLE

Receiver Operating Characteristic Analysis and Clinical 
Trial Simulation to Inform Dose Titration Decisions

John David Clements1,*, Juan Jose Perez Ruixo2, John P. Gibbs3, Sameer Doshi1, Carlos Perez Ruixo2 and Murad Melhem4

Optimal dose selection in clinical trials is problematic when efficacious and toxic concentrations are close. A novel quantita-
tive approach follows for optimizing dose titration in clinical trials. A system of pharmacokinetics (PK), pharmacodynamics, 
efficacy, and toxicity was simulated for scenarios characterized by varying degrees of different types of variability. Receiver 
operating characteristic (ROC) and clinical trial simulation (CTS) were used to optimize drug titration by maximizing efficacy/
safety. The scenarios included were a low- variability base scenario, and high residual (20%), interoccasion (20%), interindi-
vidual (40%), and residual plus interindividual variability scenarios, and finally a shallow toxicity slope scenario. The percent-
age of subjects having toxicity was reduced by 87.4% to 93.5%, and those having efficacy was increased by 52.7% to 243%. 
Interindividual PK variability may have less impact on optimal cutoff values than other sources of variability. ROC/CTS meth-
ods for optimizing dose titration offer an individualized approach that leverages exposure- response relationships.
CPT Pharmacometrics Syst. Pharmacol. (2018) 7, 771–779; doi:10.1002/psp4.12354; published online on 
15 October 2018.

In drug development, optimal dosing regimens of new or 
potential therapies are designed to maximize their clinical 
benefit in patients while minimizing drug- related toxicities. 
Selecting an optimal dosing regimen for new molecular 
entities is pivotal in the demonstration of positive benefit- 
to- risk balance, and, in turn, to drug approval. For drugs 
having a wide therapeutic margin, a single available dose 
(flat dosing) may be safe and effective even without regard 
to dose adjustments in special populations despite phar-
macokinetic (PK) variability resulting from intrinsic and 
extrinsic factors.1–4 However, for drugs with narrow thera-
peutic indices, flat dosing generally does not provide the 
optimal benefit- to- risk ratio across subjects in the target 

population. In such cases, dose titration algorithms may be 
needed to achieve a desirable benefit- to- risk balance.

Dose titration algorithms aim to make rational individual 
dose adjustment decisions and are generally based on PK 
or pharmacodynamic (PD) measurements. For many years, 
therapeutic drug monitoring and approaches based on 
achieving a target exposure range have been widely used for 
PK- based dose individualization of drugs with narrow ther-
apeutic indices.5–12 These approaches mitigate the risk of 
toxicity that is associated with excessive PK concentrations 
or hyperpharmacology.

PD- guided dose titration algorithms are based on mon-
itoring biomarker(s)13–17 related to mechanism or clinical 
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Study Highlights

WHAT IS THE CURRENT KNOWLEDGE ON THE 
TOPIC?
✔  Utility indices, or other approaches, combined with 
simulations may be used to assess which dose regimens 
to include in future clinical studies.
WHAT QUESTION DID THIS STUDY ADDRESS?
✔  Provides quantitative methodologies for defining dos-
ing decisions for the dose titration of narrow therapeutic 
index compounds.
WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
✔  The ROC and CTS analyses described within define 
dosing algorithms that minimize toxicity and maximize 

efficacy in clinical development under different variability 
scenarios.
HOW MIGHT THIS CHANGE DRUG DISCOVERY, 
DEVELOPMENT, AND/OR THERAPEUTICS?
✔  The approach combines safety and efficacy criteria 
with subject- level drug exposure to establish a quantita-
tively justified and individualized dose titration scheme. 
This potentially enables the exploration, at all stages of 
drug development, of dose levels that may otherwise be 
considered unfeasible due to safety concerns.
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signs and/or symptoms.18 In theory, PD- guided approaches 
offer an alternative to PK- guided approaches if it is known 
that PD, and not PK, is a better predictor of efficacy and/or 
toxicity. It is drug- specific as to whether PD or a combination 
of PK and PD is the most efficient alternative to PK- alone 
based algorithms for dose individualization and titration reg-
imens. It is also acknowledged that logistic and operational 
constraints in monitoring drug responses may limit the effi-
ciency of PD- guided dose titration algorithm. Whether using 
PK, PD, or PK/PD- guided dose titration approaches, pro-
cesses to optimize regimens are conceptually similar.

Dose titration algorithms, where the maintenance dose 
regimen is individualized based on PK end points, such as 
maximum concentration (Cmax), area under the curve (AUC), 
or trough concentrations (Ctrough), are often empirically de-
termined in drug development, and may be implemented in 
clinical studies without prior (e.g., in silico) assessment of 
their ability to maximize efficacy and minimize toxicity. The 
lack of standard methods warrants the development of sci-
entifically based quantitative approaches to defining dose 
titration algorithms.

The receiver operating characteristic (ROC) analysis is a 
well- accepted tool for diagnostic development19,20 and has 
been used in predicting efficacy from a given drug concen-
tration, which in turn may be advantageous for increasing 
the clinical benefit of patients or facilitating first- in- human 
study design.21,22 In the past 15 years, the use of clinical 
trial simulation (CTS) in evaluating the selection of dosing 
regimens that maximize efficacy and minimize toxicity risk 
has been well documented in the literature.18,23,24 However, 
there is scarcity of information on utilizing CTS to assess the 
efficiency of dose titration schemes.25,26

In this analysis, we propose the use of a combination of 
ROC and CTS techniques as an objective and quantitative 
approach to optimize dose titration algorithms. In addition, 
these approaches are a way of assessing potential benefits 
and risks prior to implementation in clinical trials. To the best 
of our knowledge, there are no literature reports exploring 
and demonstrating the use of ROC and CTS analyses for 
optimizing dosing of narrow therapeutic index compounds 
under development. The methods and results described 
provide supportive evidence of the generalizability of the 
proposed quantitative approach.

METHODS
Motivating example
The provided example uses virtual subjects having linked 
PK, PD, efficacy, and toxicity models that are represen-
tative of those found in drug development. A hypothetical 
molecule (compound A) at a dose of 5 mg b.i.d. had subop-
timal efficacy, although the toxicity profile was acceptable. 
At a dose of 10 mg b.i.d., efficacy was favorable but the 
incidence of toxicity was unacceptable, thereby limiting the 
dose to 5 mg. If a 10 mg b.i.d. dose level was considered 
too risky, could a titration schema be devised to maximize 
efficacy and minimize toxicity? Descriptions of the mod-
els, methods, and scenarios for compound A are provided 
below, followed by a description of the model- based simu-
lation techniques that were used to define and assess dose 
titration algorithms.

Population PK/PD, efficacy, and toxicity models
The values of the population PK/PD models’ parameters 
used for the different compound A simulations and scenar-
ios are reported in Table 1. Compound A was simulated 
to exhibit biphasic disposition with linear elimination and 
first- order absorption. The PK model parameters were 
log- normally distributed, in which both interindividual 
variability (IIV) and interoccasion variability (IOV) were ex-
pressed using an exponential error structure. The residual 
unexplained error (RUV) model was proportional. Five PK- 
related scenarios were created using different degrees of 
variability from different sources. The first scenario was 
the base scenario (BaseScenario), which included low lev-
els of RUV, IOV, and IIV. Each of the high RUV (HighRUV), 
high IOV (HighIOV), high IIV (HighIIV), and combined high 
RUV plus IIV (HighRUVIIV) scenarios had additional high 
variability, compared to BaseScenario, derived from high 
RUV, IOV, IIV, and RUV plus IIV, respectively. The PK/PD 
relationship was described using a sigmoidal maximum 
effect (Emax) model, in which IIV on half- maximal effective 
concentration was expressed using an exponential error 
structure. The residual error model was additive. To serve 
as an example, a control file for the PK/PD relationship of 
BaseScenario is available in the Supplementary Materials 
file (Supplementary Materials S1).

Based on the PD response (PDResponse), the probability of 
experiencing efficacy, p(Efficacy), was characterized using 
a logistic regression model. The logit of p(Efficacy) was lin-
early related to PDResponse expressed as a percent of Emax, 
as follows: 

where α and β are the intercept and the slope of the linear 
relationship that links the logit p(Efficacy) and PDResponse. 
Figure S1a characterizes the relationship, where there was 
an increasing probability from 0–100% of having efficacy 
as PDResponse increases from 35–55%. A 50% probability of 
efficacy corresponded to 45% PDResponse.

The probability of experiencing toxicity, p(AE), was also 
characterized using a logistic regression model. The logit of 
p(AE) was linearly related to compound A plasma concentra-
tions (Cp), as follows: 

where α and β are the intercept and the slope of the linear 
relationship that links the logit p(AE) and Cp. The steep-
ness of the relationship was varied for different scenarios. 
The BaseScenario suggests a narrow concentration range 
(steep slope) within which the probability of an event in-
creases from 0% to 100%. For the sixth scenario, a shallow 
slope was utilized for the probability of toxicity (AEshallow), 
where the probability of toxicity increased from 0% to 100% 
over a broader range of concentrations. The increase in the 
probability of toxicity for AEshallow occurred between 200 
and 300 ng/mL, whereas for the other scenarios the in-
crease in the probability occurred between 240 and 260 ng/
mL. For both scenarios, the 50% probability of toxicity cor-
responded to a concentration of 250 ng/mL.

(1)logitp(Efficacy)=�+�×PDResponse

(2)logitp(AE)=�+�×Cp
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Defining the dose titration algorithm: ROC analysis
It was assumed that compound A could be administered to 
subjects based on an upward dose titration scheme, which 
consisted of (i) initiating subjects on 5 mg b.i.d. for 10 con-
secutive days (time to reach steady- state concentrations), 
(ii) assessing Ctrough on day 10, and (iii) on the basis of the 
Ctrough value, deciding whether a 5 or 10 mg b.i.d. dose 
would be administered for the final, additional 20 days of 
the treatment period. A subject titrated from the initial 5 mg 
b.i.d. dose level to the 10 mg b.i.d. dose level only if their 
day 10 Ctrough value was below the optimal cutoff value.

Drug concentrations on day 10 were simulated for 10,000 
virtual subjects in each scenario; all receiving 5 mg b.i.d. 
Then, each virtual subject received 5 mg or 10 mg b.i.d. 
dosing for an additional 20 days and, on day 30, toxicity and 
efficacy was assessed based on simulated PK/PD data. The 
sampling density on day 30 was such that Cmax would be 
captured, with samples at predose and at 0.5, 1, 1.5, 2, 2.5, 
3, 4, 6, 8, and 12 hours postdose.

For each possible Ctrough cutoff value, true positive (TP) 
and false negative (FN) classification results were recorded 
when a virtual subject experienced toxicity on day 30 and 
they had a Ctrough that was above or below the Ctrough cutoff 
value on day 10. The FP and true- negative (TN) classification 
results were recorded when a virtual subject did not expe-
rience toxicity on day 30 and they had a Ctrough that was 
above or below the Ctrough cutoff value on day 10. For each 
Ctrough evaluated, sensitivity and 1- specificity was calculated 
and plotted to create an ROC curve: on the y- axis is sensitiv-
ity, which is calculated as follows: 

and on the x- axis is 1- specificity; where specificity is calcu-
lated as follows: 

Predictive performance for the use of Ctrough on day 10 
as a predictor of day 30 drug- related toxicity was assessed 
using the area under the receiver operating characteristic 
(AUCROC) and 95% confidence interval (CI) as calculated 
by the Wilcoxon U- Statistic, where an AUCROC value of 0.5 
indicates no apparent accuracy (i.e., random chance) as a 
value of 1.0 represents 100% accuracy.27 The 95% CI val-
ues for sensitivity and specificity were calculated using the 
Wilson exact approach. The AUCROC was calculated by the 
linear trapezoidal rule. The positive predictive value (PPV) 
was calculated as follows: 

The negative predictive value (NPV) was calculated as 
follows: 

An efficiency criterion was used to define the optimal 
threshold (cutoff value) for dose escalation in an individual 
subject. Efficiency for each potential cutoff value was calcu-
lated as follows28:

where, sensitivity and specificity were expressed as per-
centages, and the overall cost of misclassification was cal-
culated as indicated in Eq. 8 below:(3)Sensitivity=TP/(TP+FN),

(4)Specificity=TN/(FP+TN)

(5)PPV=TP/(TP + FP)

(6)NPV=TN/(TN + FN)

(7)Efficiency=Sensitivity-Cost∗ (100−Specificity)

Table 1 Population pharmacokinetic, pharmacodynamic, efficacy, and toxicity models’ parameters used in the simulations for the various scenarios. 
HighRUVIIV combines the variability specifications of HighRUV and HighIIV

Parameter values

Typical value IIV (%) IOV (%)

Pharmacokinetic parameters

Systemic clearance: CL/F (L/h) 6 20 (HighIIV: 40) 0 (HighIOV: 20)

Central volume of distribution: V2/F (L) 40 20 (HighIIV: 40) 0 (HighIOV: 20)

Intercompartmental clearance: Q/F (L/h) 30 – –

Peripheral volume: V3/F(L) 120 – –

Absorption rate constant: ka (h
−1) 0.6 20 (HighIIV: 40) 0 (HighIOV: 20)

Residual variability (proportional) % 10 (HighRUV: 20) – –

Pharmacodynamic model parameters

Maximum drug effect: Emax (%) 100 – –

Potency: EC50 (ng/mL) 80 20 –

Hill coefficient: γ 1.5 – –

Residual variability (additive): (%) 8 – –

Efficacy model parameters

Intercept: α −22.5 – –

Slope: β 0.5 – –

Safety model parameters

Intercept: α −80 (AEshallow: −20) – –

Slope: β 0.32 (AEshallow: 0.08) – –

EC50, half- maximal effective concentration; Emax, maximum effect; IIV, interindividual variability; IOV, interoccasion variability; RUV, residual unexplained 
variability.
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where Inc was the proportion of subject having drug- related 
toxicity on day 30, and the ratio of false- positive cost (FPC), 
to false- negative cost (FNC), represents the relative cost 
of misclassification (i.e., false- positive (FP) and FN). Here, 
the FNC was arbitrarily set to 10 to reflect a higher relative 
importance of wrongly predicting that a subject would not 
have toxicity when in fact they would. The FPC was fixed 
at 1. The Ctrough measurement on day 10 associated with 
the maximal efficiency can be interpreted as the optimal 
cutoff concentration, where the proportion of FP and FN 
classifications are minimized based on their relative cost. 
The cost in Eq. 3 becomes a slope function within what is 
known as the Youden’s J statistic, a tool used to assess the 
performance of a diagnostic test for a given cutoff value as 
defined in Eq. 9 below:29 

When J equals 100, the maximum possible value for the 
statistic, perfect classification has been achieved, and when 
J equals 0, the lowest possible value for the statistic, there is 
no predictive value of the selected cutoff point.29

A further examination to determine the effects of varying 
the cost of FN and FP classifications will be made so as to 
determine the effect on the optimal cutoff value and PPVs 
and NPVs.

Assessing the utility of the dose titration algorithm: 
clinical trial simulation analysis
To further assess the selection of potential cutoff values, 
CTS were conducted for various cutoff values. The inci-
dence of toxicity, efficacy, and those on the higher dose 
level were summarized. For comparison to the ROC ap-
proach, the utility analysis of each scenario, relative toxicity, 
and efficacy were calculated as follows: 

where, IncAE,Cutoff is the incidence of toxicity associated 
with each specific cutoff, IncAE,LowDose and IncAE,HighDose 
are the incidence of toxicity associated with the 5 and 
10 mg doses, IncEfficacy,Cutoff is the incidence of efficacy 
associated with each specific cutoff, IncEfficacy,LowDose and 
IncEfficacy,HighDose are the incidence of subjects exceed-
ing the PD target associated with the low and high doses. 
UtilityIndex was then calculated as the sum of the toxicity 
and efficacy utility values.

Software
The PK/PD model- based simulations were conducted 
using mixed- effects methods as implemented in NONMEM 

version 7.2 software (ICON Development Solutions, Ellicott 
City, MD)30,31 on a pseudo- cluster of Intel Xeon CPU 
X5660@ 2.80 GHz processors and an Intel Fortran compiler 
(12.1). Dataset preparation, efficacy and toxicity calcula-
tions, graphical representations, and statistical analyses, 
including ROC analyses, were performed using R version 
3.4 or higher.32

RESULTS
Drug exposures
The scenarios’ distributions of high- dose simulated 
subject- level minimum plasma concentration (Cmin) and 
Cmax values, without a titration scheme applied, are shown 
in Figure 1, with subjects exceeding the upper threshold 
of 250 ng/mL residing above the red dashed line. The in-
cidence of subjects going above the safety threshold on 
the high dose level, with no titration algorithm applied, is 
reported in the second row of Table 2.

Optimal Ctrough threshold for dose escalation
The results from the ROC analyses of different scenarios 
are found in Figure 2 and Figures S2–S6. With respect to 
BaseScenario, Figure 2a demonstrates the overlap in Ctrough 
distributions between TP and TN populations. This high-
lights the difficulty in separating the groups. In Figure 2b, 
the Ctrough values associated with the half- maximum cumu-
lative probabilities of TP and TN indicate what the median 
Ctrough is for each group. Figure 2c depicts the ROC curve. 
The calculated AUCROC was 92.9% (95% CI: 91.8–94.1). 
The maximum value of the efficiency analysis (Figure 2d) 
indicated that a day 10 Ctrough cutoff value of 62.1 ng/mL 
was the optimal balance for FP and FN classifications. 
Figures S2–S6 for HighRUV, HighIOV, HighIIV, HighRUVIIV, 
and HighAEshallow follow similar logic.

Summary statistics and diagnostics for the six scenar-
ios from CTS and ROC analyses are presented in Table 2. 
For BaseScenario, the predicted incidence of toxicity with-
out any titration step was 9.41%. Predicted incidence was 
higher in the other scenarios due to higher PK variability or 
steepness in the toxicity response to compound A concen-
tration. The PPV, NPV, sensitivity, and specificity were lower 
for HighRUV, HighIOV, and AEshallow when compared to 
HighIIV. The Youden’s J and AUCROC statistics were 70% 
and 92.9% for BaseScenario and 74.7% and 96.1% for 
HighIIV. Compare this to the lower Youden’s J and AUCROC 
statistics of 34.8% and 81.1% for HighRUV, 25.5% and 
72.8% for HighIOV, and 57.3% and 88.1% for AEshallow. 
Both the AUCROC and the Youden J statistic values for 
BaseScenario, HighIIV, HighRUV (exception for Youden J 
statistic on HighRUV), and AEshallow indicate that prognos-
tic properties for this “diagnostic” test were relatively good 
for determining an optimal safety threshold concentration. 
For HighIOV the relatively lower Youden’s J statistic and the 
AUCROC value indicate relatively worse prognostic ability.

Compared to optimal cutoff values of 62.1, 62, and 
57.5 ng/mL for BaseScenario, HighIIV, and AEshallow, both 
HighRUV and HighIOV had lower cutoff values of 45.8 and 
44.2 ng/mL, respectively (Table 2). BaseScenario, HighIIV, 
and AEshallow had 71%, 60.9%, and 60.3% of subjects on 
the higher dose level vs. 33.1% and 30.8% for HighRUV and 

(8)Cost= (FPC)/(FNC)× (1− Inc)∕Inc

(9)J=Sensitivity+Specificity−100

(10)ToxicityUtility=100−

(

IncAE,Cutoff − IncAE,LowDose

IncAE,HighDose− IncAE,LowDose

)

×100

(11)EfficacyUtility=
IncEfficacy,Cutoff − IncEfficacy,LowDose

IncEfficacy,HighDose− IncEfficacy,LowDose
×100

(12)UtilityIndex=ToxicityUtility+EfficacyUtility
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HighIOV, respectively (Table 2). In addition, BaseScenario, 
HighIIV, and AEshallow had 75.2%, 66.3%, and 67.1% 
of subjects achieving efficacy vs. 45.1% and 44.5% for 
HighRUV and HighIOV, respectively. Figure 3a shows 

the percent of subjects achieving efficacy or toxicity, and 
Figure 3b shows the percentage change in subjects achiev-
ing efficacy or toxicity compared to a fixed low- dose strat-
egy and the percentage change in subjects having toxicity 

Figure 1 High dose minimum plasma concentration (Cmin) (a) and maximum plasma concentration (Cmax) (b) distributions for the 
six scenarios without any titration scheme applied, showing in the high pharmacokinetic variability scenarios that Cmin is lower and 
Cmax is higher when compared with the other scenarios. (The red dashed line represents the 50% probability of toxicity threshold  
(250 ng/mL)). AE, adverse event; IIV, interindividual variability; IOV, interoccasion variability; RUV, residual unexplained variability.

0

100

200

300

400

500

Bas
eS

ce
na

rio

High
RUV

High
IO

V

High
IIV

High
RUVIIV

AEsh
all

ow

Scenario

C
m

in
 (

ng
/m

L)

(a)

0

100

200

300

400

500

Bas
eS

ce
na

rio

High
RUV

High
IO

V

High
IIV

High
RUVIIV

AEsh
all

ow

Scenario
C

m
ax

 (
ng

/m
L)

(b)

Table 2 Summary of diagnostics for the optimal (predose) Ctrough cutoff value at steady state for a relative false negative to false positive classification cost 
ratio of 10 

BaseScenario HighRUV HighIOV HighIIV HighRUVIIV AEshallow

Simulations 10,000 10,000 10,000 10,000 10,000 10,000

Incidence (%) 9.41 24.4 16.6 24.8 34.6 16.4

Cutoff (ng/mL) 62.1 45.8 44.2 62 44 57.5

PPV (%) 29.9 33.9 21.7 60.5 53.3 36.1

NPV (%) 99 95 94.8 98 96.3 96.6

Sensitivity (%) 92.6 (90.7–94.1) 93.2 (92.1–94.1) 90.4 (88.9–91.7) 95.2 (94.3–96) 96 (95.3–96.6) 87.7 (86–89.2)

Specificity (%) 77.4 (76.5–78.2) 41.6 (40.5–42.7) 35.1 (34.1–36.1) 79.5 (78.6–80.4) 55.4 (54.2–56.6) 69.6 (68.6–70.6)

AUCROC (%) 92.9 (91.8–94.1) 81.1 (80–82.2) 72.8 (71.3–74.2) 96.1 (95.6–96.7) 91 (90.3–91.6) 88.1 (87–89.2)

Youden’s J stat 
(%)

70 34.8 25.5 74.7 51.4 57.3

% With toxicity 0.73 1.66 1.59 1.6 2.72 2.06

% With efficacy 75.2 45.1 44.5 66.3 47.5 67.1

% Subjects on 
10 mg

71 33.1 30.8 60.9 37.7 60.3

Toxicity utility 92.2 93.2 90.5 95.1 95.8 87.5

Efficacy utility 79.4 34.5 31.7 75.2 35.6 67.3

Utility index 172 128 122 170 131 155

Using the ROC methodologies the percentage of subjects having toxicity is reduced and those having efficacy is increased. This is reflected in the percent-
age of subjects that achieve a 10 mg dose level, which ultimately increases the group- wise drug exposure. Scenarios having high RUV or high IOV had the 
lowest percentage of subjects being titrated to the 10 mg dose level.
AE, adverse event; AUCROC, area under the receiver operating characteristic; IIV, interindividual variability; IOV, interoccasion variability; NPV, negative 
predictive value; PPV, positive predictive value; RUV, residual unexplained variability.
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compared to a fixed high- dose strategy. For BaseScenario, 
there was an approximate 92.2% reduction in the toxicity in-
cidence, yet a 243% increase in the percentage of subjects 
achieving their efficacy target (Figure 3). HighIIV along with 
AEshallow followed a similar trend for more subjects achiev-
ing efficacy, which was in contrast to HighRUV and HighIOV, 
which did not perform as well (Table 2).

For HighRUVIIV, compared to HighIIV, PPV, NPV, specific-
ity, AUCROC, and Youden’s J statistic, and the percentage of 
subjects achieving efficacy and having toxicity were all worse 
for HighRUVIIV. When compared to HighRUV, HighRUVIIV 
performed better at PPV, sensitivity, AUCROC, and Youden’s 
J statistic, however, it performed worse at NPV and the per-
centage of subjects achieving efficacy and having toxicity, 
with efficacy and toxicity being the relevant clinical context.

Effect of dose titration algorithm on the efficacy and 
utility assessments
A summary of results for varying cutoff values (FNC:FPC 
ratio of 10:1) from ROC and utility index methodologies are 
provided in Tables S1–S6. Note that the highest utility index 
values were found in BaseScenario, HighIIV, and AEshallow 
(172, 175, and 157, respectively), whereas scenarios having 
high residual or IIVs had the lowest utility index values (142, 

131, and 154 for HighRUV, HighIOV, and HighRUVIIV, re-
spectively). The scenarios that had the biggest mismatches 
between the “optimal” Ctrough cutoff selected via ROC vs. 
utility index approaches were the scenarios with high re-
sidual or IOVs (Table 2). When the optimal Ctrough cutoff 
from the ROC approach was rounded to the nearest 10 ng/
mL, the optimal Ctrough from the utility index approach, 
when compared to the ROC approach, was 0%, 13%, and 
0% higher for BaseScenario, HighIIV, and AEshallow, re-
spectively, and 31%, 36%, and 60% higher for HighRUV, 
HighIOV, and HighRUVIIV, respectively.

Effect of varying the cost of FN and FP classifications
Optimal cutoff and PPVs/NPVs, as a function of varying rel-
ative FNC to FPC, are depicted in Figure 4. Higher relative 
FNC costs resulted in higher NPVs, but lower optimal cut-
off and PPVs. Scenarios with high RUV and IOV (HighRUV, 
HighIOV, and HighRUVIIV) experienced the largest drops in 
the optimal cutoff value for increasing FN classification costs.

DISCUSSION

Generally, therapeutic agents having narrow therapeutic 
windows make a priori selection of optimal dosing regimens 

Figure 2 Receiver operating characteristic (ROC) and efficiency analysis for BaseScenario and a relative false- negative cost (FNC) of 
10. (a) Probability histogram that shows the overlapping trough plasma concentration (Ctrough) distributions of true- positive (TP) and 
true- negative subjects (TN) and their incidence. (b) Cumulative density function curves for TP and TN virtual subjects. (c) ROC curve 
for the ability to use 5 mg b.i.d. day 10 Ctrough as a prognostic indicator of whether a virtual subject will exceed the 250 ng/mL threshold 
if they were titrated up to a 10 mg b.i.d. dose. (d) An efficiency plot that incorporates the ratio of FNC to FPC costs for determining an 
optimal Ctrough cutoff.
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Figure 3 The percentage of subjects achieving efficacy or having toxicity (a) when the titration algorithm is applied. Compared to 
BaseScenario, the other scenarios had lower efficacy and higher toxicity. Percent change in subjects achieving efficacy compared 
to a fixed low- dose strategy or percentage change in subjects having toxicity (b) when compared to a fixed high- dose strategy. In 
all scenarios, higher efficacy and lower toxicity was achieved when compared to the fixed- dosing regimens. AE, adverse event; IIV, 
interindividual variability; IOV, interoccasion variability; RUV, residual unexplained variability.
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Figure 4 Optimal day 10 trough plasma concentration (Ctrough) cutoff concentrations, positive predictive value (PPV), and negative 
predictive value (NPV) as a function of varying costs of false- negative (FN) to false- positive (FP) classifications. The scenario with the 
least variability (BaseScenario) had the smallest reductions in Ctrough cutoff values as the cost of FN classifications increased. Whereas 
PPV is of utmost importance for low relative FN costs, NPV is influential for high FN costs. For a high FN cost it is critical that subjects 
at risk are not up- titrated, even if it means that subjects that might otherwise have been up- titrated are left at a lower dose. AE, adverse 
event; IIV, interindividual variability; IOV, interoccasion variability; RUV, residual unexplained variability.
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difficult. It is complex because different degrees and/or 
types of variabilities may exist in PK- efficacy and PK- safety 
relationships. In this article, and using various scenarios, we 
demonstrated the utility of combined ROC and CTS- based 
analyses as a promising quantitative diagnostic approach 
for achieving the desired balance of safety and efficacy.

By classifying subjects as eligible for up- titration, individ-
uals with the highest risk of exceeding the toxicity threshold 
(i.e., when high drug exposures are found at a low dose) 
are not up- titrated. Compared to the alternative of leaving 
everyone at a low dose level, the net effect of titration is 
higher drug exposure, PD response, efficacy, and percent-
age of subjects at the high dose level, all while reducing the 
incidence of toxicities. The current methods possess several 
moving parts providing flexibility in application. This flexibil-
ity is mainly driven by setting the cost of incorrectly predict-
ing efficacy or safety, which can then be used to objectively 
and comprehensively derive an optimal titration rule.

In the current analysis of virtual compound A, the risks as-
sociated with a high dose were unacceptable, and yet a low 
dose was not anticipated to result in group- wise efficacy. For 
BaseScenario, HighIIV, and AEshallow, the diagnostics and 
simulations predicted an improved balance between safety and 
efficacy compared to a nontitrated dosing strategy. Generally, 
an AUCROC of greater > 80% indicates a good diagnostic for 
the PK or PD metric,27 resulting in a high probability of correctly 
classifying subjects for a future intervention (i.e., up- titration). 
However, as illustrated with HighRUVIIV, AUCROC may be 
relatively high yet CTS may identify clinical relevance short-
comings in absolute efficacy and toxicity. Ultimately, proper 
clinical context is needed in the interpretation of AUCROC and 
Youden J statistics; the context being the actual percentage of 
subjects achieving efficacy or having toxicity.

Four of the six scenarios were dedicated to the three com-
monly partitioned sources of variability in population PK/PD 
modeling: RUV, IOV, and IIV. RUV and IOV are of similar nature 
in that they are random either on a sampling level (RUV) or 
on a per- occasion level (IOV). IIV is different in that predictive 
value is retained within an individual subject between sample 
times and occasions, and, therefore, qualifying samples will 
have concordance with future samples. This enables more 
accurate subject- level classifications, depending on the exact 
scenario. In contrast, high RUV or IOV decreases the efficiency 
of optimal cutoff point selection from a single PK sample by 
lowering the predictive value for subsequent measurements 
or periods. Notably, the included high RUV or IOV scenarios 
demonstrated the relative lack of separation between TP and 
TN subjects (e.g., Figure S3a). For high IIV situations, and in 
contrast with high RUV or IOV scenarios, one can still conduct 
screening at a low dose and with relatively low risk allocate 
the subject to the proper dose level knowing that they will 
have similar profiles, adjusted for dose, in subsequent periods 
or assessments. Therefore, even in the presence of relatively 
high IIV, it is still possible to establish relatively high exposures 
within both groups and individuals. Note that the optimum 
cutoff is not necessarily where the specificity and sensitivity 
lines cross (Figure S3b) because of the dependence on the 
efficiency calculation where the relative cost of FN classifica-
tions is specified. Further, the methods can be generalized 
to different titration schema with different drivers (e.g., PK, 

efficacy, and safety). For example, if two separate toxicity 
thresholds for concentration existed, say for mild and severe 
toxicities, then it would be possible to place a low FNC on the 
mild toxicity and a high FNC on the severe toxicity.

When RUV and IOV variabilities are sufficiently low, or 
when the probability of transitioning from safety to toxicity is 
well- predicted, these titration- based methods may be use-
ful when designing trials at multiple stages of drug develop-
ment. Once the ROC analysis has optimized the cutoff value 
according to the FNC, CTS for the given cutoff will predict 
the scenario’s concentration vs. time profiles (Figure S7), 
and derived from this the percentage of subjects having 
 efficacy and toxicity (Figure 3 and Tables S1–S6). If these 
cutoffs improve the benefit- risk balance, the analyses may 
provide justification for conducting further validating clinical 
studies. Therefore, it is the combination of ROC analysis 
and the simulation results that would provide the clinical 
relevance that demonstrates the practical application of the 
methods described. Although many scenarios have been 
explored, the generalizability of the method can be further 
tested on other envisioned scenarios. The six included in 
this report provide a representative sampling of commonly 
occurring model features encountered in drug development 
that undermine predictive value.

In conclusion, this report demonstrates that drugs hav-
ing sufficiently low IOV or RUV may make good candidates 
for PK- based titration schemes based on only one Ctrough 
sample, even in the presence of high IIV. A drug develop-
ment program with sufficient information will facilitate the 
construction of quantitative models that are conducive to 
ROC and simulation- based justifications for individualized 
dose titration schema.

Supporting Information. Supplementary information accompa-
nies this paper on the CPT: Pharmacometrics & Systems Pharmacology 
website (www.psp-journal.com).

Table S1. Simulation and utility analysis results for a false negative to 
false positive classification cost ratio of 10 in the BaseScenario scenario.
Table S2. Simulation and utility analysis results for a false negative to 
false positive classification cost ratio of 10 in the HighRUV scenario.
Table S3. Simulation and utility analysis results for a false negative to 
false positive classification cost ratio of 10 in the HighIOV scenario.
Table S4. Simulation and utility analysis results for a false negative to 
false positive classification cost ratio of 10 in the HighIIV scenario.
Table S5. Simulation and utility analysis results for a false negative to 
false positive classification cost ratio of 10 in the HighRUVIIV scenario.
Table S6. Simulation and utility analysis results for a false negative to 
false positive classification cost ratio of 10 in the AEshallow scenario.
Figure S1. Probability of achieving efficacy (a) as a function of 
PDresponse values at predose steady state, or having toxicity (b) as a 
function of plasma concentration at steady state.
Figure S2. ROC and efficiency analysis for HighRUV and a relative false 
negative to false positive classification cost of 10.
Figure S3. ROC and efficiency analysis for HighIOV and a relative false neg-
ative to false positive classification cost of 10.
Figure S4. ROC and efficiency analysis for HighIIV and a relative false 
negative to false positive classification cost of 10.
Figure S5. ROC and efficiency analysis for HighRUVIIV and a relative 
false negative to false positive classification cost of 10.
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Figure S6. ROC and efficiency analysis for AEshallow and a relative 
false negative to false positive classification cost of 10.
Figure S7. Post- titration median plasma concentration vs. time profiles 
demonstrating that, compared to BaseScenario, the scenarios, including 
high residual and interoccasion variabilities, had the lowest cutoff values 
and exposures.
Supplementary Materials S1. NONMEM control file example for 
BaseScenario PK/PD.
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