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The intensive care unit (ICU) can be a
difficult environment for medical
education. The work is fast-paced, the
workload is high, patients’ courses are
complex, and their deteriorations are
rapid. Educators in this setting are tasked
with balancing the often-competing goals
of clinical efficiency and effective teaching
(1, 2). These barriers also contribute to
difficulties in assessing trainee perfor-
mance. The oral case presentation, in
which trainees must review a vast amount
of data from a patient’s history, physical
exam, and investigations and then apply
clinical reasoning to synthesize an appro-
priate plan of care, represents a valuable
tool for assessing what and how our train-
ees are learning. Case presentations allow
educators to gauge clinical understanding,
teach clinical reasoning, correct misper-
ceptions, and form impressions regarding
learner entrustment (3, 4). In an ideal
world, learners would receive feedback on
their presentations in real-time, enabling
them to monitor their own progress

and motivating them toward specific out-
comes (3, 5). However, this is often not
possible because of time pressures in our
busy postpandemic clinical environments,
not to mention other barriers, such as
discomfort with engaging in difficult
conversations, lack of training in providing
feedback, and lack of direct observation of
trainees’ tasks (5). Given these constraints,
innovative tools to facilitate feedback for
case presentations would be a welcome
addition to our teaching environment.
These tools should provide timely and
consistent feedback without increasing the
staffing workload.

In this issue of ATS Scholar, King and
colleagues describe a novel proof-of-
concept method of evaluating ICU case
presentations by using natural language
processing (NLP) techniques (6). Put
simply, NLP is a way of using computers
to extract and infer meaning from
natural-language text and speech (7).
Because natural language is complex,
dynamic, and often ambiguous, simple
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rule-based methods of processing it are
insufficient. Rather, newer artificial intelli-
gence and machine learning algorithms
are the engines that power this type of
processing by allowing computers to learn,
decipher, and analyze vast quantities of
data. NLP is ubiquitous in consumer life,
with uses ranging from predictive text on
our smartphones and emails to automated
voice assistants such as Siri and Alexa. We
have only begun exploring uses of NLP in
healthcare; so far, its applications include
predicting admissions of patients in the
emergency department, identifying
patients suitable for clinical trials, mining
medical records to predict treatment effi-
cacy and adverse events, and analyzing
the quality and comprehensiveness of clin-
ical documentation, to name a few (8–11).

King and colleagues applied NLP to the
ICU medical education context by orally
recording ICU trainees’ case presentations
for daily rounds and comparing them to a
staff physician’s recording that was used
as a reference standard. They employed
NLP to analyze the content (i.e., the
clinical concepts discussed by the learner)
and style (e.g., descriptiveness, verbosity,
and density of concepts) of each oral
presentation. The trainees’ recording was
then compared with the attending
physician’s for the same case. In doing so,
they could identify how much trainees’
case presentations diverged from the
attending’s in content and style. King and
colleagues term this method “automated
comparative assessment”; in other words,
their results provide a snapshot of how far
away trainee presentations are from the
reference standard and in which
dimensions they differ. The authors
envision a future in which this method is
used to provide trainees with rapid
feedback about their presentations, thus
providing more timely, frequent, and

consistent assessments of performance
than is feasible for educators alone to
undertake.

King and colleagues acknowledge some
limitations in their work, many of which
are rich opportunities for further
exploration. First, this is a proof-of-
concept study that required trainees to
prerecord simulated patient presentations.
The transition to real-time bedside NLP,
while balancing privacy, regulatory, and
technological constraints, will require fur-
ther work. Second, as clinical information
can be communicated with infinite stylistic
variations, defining a standard is some-
what elusive. Using more words or more
descriptive phrasing does not necessarily
translate to a better presentation, and nei-
ther does the seniority of the presenter.
The authors suggest having a reference
standard consisting of multiple senior
physicians’ presentations or a consensus
standard as a solution to this challenge.
We further suggest comparing oral
presentations to other forms of
communication (e.g., written clinical notes
on the same patient) to enrich feedback
quality and create a more comprehensive
understanding of trainees’ skills.

NLP’s strengths are in reliably processing
vast amounts of data without incurring the
human limitations of cognitive overload,
fatigue, habituation, and distractibility. In
other words, the real power of NLP tools
is in helping educators gather more
frequent and reliable data points
regarding trainee performance. NLP can
therefore augment but not replace
traditional forms of feedback. Any
implementation of these tools must be
enriched by a discussion with an educator
to properly guide learners on the basis of
sociocultural factors, institutional culture,
and their own learning trajectories (12).
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Finally, we must remember that NLP, like
all tools, can be prone to unintended
consequences. We must especially be wary
of unintentionally perpetuating bias: when
we teach our algorithms to learn, we may
also subject them to the human foibles of
stereotyping and propagating racist, sexist,
or discriminatory ideas (13). As we devise
more applications for NLP in health care,
we must take care to build intentional
countermeasures to mitigate these biases.

King and colleagues’ proof-of-concept
work inspires us to envision usages beyond
oral case presentations in which NLP can
be applied. Rather than creating use cases
for existing technology, it is helpful to start
by understanding the human factors and
limitations that we face in our work envi-
ronment and then ask how NLP can help
us solve these problems. NLP may
improve the use of electronic medical
records to allow more efficient and less
cumbersome documentation (14), predict
and alert medical incidents (9, 15), and
intelligently cue providers with useful
additions to problem lists (9). For example,
NLP could highlight inconsistencies within

a problem plan or alert us to potential
conflicts with a consultant’s plan (e.g., if a
specific antibiotic is being considered that
may lower seizure threshold in a patient
with epilepsy or if anticoagulation is rec-
ommended in a patient with recent bleed-
ing risk). Here, too, we must proceed
cautiously: like all new clinical tools, we
must ensure that artificial intelligence and
NLP solutions are rigorously usability-
tested in the real clinical environment to
avoid falling into the common pitfalls of
habituation and alert fatigue.

We live in a world in which artificial
intelligence and NLP are deeply
integrated into our consumer lives, but
we are only beginning to scratch the
surface of their uses in health care. We
commend King and colleagues for their
foray into innovative uses of these
technologies and hope their work paves
the way for more potential applications in
the medical education sphere and
beyond.

Author disclosures are available with the
text of this article at www.atsjournals.org.
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