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Abstract
We present a structured approach to combine explainability of artificial intelligence (AI) with the scientific method for scientific 
discovery. We demonstrate the utility of this approach in a proof-of-concept study where we uncover biomarkers from a 
convolutional neural network (CNN) model trained to classify patient sex in retinal images. This is a trait that is not currently 
recognized by diagnosticians in retinal images, yet, one successfully classified by CNNs. Our methodology consists of four phases: In 
Phase 1, CNN development, we train a visual geometry group (VGG) model to recognize patient sex in retinal images. In Phase 2, 
Inspiration, we review visualizations obtained from post hoc interpretability tools to make observations, and articulate exploratory 
hypotheses. Here, we listed 14 hypotheses retinal sex differences. In Phase 3, Exploration, we test all exploratory hypotheses on an 
independent dataset. Out of 14 exploratory hypotheses, nine revealed significant differences. In Phase 4, Verification, we re-tested the 
nine flagged hypotheses on a new dataset. Five were verified, revealing (i) significantly greater length, (ii) more nodes, and (iii) more 
branches of retinal vasculature, (iv) greater retinal area covered by the vessels in the superior temporal quadrant, and (v) darker 
peripapillary region in male eyes. Finally, we trained a group of ophthalmologists (N = 26) to recognize the novel retinal features for 
sex classification. While their pretraining performance was not different from chance level or the performance of a nonexpert group 
(N = 31), after training, their performance increased significantly (p < 0.001, d = 2.63). These findings showcase the potential for retinal 
biomarker discovery through CNN applications, with the added utility of empowering medical practitioners with new diagnostic 
capabilities to enhance their clinical toolkit.
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Significance Statement

AI is often utilized to automate tasks typically carried out by human experts. Can we also harness the power of AI to enhance their 
expertise? Current challenges in explainability of AI remains a barrier. Here, we introduce a methodology that utilizes the scientific 
method to augment existing explainability tools. We showcase the potential of this method on a medical image recognition applica
tion, where we discover novel retinal markers. We also show that it is possible to teach clinicians to identify subtle, yet critical, novel 
features, ultimately enhancing their ability to provide accurate diagnoses. The proposed methodology presents a promising avenue 
for identifying novel retinal biomarkers associated with a variety of conditions, including neurodegenerative and cardiovascular 
diseases.
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Introduction
Deep neural networks (DNNs) are powerful machine learning 
models performing tasks previously considered to be exclusive 
to humans (1), such as visual object and face recognition, image 
segmentation, and natural language processing. Convolutional 
neural networks (CNNs) are a subtype of deep learning networks 

specialized for image processing and classification. Relying on 
their superior performance, these models have found their way 
to almost every field of study, and medical imaging is no 
exception. CNNs are applied to various imaging modalities, 
such as computed tomography, magnetic resonance imaging, 
X-ray, electrocardiogram, and dermoscopic images to facilitate 
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computer-aided detection of abnormalities and to assist clinicians 
in the process of disease diagnosis and management (2–5).

Deep learning models have been widely used in retinal imaging 
modalities (6, 7). Recently, CNNs have seen tremendous success in 
predicting eye diseases such as diabetic retinopathy (DR) (8), 
age-related macular degeneration (AMD) (9, 10), and glaucoma 
(11) based on retinal fundus photographs. In addition to various 
signs of ocular diseases, features, and traits beyond eye health 
are also visible to artificial intelligence (AI) in this imaging modal
ity. For example, Poplin et al. (12) successfully predicted cardio
vascular risk factors, including patient age, smoking status, 
hemoglobin A1c, systolic blood pressure, diastolic blood pressure, 
and body mass index. Other systemic biomarkers, such as creatin
ine level and body composition indices (muscle mass, height, 
weight) can also be predicted by CNNs based on fundoscopic im
ages (13). Furthermore, the retina is considered a window to the 
brain, being the only part of the central nervous system that can 
be observed directly and noninvasively. The surface of the retina 
is covered by retinal ganglion cells, a subtype of neurons, and it 
shares many anatomical, physiological, and thus, pathological 
properties with the brain. Several studies have shown the effects 
of Alzheimer’s disease (AD) on the retina, bringing forward the po
tential for the development of new early diagnosis methodologies 
(14–18).

Despite the successful application of AI in a wide range of med
ical image classification tasks, the lack of transparency in its out
put decisions has been a roadblock to its widespread adoption in 
medicine (19). Encapsulating the relationship between the input 
image and the output label is challenging in these so-called black- 
box models. CNNs, in particular, consist of numerous layers and 
tens of millions of parameters. The inherent complexity in this 
family of models has led to the emergence of a separate field of 
study, “deep learning explainability,” in search for human- 
comprehensible interpretability tools to shed light on the under
lying decision-making processes of the networks. Saliency maps, 
also known as heat maps or attention maps, are one of the most 
common interpretability tools for CNNs, and are used to highlight 
the image areas that have the greatest contribution to the model’s 
decision (20–22). These saliency maps, however, offer only super
ficial information limited to the spatial distribution of regions 
used by the network, without a precise description of what fea
tures within the highlighted regions contributed to the model’s 
decision.

The other popular family of CNN explainability tools is feature 
visualization, which aims to uncover the visual features learned 
by the network, i.e. the preferred stimuli of a particular neuron, 
layer, or final label in the network (22–24). However, because of 
the complex nature of CNNs, a wide range of regularization tech
niques are needed to obtain meaningful and human-interpretable 
visualizations (23). Furthermore, the insights gained from feature 
visualizations are inherently dependent on subjective impres
sions, rendering them susceptible to variability and imprecision 
[e.g. (25, 26)]. This problem is relevant for any classification tasks 
where human observers perform comparably with the models, 
but especially so for tasks in which human experts show markedly 
inferior performance or cannot do the task at all. Due to these lim
itations, explainable AI has been referred to as a “false hope” (19). 
Therefore, there is a gap between the superficial insight obtained 
from explainability tools, and the explicit knowledge of the, as yet 
unknown, diagnostic features that, in principle, contain useful in
formation to support the classification task. In this study, we pro
pose a structured methodology for using explainability to identify 
the latent information that is used by the AI. Importantly, we 

utilize explainability tools, not as a precise source of explicit infor
mation on how the model makes decisions, but instead as a source 
of inspiration for forming exploratory hypotheses, which are then 
validated by statistical tests, eventually leading to scientific 
discoveries.

The proposed methodology aims to reveal features that are un
known to the human observer, that nevertheless allow a trained 
CNN to successfully accomplish a classification task. One such 
task is the classification of patient sex based on retinal fundus im
ages. While invisible to the expert human eye (e.g. ophthalmolo
gist), patient sex is a trait that can be predicted successfully by 
CNNs based on fundus photographs (12, 27–30). Here, we use dis
crimination of male vs. female eyes as a case study to validate the 
efficacy of our methodology. This particular classification task, al
though limited in clinical utility, serves as an ideal case for a 
proof-of-concept study considering the reliance of CNNs on large 
datasets. Indeed, patient sex is a readily available label included in 
most medical imaging datasets with balanced samples of the two 
classes.

Although ophthalmologists are not trained to recognize pa
tient sex in retinal imaging, it is conceivable that subtle differen
ces exist between the male and female retinas. Studies using 
optical coherence tomography (OCT) have suggested morpho
logical differences between male and female retinas, including 
retinal thickness and retinal nerve fiber layer thickness (31, 32). 
In addition, sex differences in ocular blood flow have been re
ported, though few empirical studies have examined this issue 
[see (33) for a review]. As the first study ever to show the ability 
of CNNs in predicting patient sex based on fundus images, 
Poplin et al. (12) used attention maps to highlight the regions 
that the trained model uses to make the predictions. They 
showed that for sex classification, the model mainly uses the op
tic disc and blood vessels, and these anatomical areas are high
lighted in attention maps in 78% and 71% of the samples, 
respectively. Other studies have also suggested the optic disc, 
macula, and retinal vasculature as possible sources of sex differ
ences relying on the saliency map results obtained from their 
trained models (29, 34). Another study has used the BagNet mod
el as an interpretable-by-design architecture to classify and 
explain sex, based on retinal fundus images (28). They demon
strated that the optic disc and macula provide most evidence 
for males and females, respectively. However, they stated that 
the specific features and sex differences within these anatomical 
areas contributing to the prediction are yet to be found. Inspired 
by AI’s performance, Yamashita et al. (35) compared numerous 
parameters and measurements available in color fundus images 
between men and women, and they found various significant dif
ferences regarding the peripapillary area, optic disc, and retinal 
vessels. Combined, the statistically detected features achieved 
a classification accuracy of 77.9%. Although this is an improve
ment compared to chance level, there is still a large gap between 
the achieved accuracy of this study and that of the best CNN re
sults. More importantly, multiple parameters (about 40) were 
tested using the same dataset without accounting for multiple 
comparisons problem that can lead to false positive results. 
Moreover, as these parameters were defined based on clinical 
knowledge, it is unclear if AI uses the same features in fundus 
images.

The present study is the first of its kind that searches for specif
ic and clear sex differences visible in retinal fundus images that 
are hypothesized solely based on deep learning and interpretation 
techniques and that attempts to train ophthalmologists on the 
newly discovered features.
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Overview of the proposed novel 
methodology
By taking patient sex as a case study, the proposed methodological 
pipeline, as summarized in Fig. 1, consists of four phases: (i) CNN 
Development, (ii) Inspiration, (iii) Exploration, and (iv) 
Verification. In the first phase, CNN development, we train a CNN 
model on sex classification based on fundus images, and the mod
el’s generalization performance is assessed to ensure the task is 
learned properly. In the second phase, Inspiration, post hoc deep 
learning interpretation techniques are utilized to generate visual
izations of the model’s decision process. These visualizations are 
used solely for the purpose of making observations and gleaning 
insight. This stage is equivalent to the early phase of scientific 
method, where observations in nature are used to produce ex
ploratory hypotheses—here we make observations of the model’s 
decision process. Due to the aforementioned ambiguity in the in
terpretation of AI explainability tools, a number of exploratory hy
potheses are liberally proposed at this stage. These hypotheses 
consist of specific, quantitative differences in image-based pa
rameters between the two classes (males vs. females). In the third 
phase, Exploration, all exploratory hypotheses are tested on an in
dependent dataset that has not been used in the CNN develop
ment stage. In the fourth phase, Verification, the hypotheses that 
yield significant results in the Exploration phase are re-tested 
and controlled for multiple comparisons on a new independent 
dataset that has not been used in any prior phase. The significant 
differences between the two image classes that are replicated in 
the Verification phase represent our “discovery.”

In this study, our ultimate goal is to discover new biomarkers in 
medical images and train diagnosticians to identify them. The 
4-stage methodological pipeline we introduce enables the discov
ery of new features, but it does not guarantee that the diagnosti
cian will be able to easily learn them and incorporate them into 
their skill set. To address this question, we undertake a psycho
physical study to test human observers, including an expert diag
nostician group (a group of ophthalmologists), and a nonexpert 
group. This protocol includes a training block as well as pretrain
ing and post-training retinal image recognition tasks. 
Additionally, we examine any potential associations between 
the observers’ ability to learn the retinal biomarkers and their 
domain-general visual object recognition ability, which we assess 
separately using a novel object memory task (36).

Preview
In the CNN development phase, we successfully trained a VGG 
model to classify sex in retinal fundus images. The subsequent 
Inspiration phase yielded multiple observations regarding sex- 
related variations in the optic disc and retinal vasculature, leading 
us to formulate 14 testable exploratory hypotheses. In the 
Exploration phase, we found significant differences in nine of these 
hypotheses. Our Verification phase confirmed five of these hypoth
eses, one of which identified the peripapillary area to be darker in 
males. The remaining four positive results pertained to vasculature, 
revealing significantly greater length, higher number of nodes and 
branches, as well as greater retinal coverage by vessels in the super
ior temporal quadrant in males. Finally, to assess the teachability of 
these newly discovered features, we conducted a psychophysical 
study. A group of ophthalmologists, previously unable to determine 
sex from retinal fundus demonstrated a substantial improvement 
in their ability to do so after a brief training session on the newly dis
covered retinal features distinguishing males from females.

Methods
Fundus image datasets
Our methodology relies on forming three mutually-disjoint data
sets: the CNN development set (which is further partitioned into 
training, validation and test sets, as commonly done in neural net
work training), the Exploration Set, and the Verification Set.

We used two different sources of retinal fundus images in this 
study. The first, ODIR (37) is a publicly available fundus dataset 
containing 7,000 annotated images from 3,500 patients with infor
mation regarding the age, sex, and pathological condition of each 
eye. In this dataset, samples are labeled for DR, glaucoma, cata
ract, hypertension, AMD, myopia, and other diseases or abnor
malities. Images are collected from different hospitals and 
medical centers and therefore captured by a variety of fundus 
cameras with different resolutions and angles of view. To prevent 
the model from using potential sex differences in the prevalence 
of diseases, we excluded all images with any eye disease or other 
abnormalities, as well as images with low quality as identified by a 
trained ophthalmologist (Dr. Ozturan). Annotations within the 
ODIR dataset incorporate diagnostic labels specific to each eye. 
To maximize the inclusion of images labeled as “normal,” we em
ployed a filtering process targeting individual eyes instead of 
whole patients. The resulting dataset consists of 3,146 images 
from 1,991 patients (comprising 1,601 images from the left eye), 
all of which contributed to the CNN development set. The sum
mary statistics are reported in online supplementary Table S1. 
The second source for fundus images was the retinal imaging 
database of Vancouver General Hospital Ophthalmic Imaging 
Department, named “VCH source” from here on. It comprises a to
tal of 2100 images from 1,167 patients, with exactly half of the im
ages taken from the left eye. These images, which were not 
labeled, are selected from individuals with healthy eyes, assessed 
by Dr. Ozturan to exclude the eyes with signs of ocular disease or 
abnormality as well as images with low quality; 1,600 images (of 
800 patients) of the VCH source was labeled as the “VCH phase-1” 
set, and contributed to the CNN development set. Online 
supplementary Table S2 represents the summary statistics of 
the VCH phase-1 dataset. In sum, a total of 4,746 images 
(ODIR + VCH phase-1) were placed in the CNN development set 
and thus used to train and assess the CNN model. Both ODIR 
and VCH phase-1 portions of the development set were randomly 
partitioned into training, validation, and test sets with approxi
mately 70, 15, and 15% of the aggregate sets, respectively. 
Care was taken to make sure all images of any given patient re
mained in the same partition. All images were cropped to get a 
square image with equal height and width by detecting the circu
lar contour of the fundus images and placing it at the center of the 
square.

The remaining 500 images from the VCH source were used to 
populate the Exploration set (100 images, Phase 3) and the 
Verification set (400 images, Phase 4). In both sets, exactly half of 
the male and female images are taken from the right eye. Age 
did not differ between male and female patients in both sets 
(P > 0.2). The summary statistics are reported in online 
supplementary Table S3. Ethnicity is not included in the ODIR 
and DOVS datasets. This is due to the fact that these sets consist 
of images originally captured for clinical purposes and subse
quently used in a retrospective manner.

The study was approved by the UBC Clinical Research Ethics 
Board, UBC Behavioural Ethics Board, and Vancouver Coastal 
Health Research Institute. For the behavioral testing protocol, in
formed consent was obtained in accordance with the principles in 
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the Declaration of Helsinki. For access to retinal fundus images, 
the requirement of consent was waived.

Phase 1—CNN development: sex classification
CNN architecture
The model architecture used in this study is VGG16 (38). The mod
el’s parameters were initialized by the pretrained model weights 
on the ImageNet dataset (39). Since the pretrained model has 
1,000 output classes consistent with the ImageNet classification 
contest, the model’s classifier module, which is the last fully con
nected layer, was replaced with a new randomly initialized fully 
connected layer containing 4,096 inputs (the number of output 
features of VGG model) and two outputs corresponding to male 
and female classes.

Training procedure
We utilized a transfer learning approach followed by a fine-tuning 
step to train the network using the training subset of the CNN de
velopment set. During the first 2 epochs, the network’s weights 
were frozen, while the new classifier layer was learning the task. 
This is a common technique to prevent the gradient calculated 
based on the initial random weights of the classifier layer from 
changing the network’s parameters in a direction that is not 
meaningful and not necessarily aligned with the task. At the con
clusion of the first 2 epochs, as the classifier has learned the 
task to some extent, we unfroze the network’s weights and 
allowed them to change during the subsequent 100 epochs. 
Hyperparameters were tuned based on the validation perform
ance and by trying various combinations. A summary of the hy
perparameters used for training and evaluating the model can 
be found in online supplementary Table S4.

Data augmentation and transforms
To further improve the performance of the model, we took advan
tage of data augmentation and image transforms. During the 

training process, all images were rotated by a random amount 
chosen uniformly from −10 to +10 degrees to prevent the network 
from memorizing image-label pairs. Furthermore, we utilized a 
novel idea, not used before in similar studies to the best of our 
knowledge, that can be applied to fundus image datasets specific
ally because of their nature: The left and right retinas are anatom
ical mirror-images, approximately symmetrical along vertical 
axis, leading to a large image-level change (left vs. right) that is 
not related or informative to the sex classification task. We re
moved this image variance across the dataset by horizontally flip
ping all images taken from the right-eye so they appear like a 
left-eye fundus image. This “horizontal flipping” transform re
moves part of the image variance across the dataset that is known 
a priori to be irrelevant to the task and improves the model per
formance for sex classification. Arguably this is because horizon
tal flipping allows the model to expect the same anatomical parts 
of the retina in nearly same locations of the input image (i.e. optic 
disc on the left side and fovea on the right side) and, in turn, learns 
the features more efficiently.

Model evaluation
The validation subsets of the CNN development dataset was used 
for evaluating the Model during the training process and tuning 
the hyperparameters. At every training epoch, various perform
ance metrics were calculated and recorded on both training and 
validation sets: area under the receiver operating characteristic 
curve (AUC) score, accuracy, hit rate, false alarm rate, and binary 
cross-entropy (BCE) loss. Once the training course is over, the 
epoch at which the highest validation AUC occurred is selected 
to report validation metrics. In addition, the Model’s weights 
from the same epoch were saved as “the best model’s 
weights.” Then, the best Model was reloaded to obtain the per
formance metrics separately on the two unseen test sets ob
tained from ODIR and VCH phase-1 to assess generalizability 
performance.

Fig. 1. Overview of our methodology.
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We used nonparametric bootstrapping to evaluate the signifi
cance of the results. We generated B = 1, 000 bootstrap replicates 
of the test sets to obtain the confidence interval for each perform
ance metric. The chance level calculated from the ratio of male 
images in each test set was then compared to the AUC confidence 
intervals. The P-values were calculated based on the percentile 
rank of chance-level (50%) performance in the bootstrap AUC 
distribution.

In order to maintain a benchmark performance for compari
son, two models are trained independently using the identical 
procedure described in the Training procedure section, namely, 
“Trained Model,” and “Random Model.” Random Model was 
trained on the same datasets with the only difference that male 
and female labels were randomly shuffled in advance to training. 
Performance metrics on the test sets are reported for the two 
models.

Phase 2—Inspiration
We used the Grad-CAM (20) technique to generate saliency maps. 
In this method, input images were first normalized by the average 
and SD values of each color channel calculated based on the 
ImageNet dataset [see online supplementary Table S5], the data 
on which the pretrained models are trained. Each image was 
then fed to the network to complete the forward path needed 
for calculating the gradient during the backward process, and 
the predicted label was saved. The model’s output was one-hot 
coded, i.e. the output corresponding to the predicted class was 
set to one and the other class to zero. Next, the Grad-CAM saliency 
map was generated by back-propagating the gradient of the pre
dicted label to the last convolutional layer. In an independent pro
cess, the Guided Backpropagation map was also calculated by the 
deconvolutional network created as an inverse of the trained 
model (see Ref. (22) for details) and again setting the predicted 
class’s output to one and the other class’s output to zero. 
Finally, these two matrices were multiplied pixel-wise to form 
the Guided Grad-CAM saliency maps.

To visualize the preferred stimuli for male and female classes, 
we used the regularized activation maximization method (24). 
This technique allows the user to input a sample image and pro
vides a transformed version that maximizes the response at 
some layer of the network. Here, we input both noise images as 
well as male and female fundoscopic images from the test sets. 
Similarly, with the saliency map method, input images are nor
malized before going through the optimization process, and the 
model’s parameters are fixed. Stochastic gradient descent (SGD) 
was used as the method to maximize the activation of the output 
class of interest. We tried different combinations of hyperpara
meters in the implementation of Ref. (40) and selected the values 
that led to qualitatively more interpretable results. The hyper
parameters used to generate the final results are summarized in 
online supplementary Table S5. We used the PyTorch implemen
tation by Ref. (40) for both Guided Grad-CAM and regularized fea
ture visualization.

Phase 3—Exploration and Phase  
4—verification
Measuring retinal parameters
In order to test the exploratory hypotheses, a wide variety of retinal 
parameters were measured. Thus, we needed to segment the main 
anatomical parts of the retina, specifically, the optic disc, retinal vas
culature, and the peripapillary area. The segmentation results were 

then used to quantitatively measure the variables of interest and 
statistically test the hypothesized sex differences.

The optic disc and the fovea were segmented using the Sefexa 
software (41) under the supervision of an ophthalmologist (Dr. 
Ozturan). A sample segmentation output is depicted in Fig. 2. 
The optic disc mask covers the nonparametric oval-like shape of 
the optic disc, and the fovea mask is a small dot marking the ap
proximate location of the fovea since a precise location cannot be 
determined in this imaging modality. To segment the vasculature, 
we trained the LadderNet model (42), a deep learning architecture 
specialized for image segmentation, using the DRIVE dataset. The 
implementation by Ref. (43) was used for training the model on 
the DRIVE dataset (44) and then applying the trained model to 
the datasets used in this study. See online supplementary 
material for the details of the vessel segmentation procedure 
and the DRIVE dataset.

Based on the segmentation masks, multiple measurements were 
made to statistically test the hypotheses derived from CNN inter
pretation results. To characterize the optic disc (OD), we measured 
the area, sharpness of the edge, and brightness. The area covered 
by the vessels in different parts of the retina, as well as the number 
of nodes, number of branches, and the total length of branches in the 
vessel graph, were measured to characterize vasculature. Also, the 
radius of the foveal avascular zone (FAZ) was estimated. In order 
to account for the variation in the angular field of view, measure
ments were normalized by the distance between the fovea and the 
center of the optic disc, where appropriate. This is the same normal
ization method used by ophthalmologists; for instance, to assess the 
changes in optic disc size, they measure its diameter as a fraction of 
the distance between the fovea and optic disc.

In the definition of the measurements and variables, G denotes the 
original fundus image with size w × h converted to gray-scale by using 
cvtColor function from OpenCV Python library. Gx,y denotes the val
ue of the pixel located at column x and row y of the gray-scale fundus 
image. In the binary masks [for the optic disc, vessels, and field of view 
(FOV)], each pixel can take the value of either zero (not annotated as 
the region of interest) or one (annotated as the region of interest). 
ODx,y, Vx,y, and FOVx,y represent the value of pixel (x,y) of the optic 
disc mask, the vessel mask, and the FOV mask, respectively.

Center of optic disc. The optic disc center is calculated as the 
average coordinates of pixels included in the optic disc mask:

xOD =
􏽐

x,y x ODx,y
􏽐

x,y ODx,y
, yOD =

􏽐
x,y y ODx,y

􏽐
x,y ODx,y 

Distance between optic disc and fovea. This distance is calculated 
to normalize length and area measurements to account for any 
differences in the angular view of the fundus images.

dOD−F =
�����������������������������

(xOD − xF)2 + (yOD − yF)2
􏽱

Normalized area of optic disc. The area of the optic disc is calcu
lated as the number of nonzero pixels in the optic disc mask. The 
resulting area is then normalized by a factor of d2

OD−F as its dimen
sionality is pixel-squared.

AOD =
􏽘

x,y

ODx,y, A̅OD =
AOD

d2
OD−F 
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Average normalized brightness of optic disc. The gray-scale im
age is first normalized in terms of brightness by shifting its aver
age to 0.5.

G̅ = G −
􏽐

x,y Gx,y

w × h
+ 0.5 

This normalized gray-scale image, along with the optic disc mask, 
is then used to calculate the average brightness of the optic disc 
(denoted as BOD).

BOD =
􏽐

x,y ODx,y G̅x,y
􏽐

x,y ODx,y 

Sharpness of optic disc edge. The Sobel operator is applied on the 
optic disc mask to obtain the contour of the optic disc (SOD). Since 
the mask is binary, the Sobel operator returns a one-pixel wide 
contour, which is passed through a Gaussian blur filter (of size 
7 × 7) to obtain a wider mask around the optic disc edge (denoted 
as EM). This resulting edge mask has its highest values on the exact 
edge of the optic disc and decreases as the pixels get farther from 
the optic disc edge.

SOD = Sobel(OD)

EM = GaussianBlur(SOD) 

Then the gray-scale image is passed through the Sobel operator to 
obtain the derivative of the image (denoted as S) and is averaged by 
the edge mask.

S = Sobel(G̅)

SharpnessOD =
􏽐

x,y EMx,y Sx,y
􏽐

x,y EMx,y 

Brightness of peripapillary area. First, the peripapillary mask is 
calculated by subtracting the optic disc mask from a circular 
mask with a radius of 1.4 ROD centered at the optic disc center. 
The resulting peripapillary binary mask denoted as P, is a ring- 
shaped mask with an average width of 0.4 ROD around the optic 
disc.

Brightnessperipapillary =
􏽐

x,y Px,y G̅x,y
􏽐

x,y Px,y 

Vessel coverage. In addition to the entire fundus, we aimed to 
measure vessel coverage (VC) separately for different quadrants 
of the retina, namely, superior temporal (ST), superior nasal 
(SN), inferior temporal (IT), and inferior nasal (IN). Therefore, im
ages are first aligned and rotated with respect to the center of the 
optic disc in a way that the line connecting the center of the optic 
disc to the fovea lies exactly horizontally. Also, the optic disc 
mask, fovea location, FOV mask, and the vessel mask are rotated 
accordingly and denoted with r superscript.

(VC)entire fundus =
􏽐

x,y FOVx,y Vx,y
􏽐

x,y FOVx,y 

For the right eye we have:

(VC)ST =
􏽐

x<xc ,y<yc
FOVr

x,y Vr
x,y

􏽐
x<xc ,y<yc

FOVr
x,y

(VC)SN =
􏽐

x>xc ,y<yc
FOVr

x,y Vr
x,y

􏽐
x>xc ,y<yc

FOVr
x,y

(VC)IT =
􏽐

x<xc ,y>yc
FOVr

x,y Vr
x,y

􏽐
x<xc ,y>yc

FOVr
x,y

(VC)IN =
􏽐

x>xc ,y>yc
FOVr

x,y Vr
x,y

􏽐
x>xc ,y>yc

FOVr
x,y 

A B C

D E

Fig. 2. A sample fundus image A) along with its binary optic disc mask B), fovea C), and vessel mask D). An illustration of the vessel graph extracted based 
on binary vessel mask is depicted in panel E). Lines and dots represent the edges and nodes of the obtained vessel graph, respectively.
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And for the left eye we have:

(VC)ST =
􏽐

x>xc ,y<yc
FOVr

x,y Vr
x,y

􏽐
x>xc ,y<yc

FOVr
x,y

(VC)SN =
􏽐

x<xc ,y<yc
FOVr

x,y Vr
x,y

􏽐
x<xc ,y<yc

FOVr
x,y

(VC)IT =
􏽐

x>xc ,y>yc
FOVr

x,y Vr
x,y

􏽐
x>xc ,y>yc

FOVr
x,y

(VC)IN =
􏽐

x<xc ,y>yc
FOVr

x,y Vr
x,y

􏽐
x<xc ,y>yc

FOVr
x,y 

Macular vessel coverage is also measured using a circular mask 
centered at the fovea with the radius of 0.5 dOD−F. The macula 
mask is denoted as M.

(VC)macula =
􏽐

x,y Mx,y Vx,y
􏽐

x<xc ,y>yc
Mx,y 

FAZ radius. The radius of FAZ is reported as the radius of the lar
gest circle centered at the fovea, which does not contain any ves
sels according to the binary vessel mask. If we denote a circle 
mask centered at the fovea with radius r as C(r), we have:

RFAZ = max

s.t.
􏽘

x,y

C(r)x,y Vx,y = 0

R̅FAZ =
RFAZ

dOD−F 

Vessel graph properties. To further analyze the structural prop
erties of the retinal vasculature, the binary vessel masks were 
also translated to vessel graphs by a Python library named Skan 
designed for skeleton image analysis. The obtained vessel graph 
contains structural information such as details of branches and 
nodes (2). Based on the output of the graph analysis, the number 
of branches, number of nodes, and the total length of branches 
for the vessel graph were calculated.

Statistical analysis
A two-sample t-test (male eyes vs. female eyes) has been per
formed for each of the retinal measurements. For the short-listed 
hypotheses (Phase-4 Verification), the P-values were then ad
justed (45) using the Benjamini-Hochberg method (46) to control 
for multiple comparisons.

Behavioral testing of ophthalmologists and 
nonexperts
We examined domain-general object recognition ability and sex- 
recognition performance based on retinal fundus images in a 
group of experts and a group of naive observers. Assessment of ob
ject recognition ability was based on accuracy on the Novel Object 
Memory test (NOMT) using the Ziggerins novel object category 
(36). Sex-recognition task was completed twice, once before, and 
again after a training block.

Participants
Twenty-six participants in the expert group (all ophthalmolo
gists; 16 females; age: M = 34.85, SD = 6.70) and 31 naive 

participants with no experience regarding fundus images (18 fe
males; age: M = 34.00 years, SD = 12.26) took part in the study.

Procedure

Sex-recognition block. Participants completed a 100-trial sex- 
discrimination block once before, and again after, the training 
block. At each trial one male and one female fundus image was 
displayed side-by-side on the screen and the participants were 
asked to choose the male image in a two-alternative forced-choice 
(2-AFC) paradigm. The images remained on the screen until a re
sponse was made. No feedback was provided. The percentage of 
correct responses over the entire block was used as the outcome 
performance measure.

Training block. The training block consisted of didactic and prac
tical components. In the didactic component, participants viewed 
a short presentation of descriptions of retinal characteristics that 
have been found to differ between males and females (e.g. bright
er peripapillary region in females, greater vascular prominence in 
the superior temporal quadrant in males) as well as visual illus
trations of how these might present in fundoscopic images. In 
the practical component, participants completed 50 trials of a sex- 
recognition task in which they chose the male image among a 
male-female pairs in a 2-AFC paradigm. Feedback was provided 
which highlighted the correct choice. All participants completed 
both the didactic and the practical portions in that order, which 
lasted approximately 15 min.

NOMT block. The methodological details of the NOMT test is de
scribed in Richler et al. (36), which we will summarize here. The 
NOMT is a 72-trial 3-AFC protocol which consists of a 18-trial 
learning phase and a 54-trial test phase. During the learning 
phase, participants are familiarized with six distinct exemplars 
of a novel object category (in our case, the Ziggerins category) by 
viewing each in three different viewpoints. The six targets are 
studied for a 20 s period, once at the start of the test phase and 
again at the mid-point. At each of the 72 trials, participants are 
asked to select the previously seen exemplar among two distrac
tors. Percentage of correct responses across all trials are used as 
the outcome performance measure.

Results
Phase 1—CNN development: sex classification
Training metrics
To track the training progress, the network’s performance was 
measured in real-time over the epochs on both training and valid
ation sets. Three evaluation metrics, namely AUC, accuracy, and 
BCE loss, are plotted separately for the training (blue) and valid
ation (red) sets in online supplementary Fig. S1.

Generalization performance
The model was tested on the unseen ODIR and VCH phase-1 test 
partitions, alongside a Random model that was trained on randomly 
shuffled female/male labels. To obtain the significance level of the 
results and calculate P-values, performance metrics achieved by 
each model were compared to chance level performance (see 
Table 1).

On the unseen ODIR test partition, the AUC achieved by the 
CNN model was 0.658, significantly greater than chance level 
(Ps < 0.001). The Random model achieved 0.480 AUC (P = 0.992), 
which was not significantly different from (and very close to) 
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the chance level, as expected. The 95% confidence intervals 
(CIs) are calculated based on nonparametric bootstrapping with 
B = 1, 000 bootstrap resamples of the ODIR test set with size 
N = 480. AUC, P-values, and confidence intervals obtained from 
ODIR by the two models are shown in Table 1, part (a). The results 
imply that the network classifies patient sex with significantly 
higher than chance level at an α = 0.05 confidence level.

Based on the unseen VCH phase-1 test partition, the CNN mod
el obtained 0.728 AUC (P < 0.001). The Random model again per
formed similar to chance level with 0.422 AUC (P = 0.979). 
B = 1, 000 bootstrap resamples of the test set with N = 240 sample 
size were used to calculate the confidence intervals. The AUC 
scores, P-values, and CIs obtained from VCH phase-1 by the two 
models reported in Table 1, part (b) indicate that the network 
has obtained a sex classification performance significantly better 
than the chance level.

Phase 2—Inspiration
Saliency maps
Figure 3 depicts four sample saliency map results for each of the 
male and female classes. The original fundus images fed to the 
model, the Guided Grad-CAM outputs, and the color-coded sali
ency maps are shown in the left, middle, and right panels, re
spectively. According to these sample maps, the network 
appears to be attending mainly to the optic disc, retinal vascu
lature, and to some extent, the fovea. This pattern is consistent 
among different samples in both male and female groups, 
suggesting that the information needed for sex classification 
based on fundus photographs resides in these anatomical 
structures of the retina.

Feature visualization
Figure 4 shows four sample feature visualization results initial
ized with a fundus image (middle column). The initial images 
are changed by the model to a more male-like and a more female- 
like fundus in the left and right columns, respectively. Upon re
viewing a series of feature visualizations, a consistent observation 
regarding differences between synthetic male and female images 
was the presence of many tubular vessel-like structures added to 
the original image for the male synthetic samples. In contrast, this 
pattern was not observed for the female synthetic samples. These 
added tubular structures are relatively thick and similar to the 
main veins and arteries seen in the original fundus images. This 
may suggest that from the model’s perspective, males have 
more prominent and thicker retinal vasculature compared to fe
males. A second consistent observation was the optic disc visual
ized to be more prominent in males, showing sharper edges and 

more contrast to the background. Unlike males, the optic discs 
are visualized as diminished in the female synthetic images. 
These were noted as the most consistent patterns observed over 
many feature visualization outputs.

Based on the observations on the saliency map and feature 
visualization results, possible sex differences in the retina were 
described as general exploratory hypotheses under two main 
themes: (i) retinal vessels are more prominent in males than fe
males, (ii) optic disc is more prominent in males than females. 
Deriving from these two themes, 14 specific exploratory hypoth
eses were proposed. (1) The normalized area of the optic disc is sig
nificantly larger in males; (2) the normalized brightness of the 
optic disc is higher in males; (3) optic disc edge is sharper in males; 
(4) peripapillary area is darker in males; (5) male eyes have higher 
vessel coverage in the entire fundus; (6) superior temporal quad
rant; (7) inferior temporal quadrant; (8) superior nasal quadrant; 
(9) inferior nasal quadrant; and (10) macula; (11) foveal avascular 
zone (FAZ) normalized radius is greater in females; (12) in vessel 
graphs, number of nodes, (13) number of branches, and (14) total 
length of branches are greater in males.

Phase 3—Exploration
Of the 14 retinal parameters associated with the above hypoth
eses that were tested on the exploration dataset, 9 showed signifi
cant differences between males and females in the expected 
direction. These are hypotheses 1, 4, 6, 7, 10–14. The average 
and standard deviation of all tested parameters for males and fe
males, along with the P-values and effect sizes, are reported in 
Table 2.

Phase 4—Verification
Of the nine parameters that resulted in significant sex differences 
on the exploration dataset in Phase 3, five again showed signifi
cant results in the expected direction controlled for multiple com
parisons on the verification dataset. Male fundus images showed 
more nodes and branches in the vessel graph as well as a greater 
total length of branches. Also, the area covered by the vessels in 
the superior temporal quadrant of the retina was higher in men. 
These results confirm that retinal vasculature is more prominent 
in males compared to females. However, no significant differen
ces were observed in vessel coverage of the other quadrants of 
the retina and in the FAZ radius. In addition, results confirm sig
nificantly darker peripapillary areas in males. There was no sig
nificant difference in the normalized area of the optic disc. The 
verification results appear in Table 3 in which the average and 
standard deviation for all parameters for male and female groups, 
along with the effect sizes, P-values, and BH-adjusted P-values, 
are reported.

Behavioral testing of ophthalmologists and 
nonexperts
Mean accuracy in the domain-general object recognition test [the 
NOMT task (36)] was M = 81.4% (SD = 13.4) for the expert ophthal
mologist group, and M = 78% (SD = 10.4) for the nonexpert group. 
Performance in both groups closely followed the results in Richler, 
Jeremy & Gauthier (36), who reported M = 84.4% (SD = 11.2), and 
did not differ between the two groups [t(55) = 1.095, P = 0.28].

Pretraining sex-recognition accuracy was M = 51.62%

(SD = 6.51) for the expert ophthalmologist group, and M = 51.97%

(SD = 7.97) for the nonexpert group. Pretraining performance did 
not differ from chance level (50%) in the expert ophthalmologist 
group [t(25) = 1.27, P = 0.22] and in the nonexpert group 

Table 1. Test performance on the unseen test partitions of the 
ODIR and VCH phase-1 datasets.

AUC (CIα) P-value

(a) ODIR
Trained model 0.658 (0.611, 0.704) <0.0001a

Random model 0.480 (0.425, 0.533) 0.992
(b) VCH phase-1
Trained model 0.728 (0.667, 0.789) <0.0001a

Random model 0.422 (0.351, 0.495) 0.979

AUC values, along with their corresponding confidence intervals and P-values, 
are reported separately for the models on ODIR and DOVS test sets. 
Performance significantly above chance level shown in bold. aSignificant 
P-values.
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[t(30) = 1.37, P = 0.18], and performance did not differ between the 
two groups [t(55) = −0.18, P = 0.86].

Sex-recognition accuracy in the training block was M = 74.31%

(SD = 10.68) for the expert ophthalmologist group, and M = 80.23%

(SD = 10.17) for the nonexpert group. Training performance was 
significantly greater than chance level (50%) in the expert oph
thalmologist group [t(25) = 11.60, P ≪ 0.001, d = 2.28] and in the 
nonexpert group [t(30) = 16.57, P ≪ 0.001, d = 2.98]. In addition, 
nonexpert group accuracy during training was significantly higher 
than that of the expert group [t(55) = −2.14, P = 0.036, d = 0.59].

Figure 5 shows pretraining and post-training performance for 
the two groups. There was a significant increase in sex- 
recognition accuracy in the expert ophthalmologist group 

(M = 65.89%, SD = 4.03, P ≪ 0.001, d = 2.64), and in the nonexpert 
group (M = 66.16%, SD = 3.73, P ≪ 0.001, d = 2.28). There was no 
difference in the degree of improvement between the two groups 
[t(55) = 0.04, P = 0.97].

Performance in the NOMT was not correlated with degree of 
post-training improvement in sex recognition accuracy in the ex
pert group (r = −0.08, P = 0.7) and in the nonexpert group (r = 0.1, 
P = 0.58). However, NOMT performance was correlated with perform
ance during the training block for the expert group (r = 0.6, P = 0.001) 
and the nonexpert group (r = 0.39, P = 0.028) (Fig. 6). Interestingly, the 
correlation in the expert group appears to be largely driven by one out
lier participant. When this outlier is removed, the correlation in the 
expert data is no longer significant (r = 0.2, P = 0.33).

Fig. 3. Saliency map results of sample fundus images from two male and two female patients. In each panel, the original fundus image, the Guided 
Grad-CAM output (3-channel image), and its color-coded amplitude (single-channel image) are shown from left to right.
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Discussion
The scientific method has evolved and undergone refinement over 
centuries to study and understand nature. Here, we introduce a 
minor modification to this method to study and understand AI. 
Rather than drawing inspiration from natural phenomena and 
conducting observations in the environment, we derive insights 
from post hoc interpretation and abstract visualizations of the 
decision-making processes of the CNN. By employing this modi
fied methodology, we were able to formulate and validate explora
tory hypotheses, leading us to discover retinal features that 
distinguish between males and females in fundus images. The ret
inal features we have uncovered are not an all-encompassing 

catalog of sex differences present in the retina. Indeed, our meth
odology is contingent upon an Inspiration phase, which is inherent
ly subjective in nature, involving the identification of recurring 
patterns, and categorization under overarching themes. 
Moreover, the method is constrained by the particular interpret
ation and visualization techniques employed. For instance, previ
ous research has indicated that the macula may potentially 
exhibit sex differences in the retina [e.g. (12, 28)]. However, this 
theme was not identified during our Inspiration phase and, conse
quently, was not explored in the current study. Although our 
Inspiration phase is inherently ambiguous and subjective, it 
nevertheless conveyed a sufficiently strong veridical signal, 

Fig. 4. Feature visualization results for sample fundus images. The top two rows of the middle column show original male images and the bottom two 
rows show original female images. The left and right columns represent feature visualizations for male and female classes, respectively.
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enabling ophthalmologists to receive training on the identified 
features. Following this training, for the first time, these clinicians 
were able to distinguish the sex of individuals from fundus 
images.

Our approach is not without precedence—there has been a 
growing emphasis on the use of the scientific method in recent 
discussions surrounding the understanding of AI behavior. 
Some prominent examples include Olah and colleagues’ natural 
science approach (47) to investigating the behavior and inner 
workings of artificial neural network models, and Miller’s sugges
tion of incorporating existing body of research in philosophy and 
social science to advance explainable AI (48). Our approach is 
broadly aligned with these ideas in so far as focusing on saliency 
maps and feature visualizations as objects of scientific inquiry. 
The main divergence of our method is in the Inspiration phase 
where we introduce a human observer element that generates a 
list of exploratory hypotheses. A similar human-introduced influ
ence is evident, albeit to a lesser extent, in the work of Bau and col
leagues (49). In their analytic method, termed network dissection, 
Bau et al. (49) identify object-detector units in a CNN, tuned to 
concepts that were not part of the set of labels the model was 
trained on. The introduction of the list of concepts is, in a manner, 
analogous to the human generated list of exploratory hypotheses 
in the present work, though arguably significantly less subjective 
in nature compared to our methodology. Nevertheless, it is worth 
mentioning that all natural science starts with human observers 
(i.e. scientists) making purely subjective observations in nature 

and generating exploratory hypotheses, and therefore, we argue 
that this aspect of our methodology is not a defect, but a feature 
of our method.

In this study, we used five distinct and nonoverlapping datasets 
of retinal fundus images. Of the five datasets, three were utilized 
in the CNN development stage (consisting of training, validation, 
and testing sets). The remaining two datasets were reserved for 
hypothesis testing and validation, referred to as the Exploration 
and Verification datasets, respectively. It is crucial to maintain 
the separation between these datasets as it serves to mitigate 
overfitting and performance inflation during the CNN develop
ment phase, and to reduce spurious detections and false alarms 
in the Exploration and Verification stages. The Exploration set 
was intentionally selected to be of a small size, thereby allowing 
only the largest effects to be identified (alongside false alarms), 
while the Verification dataset was chosen to be 4 times larger, in 
order to optimize the probability of reproducing any bona fide ef
fects that were inferred during the Exploration phase.

Several CNN models have been trained to achieve near-perfect 
classification of patient sex using fundus images (12, 28, 29, 34), 
proving that the signal that allows this is present in retinal fundus 
images, even though it has gone unnoticed by medical practi
tioners thus far. CNN performance relies heavily on the amount 
of data used in development, and the moderate performance we 
achieved in the present study should be viewed in the context of 
the very small dataset we used for this purpose. The AUC scores 
obtained by previous works are compared with the current study 

Table 2. Results for sex differences for the 14 exploratory hypotheses described in Phase 2, tested on the exploration dataset.

Measurement Male average (SD) Females average (SD) Effect size P-value

OD normalized area 0.117 (0.016) 0.105 (0.020) 0.712 <0.0001
OD normalized brightness 0.808 (0.068) 0.813 (0.083) 0.072 0.3610
OD edge sharpness 0.198 (0.019) 0.813 (0.023) 0.223 0.1362
Peripapillary area brightness 0.652 (0.052) 0.670 (0.051) 0.349 0.0437
Vessel coverage

Superior temporal 0.147 (0.014) 0.138 (0.015) 0.606 0.0017
Inferior temporal 0.148 (0.016) 0.139 (0.018) 0.513 0.0063
Superior nasal 0.190 (0.035) 0.180 (0.034) 0.281 0.0834
Inferior nasal 0.165 (0.038) 0.157 (0.032) 0.227 0.1324
Entire fundus 0.150 (0.013) 0.142 (0.015) 0.590 0.0022
Macula 0.127 (0.017) 0.120 (0.020) 0.391 0.0278

Vessel graph properties
Number of nodes 371.04 (48.35) 326.94 (41.29) 0.981 <0.0001
Number of branches 378.62 (49.05) 328.56 (44.16) 1.073 <0.0001
Total length 11776.53 (846.25) 11056.87 (978.21) 0.787 <0.0001

FAZ normalized radius 0.118 (0.024) 0.131 (0.022) 0.554 0.0036

Significant results are shown in bold.

Table 3. Results for sex differences for the nine exploratory hypotheses that showed significant differences in Phase 3, re-tested on the 
verification dataset.

Measurement Male average (SD) Females average (SD) Effect size BH-adjusted P-value

OD normalized area 0.110 (0.022) 0.107 (0.022) 0.119 0.1770
Peripapillary area brightness 0.669 (0.054) 0.682 (0.054) 0.243 0.0234
Vessel coverage

Superior temporal 0.142 (0.019) 0.139 (0.017) 0.194 0.0484
Inferior temporal 0.142 (0.021) 0.143 (0.019) 0.049 0.4039
Entire fundus 0.145 (0.018) 0.145 (0.017) 0.007 0.4160

Vessel graph
Number of nodes 349.31 (57.51) 332.66 (53.70) 0.299 0.0136
Number of branches 351.44 (62.82) 334.98 (58.19) 0.272 0.0157
Total length 11381.20 (1173.34) 11147.80 (1085.52) 0.206 0.0451

FAZ normalized radius 0.1295 (0.032) 0.1288 (0.032) 0.021 0.4160

Significant results are shown in bold.
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in Table 4. Compared to the massive dataset used in Poplin et al. 
(12) with about 1.8 million images, our dataset is approximately 
540 times smaller, yet there is less than 20% reduction in the 
AUC score achieved in the present study. A study by Berk et al. 
(27) provides a more commensurate comparison as they used 
similar datasets with similar sizes and obtained a test AUC score 
of 0.72. It is worth mentioning that we deployed a simple architec
ture and classification paradigm for the purpose of explainability 
whereas Berk et al. (27) boosted their classification score by en
sembling ten separately trained networks with median AUC of 
0.69.

Although the CNN development dataset used in the present 
study is small, and consequently, the generalization performance 
is modest, the results are nevertheless significantly above chance 
level. Critically, the features revealed here allowed ophthalmolo
gists and nonexpert observers to learn to recognize patient sex in 
retinal fundus images. Similarly, post-training recognition of our 
human participants also represent a modest increase over pre
training levels and chance-level performance. This is not surpris
ing. Indeed, performance of the human observers are on par with 
the performance of the CNN, consistent with the idea that the hu
man observers were able to adopt all the knowledge leveraged 
from the CNN. It is also important to note that the clinical utility 
of our methodology has yet to be proven. Nevertheless, the poten
tial applications of our proposed methodology extend beyond de
termining patient sex. It could be expanded to identify other 
clinically significant traits and features, including discovery of ret
inal biomarkers for ocular, systemic and neurodegenerative dis
eases, such as AD.

One interesting aspect of this work was the finding that our 
nonexpert observers performed on par with the ophthalmologists, 
both pretraining and post-training. This indicated that the years 
of experience reviewing fundus images to diagnose a variety of 
ocular diseases did not confer any advantages to the ophthalmol
ogists in the learning of this new task. Work by Biederman and 
Shiffrar (50) on sexing of day-old chicks provides some context 

to these pattern of results. This particular task was regarded as 
highly challenging and requiring substantial experience and ex
pertise. However, when a straightforward distinguishing feature 
was identified and explained to nonexpert observers, they were 
able to quickly learn the task and perform on par with experts 
(professional sexers with many years of experience). This suggests 
that the primary difficulty may lie in identifying the crucial fea
ture and rule, rather than in the process of learning and applying 
the rule. Once directly pointed out, both novice and experienced 
observers can readily adopt the diagnostic strategy. This offers a 
potential explanation to why our nonexpert controls performed 
similarly with our ophthalmologists.

Interpretation of medical images for the purpose of diagnosis 
is, in part, a visual recognition task. Diagnosticians vary in their 
performance at medical image interpretation [e.g. (51)], and al
though some of this variability is presumably based on experi
ence, it may also be partly due to variation in inherent visual 
perceptual abilities [e.g. (52)]. To examine this possibility, we 
measured performance in NOMT to assess a domain-general vis
ual ability and examined its association with our human observ
ers’ improvement in post-training sex-recognition scores. We 
did not find any association between NOMT scores and post- 
training sex-recognition scores, however, we found a significant 
positive correlation between NOMT scores and performance dur
ing the training block. It is unclear why this pattern of results is 
observed, though it is possible that the task is learned in a relative
ly short amount of time by the end of the training block, and no 
learning effects persist into the post-training block. Smithson 
et al. (53) asked novice observers to classify white blood cells as 
cancerous vs. noncancerous, and found a positive correlation be
tween their performance in this task and their domain-general 
visual object recognition ability. However, this association was 
only present when trial-by-trial feedback was provided. No correl
ation was found when feedback was not provided in all trials. Our 
findings are consistent with this pattern of results: solely in the 
training block, where trial-by-trial feedback was provided, a sig
nificant correlation between retinal sex-recognition and NOMT 
performance was found. This suggests that visual object recogni
tion ability may be primarily linked to visual learning ability. As 
learning without feedback is limited, this association may not per
sist in such a context.

Conclusions
Our study demonstrates the potential of AI to identify and classify 
traits that are currently not recognized in retinal fundus images. 

Table 4. Sex classification results of the previous studies and the 
current study.

Training set images AUC CIα

Poplin et al. (12) 1,779,020 0.97 (0.96, 0.98)
Korot et al. (29) 173,819 0.93 —
Current work 3,306 0.728 (0.667, 0.789)
Berk et al. (27) 1,746 0.72 (0.67, 0.77)

Performance significantly above chance level shown in bold.

A B

Fig. 5. Accuracy in the 2-AFC sex-recognition task is shown for the 
pretraining and post-training blocks for the expert ophthalmologist group 
A) and the nonexpert group B).
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Fig. 6. Accuracy in the training block is shown as a function of NOMT 
performance for the expert ophthalmologist group A) and the nonexpert 
group B).
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Using patient sex as a case study, we developed a methodology to 
leverage the trained AI system to discover new retinal features 
that differentiate between male and female eyes. Notably, oph
thalmologists who were previously unaware of sex-related signs 
in the eye were trained on the newly discovered retinal 
features, and were able to differentiate patient sex, indicating 
the potential for clinical translation of AI-driven discoveries. 
This proof-of-concept study is the first of its kind to leverage 
new knowledge from an AI system and sets the stage for future re
search to explore the potential for clinical translation for various 
conditions that may not be detectable in the eye through conven
tional diagnostic techniques. Our findings suggest that AI has the 
potential to revolutionize clinical practice by expanding the range 
of traits and conditions that can be diagnosed through retinal 
imaging.
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