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Abstract 18 

Congruent visual speech improves speech perception accuracy, particularly in noisy 19 

environments. Conversely, mismatched visual speech can alter what is heard, leading to an 20 

illusory percept known as the McGurk effect. This illusion has been widely used to study 21 

audiovisual speech integration, illustrating that auditory and visual cues are combined in the brain 22 

to generate a single coherent percept. While prior transcranial magnetic stimulation (TMS) and 23 

neuroimaging studies have identified the left posterior superior temporal sulcus (pSTS) as a 24 

causal region involved in the generation of the McGurk effect, it remains unclear whether this 25 

region is critical only for this illusion or also for the more general benefits of congruent visual 26 

speech (e.g., increased accuracy and faster reaction times). Indeed, recent correlative research 27 

suggests that the benefits of congruent visual speech and the McGurk effect reflect largely 28 

independent mechanisms. To better understand how these different features of audiovisual 29 

integration are causally generated by the left pSTS, we used single-pulse TMS to temporarily 30 

impair processing while subjects were presented with either incongruent (McGurk) or congruent 31 

audiovisual combinations. Consistent with past research, we observed that TMS to the left pSTS 32 

significantly reduced the strength of the McGurk effect. Importantly, however, left pSTS 33 

stimulation did not affect the positive benefits of congruent audiovisual speech (increased 34 

accuracy and faster reaction times), demonstrating a causal dissociation between the two 35 

processes. Our results are consistent with models proposing that the pSTS is but one of multiple 36 

critical areas supporting audiovisual speech interactions. Moreover, these data add to a growing 37 

body of evidence suggesting that the McGurk effect is an imperfect surrogate measure for more 38 

general and ecologically valid audiovisual speech behaviors. 39 

 40 
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Introduction 41 

While speech perception is predominantly an auditory process, face-to-face conversations 42 

benefit from concurrent visual cues that provide both complementary and redundant information 43 

about an auditory stimulus, particularly in noisy environments (Campbell, 2008; MacLeod & 44 

Summerfield, 1987; Sumby & Pollack, 1954). For example, listeners can derive both timing and 45 

phonemic information about spoken words simply by watching a speaker’s mouth movements 46 

(Luo et al., 2010; Plass et al., 2020; Schroeder et al., 2008). This visual augmentation can 47 

significantly improve speech perception accuracy, especially when acoustics are compromised. 48 

Given the inherent multisensory nature of speech, it is important to examine how the brain enables 49 

vision to support language to understand speech processing in naturalistic contexts. 50 

Traditionally, studies of audiovisual processing have relied on the use of the McGurk 51 

effect, in which an auditory phoneme (e.g., /ba/) is paired with the visual movie from a different 52 

phoneme (e.g., /ga/), resulting in the perception of a fused or unique sound (e.g., /da/) (McGurk 53 

& MacDonald, 1976). Using McGurk stimuli, prior research has identified the left posterior superior 54 

temporal sulcus (pSTS) as a crucial region that facilitates the integration of auditory and visual 55 

information (Benoit et al., 2010; Bernstein et al., 2008; Irwin et al., 2011; Nath et al., 2011; 56 

Sekiyama et al., 2003; Szycik et al., 2012). For example, individual differences in the strength of 57 

the McGurk effect are correlated with fMRI activity in the pSTS during the experience of the illusion 58 

(Nath & Beauchamp, 2012), and both transcranial magnetic stimulation (TMS) and damage 59 

following a stroke in this region are associated with reduced McGurk effect percepts (Beauchamp 60 

et al., 2010; Hickok et al., 2018). However, researchers have recently questioned whether the 61 

findings from research using McGurk combinations can generalize to more natural audiovisual 62 

integration processes (for review see Alsius et al., 2018). For example, numerous studies (Brown 63 

& Braver, 2005; Hickok et al., 2018; Van Engen et al., 2017) have reported weak correlations 64 

between the McGurk effect and other measures of audiovisual speech processing in individuals, 65 
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raising doubts about whether the mechanisms that enable the McGurk effect are the same as 66 

those that process natural audiovisual speech.  67 

Whether the McGurk effect and more general audiovisual processes rely on the same 68 

mechanisms is a significant issue in the field because the McGurk effect had long been accepted 69 

as a standard measure for quantifying audiovisual speech integration (Alsius et al., 2018; Van 70 

Engen et al., 2022). This holds especially true for clinical populations including those with autism 71 

spectrum disorder (ASD). Individuals with ASD often exhibit difficulties in communication and 72 

social interaction and many researchers believe that this could be in part attributed to impairments 73 

in multisensory processing. To study this, researchers have repeatedly used the likelihood of 74 

McGurk percepts to demonstrate that individuals with ASD show altered multisensory processing 75 

(Feldman et al., 2022; Gelder et al., 1991; Stevenson et al., 2014; Williams et al., 2004; Zhang et 76 

al., 2019). These studies have consistently shown that individuals with ASD experience 77 

significantly weaker McGurk effects than the neurotypical population. However, it is important to 78 

note that the McGurk effect focuses on the cognitive cost of processing conflicting auditory and 79 

visual information. In contrast, in normal speech contexts, listeners avoid integrating conflicting 80 

audiovisual speech information (Brang, 2019; Seijdel et al., 2023). Specifically, the incongruent 81 

pairing that is necessary to elicit McGurk fusion responses has been regarded as artificial and 82 

unnatural, showing limited features present in everyday speech (Van Engen et al., 2022) because 83 

face-to-face conversations yield congruent combinations of auditory and visual speech. 84 

Moreover, McGurk studies tend to examine audiovisual processing using isolated phonemes 85 

rather than complete words, casting further doubt on their applicability to natural speech. 86 

Consequently, tasks that use more naturalistic stimuli, like complete words and congruent 87 

audiovisual pairings, may be better able to clarify the role of visual information in everyday speech 88 

perception, thus advancing beyond the limited context of the McGurk effect.  89 
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While strong correlative research has identified the left pSTS as a region associated with 90 

the generation of the McGurk effect, only two studies to date have used causal methods 91 

(Beauchamp et al., 2010; Hickok et al., 2018). In a 2010 study, Beauchamp et al. reported that 92 

single pulse transcranial magnetic stimulation (TMS) applied to the left pSTS significantly reduced 93 

perception of the McGurk effect, providing strong evidence for the role of the pSTS in the 94 

generation of this illusion. TMS is a noninvasive brain stimulation method that involves the 95 

application of magnetic pulses to targeted brain areas that causes neurons to immediately 96 

depolarize thus injecting noise into ongoing processes (Hallett, 2000). This method has been 97 

effectively used to study the causal mechanisms underlying numerous cognitive and perceptual 98 

processes (Hallett, 2000; Rossini & Rossi, 2007; Walsh & Cowey, 2000). In Beauchamp et al.'s 99 

2010 study, the authors conducted two separate experiments, each with sample sizes of 9, using 100 

similar task designs but two different speakers (experiment 1 used a female speaker and 101 

experiment 2 used a male speaker) and two different phonemes (experiment 1 used auditory /BA/ 102 

with visual /GA/ and experiment 2 used auditory PA with visual /NA/ or /KA/). The authors used 103 

two separate experiments with different phonemes and speakers to ensure the robustness of their 104 

findings across different speakers and stimuli combinations. Results showed that single-pulse 105 

stimulation to the left pSTS reduced the average frequency of fused percepts in McGurk 106 

conditions by 54% (experiment 1) and 21% (experiment 2) compared to stimulation applied to the 107 

control site. The authors also showed that only stimulation applied within 100 ms of the onset of 108 

the auditory stimulus (100 ms before until 100 ms after) reduced the frequency of McGurk 109 

percepts, while stimulation applied outside of this time range did not influence frequency.  110 

Extending this research to clinical populations, Hickok et al. (2018) tested patients with a 111 

recent stroke using a McGurk effect paradigm with the goal of identifying lesioned areas of the 112 

brain that reduced McGurk effect percepts. Partially replicating the TMS work, Hickok et al. (2018) 113 

showed that stroke lesions in the broad superior temporal lobe (as well as in auditory and visual 114 
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areas in the superior temporal and lateral occipital regions) resulted in the greatest deficits in 115 

McGurk perception, adding support to the model that the left pSTS enables the generation of the 116 

McGurk effect. 117 

While both prior TMS and stroke lesion mapping studies identified the left pSTS as being 118 

causally relevant to the generation of the McGurk effect, those studies were not designed to test 119 

the relevance of this structure on more natural, congruent audiovisual speech perception 120 

behaviors. Building upon Beauchamp et al. (2010)’s findings, here we sought to address the 121 

involvement of left pSTS in other aspects of audiovisual speech processing beyond the generation 122 

of the McGurk percept and further investigate whether the McGurk effect is a good proxy for 123 

audiovisual processing. Based on past literature, two clear predictions emerged: 1) transient 124 

disruption of left pSTS activity will impair both the McGurk effect and the normal benefits from 125 

audiovisual speech. Such a finding would indicate that left pSTS is a critical hub for audiovisual 126 

speech generation in general and that the McGurk effect is a good proxy for natural audiovisual 127 

speech behaviors. Or 2) transient disruption of left pSTS activity impairs the McGurk effect with 128 

minimal impact on the normal benefits from audiovisual speech. Such findings would indicate that 129 

this region is likely only one of many critical structures necessary for audiovisual speech 130 

generation in general, reflecting only a subset of the information relayed from visual to auditory 131 

speech regions and laying the groundwork for research to understand which information is relayed 132 

through this hub. 133 

To test these predictions, we assessed the impact of TMS on both the frequency of 134 

subjects’ McGurk effect percepts (which captures how visual information can change, or 135 

modulate, the perception of auditory information) and measures of audiovisual facilitation (which 136 

focuses on how visual information aids and facilitates the processing of the auditory information). 137 

By distinguishing between these two measures, we can better understand how mismatched visual 138 

information can modulate auditory perception and whether this is dissociable from the ability of 139 
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congruent visual information to improve and facilitate the processing of concurrent auditory 140 

information. Towards this goal, we used an audiovisual task with real word stimuli, rather than 141 

phonemes that are typically utilized in most McGurk-type designs, as well as a larger sample (n 142 

= 21) than the prior TMS study. We hypothesized that pSTS stimulation would affect the McGurk 143 

effect more than congruent audiovisual benefits, providing evidence that the visual modulation of 144 

auditory speech relies on different neural mechanisms and consequently brain regions from 145 

audiovisual facilitation. 146 

 147 

Methods 148 

Subjects 149 

25 healthy subjects (10 males, mean age = 24.7, 4 left-handed) with self-reported normal 150 

hearing and vision without a history of neurological disorder participated in the study. Four of the 151 

25 total subjects either voluntarily withdrew from the study or experienced data errors resulting in 152 

21 total subjects who completed the study (7 male, mean age = 24.2). Beauchamp et al. (2010) 153 

prescreened their subjects to include only those who reported strong McGurk effects. They 154 

justified this pre-selection process because there are large individual differences in susceptibility 155 

to the McGurk effect (Nath & Beauchamp, 2012) and variable reliance on lip movements during 156 

speech perception (Gurler et al., 2015). However, we did not exclude any subjects based on their 157 

McGurk susceptibility. While previous research has shown that the specific audiovisual stimulus 158 

used affects the strength and frequency of McGurk effects experienced by subjects (Basu Mallick 159 

et al., 2015), the stimuli used in the current study successfully evoked McGurk percepts in the 160 

majority of individuals tested in a prior study by our lab (Brang et al., 2020) and the same stimulus 161 

set has been shown to produce robust congruent audiovisual benefits during speech recognition 162 

(Ross et al., 2007). Therefore, to maximize the generalizability of our study to everyday speech 163 

perception, we did not exclude subjects based on their susceptibility to the McGurk effect.  164 
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To estimate the necessary sample size, we conducted an a priori power analysis using 165 

G*Power (Faul et al., 2007) based on Beauchamp et al. (2010)’s data. In comparing the frequency 166 

of reported fusion responses during pSTS stimulation versus control site stimulation, their results 167 

yielded Cohen’s D values of 3.22 and 8.43 across two experiments. Given the effect size of 3.22 168 

(the smaller of the two estimates) is considered extremely large using Cohen’s criteria (1988), we 169 

would need a minimum sample size of 4 to replicate their effects with a significance criterion of 170 

alpha = .05 and power = .95. However, as our goal was to examine whether congruent audiovisual 171 

behaviors were affected as well, we made the more conservative assumption that if present, TMS 172 

effects on congruent audiovisual behaviors would be at least 25% the magnitude of effect of TMS 173 

on McGurk percepts. Repeating the power analysis with an alpha of 0.05, power of .80, and effect 174 

size of .805 in a two-tailed paired t-test design yielded a minimum sample size of 15. We sought 175 

to exceed this number and collect as much data as possible before the end of April 2023. 176 

All participants gave informed consent prior to the experiment. This study was approved 177 

by the institutional review board at the University of Michigan.   178 

 179 

Experimental Task 180 

Our audiovisual speech task used stimuli adapted from a prior study by Ross et al. (2007). 181 

From their larger set, we selected 32 single syllable words starting with the consonants ‘b’, ‘f’, ‘g’, 182 

or ‘d’, with the initial vowel sound approximately balanced across the consonant groups (e.g., 183 

'bag', 'gag', 'dad', 'fad').  184 

The schematic of the trials is shown in Figure 1. On each trial, a female speaker produced 185 

a high frequency monosyllabic word starting with the consonant ‘b’, ‘f’, ‘g’, or ‘d’. The trials were 186 

either audio-only, visual-only, audiovisual incongruent, or audiovisual congruent. Pink noise (SNR 187 

of -4.6 dB) was applied to all auditory stimuli (visual-only trials included pink noise but no speech) 188 

to increase the relative difficulty of the task, to avoid ceiling effects, and because the addition of 189 
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noise tends to increase the reliance on visual speech information (Ross et al., 2007). The noise 190 

level was set based on piloting to lower accuracy in the audio-only condition away from the ceiling. 191 

In trials with a visual stimulus, the speaker’s video appeared 500 ms prior to the onset of the 192 

auditory stimulus. In audio-only trials, a gray box appeared 500 ms prior to the auditory onset to 193 

provide an equivalent temporal cue. Visual stimuli were recorded at 29.97 frames per second, 194 

trimmed to 1100 ms in length, and adjusted so that the first consonantal burst of sound occurred 195 

at 500 ms during each video.  196 

In Beauchamp et al. (2010), the authors found maximally diminished fusion responses 197 

when the pSTS was stimulated 34 ms before auditory onset. Accordingly, here we applied a single 198 

TMS pulse 34 ms prior to audio onset (see TMS parameters below). Six hundred milliseconds 199 

following auditory onset, subjects were prompted to report the initial consonant of the seen (in 200 

visual trials) or heard word using a gamepad (Logitech F310) from the 4 options displayed on the 201 

screen. Subjects were asked to choose the option that sounded closest to what they heard if they 202 

were unsure. They were informed that the word that they heard may not be real words. The 4 203 

response options always included the initial consonant of the spoken word, the initial consonant 204 

of the video (i.e., a viseme, which is the visual equivalent of a phoneme in spoken language), as 205 

Figure 1. Trial schematic for the word ‘beard’. All trials started out with a black screen lasting between 125 - 375 ms. 
500 ms prior to the auditory onset, either a gray box (audio-only condition) or the video of the speaker (AV and lipreading 
conditions) appeared. For blocks in which TMS was applied, stimulation was applied 34 ms prior to the onset of the 
audio. Following the audio/visual offset, participants were given 1.5 seconds to identify via button press which initial 
consonantal sound the word they heard. Note that each of the three conditions had pink noise mixed in with the audio 
signal (the visual-only condition contained only the pink noise at time 0). 
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well as the two common McGurk fusion percepts. These four response options remained 206 

consistent across all stimuli and conditions, even if some options were not relevant to certain 207 

conditions. The task was completed via a desktop computer using Psychtoolbox-3 (Brainard & 208 

Vision, 1997; Kleiner et al., 2007; Pelli & Vision, 1997) with participants seated approximately 60 209 

cm away from the screen at eye level.  210 

The task consisted of 3 blocks in total. Two blocks included TMS stimulation of one 211 

anatomical region per block (the left pSTS or vertex; defined below) and one block included no 212 

stimulation. The order of stimulation was counterbalanced across participants. In total, the study 213 

consisted of 384 trials, with 128 trials in each block with 4 audiovisual conditions (audio-only, 214 

visual-only, audiovisual congruent, audiovisual incongruent) divided equally within each block (32 215 

trials per condition per block). Each block took approximately 7 minutes to complete, and 216 

participants were given the option to take breaks between each block. 217 

Based on prior literature and internal piloting in which subjects provided free-response 218 

reports of what they heard, McGurk fusions were expected for two sets of audiovisual 219 

combinations: auditory words starting with either a B or F and visual words starting with either or 220 

G or D, respectively. For example, auditory 'buy' + visual 'guy' typically resulted in the percept 221 

'die' or 'thigh', and auditory 'fad' + visual 'dad' typically resulted in the percept 'tad' or 'thad'. To 222 

ensure that the auditory and visual components of each word were presented the same number 223 

of times throughout the experiment, half of the incongruent audiovisual trials had the modality of 224 

these pairings flipped (auditory words starting with either a G or D and visual words starting with 225 

either or B or F, respectively). These flipped pairings were not expected to generate fused 226 

responses, although they were still expected to reduce accuracy and slow reaction times; during 227 

piloting subjects were more likely to report 'hearing' the visual percept than a fused percept.  228 

 229 

MRI and TMS Procedure  230 
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Prior to the behavioral testing, on a previous day all participants underwent a structural 231 

MRI scan using a 3T GE MR 750 scanner to acquire T1-weighted images to be used for TMS 232 

guidance; three of 21 participants’ MRI data was acquired as part of a different experimental 233 

paradigm from our lab (Ganesan et al., 2022). Individual participants' T1 scans were processed 234 

using Freesurfer (http://surfer.nmr.mgh.harvard.edu/) for cortical reconstruction and volumetric 235 

segmentation. The Freesurfer-generated pial and white matter reconstructions were then used to 236 

localize the left pSTS target coordinates according to the labels of the automatic cortical 237 

parcellation and automatic segmentation volumes. Specifically, we used the individual subject 238 

coordinates from the center of ‘lh-bankssts’, which is the bank of the left hemisphere superior 239 

temporal sulcus, as our pSTS target, and the vertex was defined as the midline of the postcentral 240 

gyrus using the subjects' structural MRI scan. 241 

TMS was applied through a MagPro X100 using a 70 mm figure-8 shaped TMS coil (MCF-242 

B70, MagVenture Inc.). For each subject, their respective stimulation intensity was determined by 243 

obtaining their resting motor threshold and multiplying it by 1.1 (110%) as is the standard for 244 

single-pulse TMS thresholding (Kallioniemi & Julkunen, 2016; Sondergaard et al., 2021). The 245 

resting motor threshold is the lowest stimulation intensity necessary to evoke a consistent motor 246 

response while targeting the motor cortex. Specifically, this is the threshold at which an 247 

electromyographic motor response that is greater than 50 μV from the first dorsal interosseus 248 

muscle measuring is observed 5 out of 10 times (Mills & Nithi, 1997; Rossini & Rossi, 2007). In 249 

our motor thresholding, our study recorded from the right first dorsal interosseous muscle while 250 

stimulating the left primary motor cortex. The mean resting motor threshold used in our study was 251 

51.7% of the maximum stimulator output. Once the target intensity was determined for each 252 

subject, the same intensity (110% of the resting motor threshold) was used for the entirety of their 253 

TMS session.  254 

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted November 27, 2023. ; https://doi.org/10.1101/2023.11.27.568892doi: bioRxiv preprint 

https://doi.org/10.1101/2023.11.27.568892
http://creativecommons.org/licenses/by-nc/4.0/


 
12 Ahn, et al. 

 

 

Following motor thresholding, participants completed the audiovisual task with each block 255 

targeting a different TMS site: pSTS, vertex, and no stimulation. The vertex stimulation block 256 

served as a control condition for the non-specific effects of TMS on behavior (e.g., scalp 257 

sensation, auditory stimulation, induced current in the brain, etc.) (Jung et al., 2016). Brainsight’s 258 

neuro-navigation system (Brainsight; Rogue Research) was used to target the stimulation sites in 259 

real time by registering participants’ facial landmarks to participants’ structural T1s using 260 

headbands containing trackers. The target coordinates for the pSTS that were obtained via 261 

Freesurfer reconstructions were used to guide TMS stimulation. Figure 2 shows the location of 262 

the left pSTS stimulation sites across subjects along with the anatomical label. The average 263 

coordinates of the left pSTS stimulation site across all subjects were (x = -65.1 ± 3.3, y = -48.5 264 

±	4.8, z = 7.3 ±	3.5) on a standard MNI-152 brain.  265 

To ensure precise delivery of the stimulation pulse relative to the onset of the auditory 266 

stimuli, the TMS pulse was auto-triggered through our MATLAB script using the MAGIC toolbox 267 

Figure 2. (top left) White matter rendering of the cvs_avg35_inMNI152 brain showing MNI transformed pSTS 
stimulation sites from all 21 subjects. Each sphere denotes the specific region where TMS was applied for a single 
subject. The blue region denotes the pSTS (Freesurfer label banksts) which was used for targeting. The smaller brains 
show the stimulation site for each of the 21 subjects on their own Freesurfer reconstructed brain. 
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(Saatlou et al., 2018). Due to the position of the coil required to target the pSTS, earbuds, instead 268 

of headphones, were used to deliver the audio. Headband positions were validated both before 269 

and after the motor thresholding prior to the audiovisual task. If significant deviations from the 270 

original facial landmarks were observed, the landmarks were re-registered. 271 

 272 

Data Analyses 273 

Our primary comparisons of interest examined changes in performance following 274 

stimulation of the left pSTS relative to Vertex stimulation for McGurk fusion frequency (the 275 

frequency at which subjects reported a fused percept on McGurk pairings) and for accuracy during 276 

congruent audiovisual trials. These measures were selected to be comparable with prior causal 277 

audiovisual research such as Beauchamp et al. (2010) and Hickok et al. (2018). As noted above, 278 

the incongruent audiovisual condition included 50% of stimuli combinations whose phonemic 279 

pairings typically evoke McGurk fusions (e.g., auditory ‘bet’ and visual ‘get’ yield the percept of 280 

‘debt’) and the reversed pairings (e.g., auditory ‘get’ and visual ‘bet’) that do not typically result in 281 

McGurk fusions, for the purpose of counterbalancing stimuli. McGurk fusion frequency was only 282 

estimated from the 50% of incongruent audiovisual trials that contained auditory words starting 283 

with either a B or F and visual words starting with either or G or D, respectively. To ensure 284 

comparability with the McGurk fusion frequency measure, performance on congruent audiovisual 285 

trials was restricted to the same set of auditory words, unless noted otherwise. For example, the 286 

auditory word ‘bet’ was included in both the McGurk fusion frequency analysis (auditory 'bet' + 287 

visual 'get') and the congruent accuracy and RT analyses ( auditory 'bet' + visual 'bet'), but the 288 

auditory word ‘get’ was excluded (as auditory 'get' + visual 'bet' typically fails to yield fusion 289 

percepts). By restricting our analyses of congruent audiovisual trials, we ensured a similar base 290 

rate for the relevant comparisons across the conditions. Secondary analyses examined the overall 291 

pattern of results using a two-way ANOVA to test the impact of stimulation conditions (pSTS, 292 
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vertex, or no stimulation) across the four conditions. These secondary analyses were conducted 293 

on all trials (McGurk and Non-McGurk stimuli combinations). Although the original degrees of 294 

freedom are reported here for clarity, p values were subjected to Greenhouse–Geisser correction 295 

where appropriate (Greenhouse & Geisser, 1959).  296 

 297 

Results  298 

Figure 3 shows the accuracy and fusion response rates across the congruent, audio-only, 299 

and incongruent McGurk trials. As noted in the methods, McGurk fusion frequency was only 300 

estimated from the 50% of incongruent audiovisual trials that contained auditory words starting 301 

with either a B or F, and visual words starting with either or G or D, respectively. To ensure 302 

comparability with the McGurk fusion frequency measure, we first restricted our analyses to the 303 

same set of auditory words across all conditions (later analyses and Figure 4 reflect the data from 304 

all trials). Collapsing across stimulation site, congruent audiovisual trials showed higher accuracy 305 

relative to audio-only trials (t(20) = 14.4, p < .001, d = 3.14), and audio-only trials showed higher 306 

accuracy relative to incongruent McGurk trials (t(20) = 16.6, p < .001, d = 3.61) validating the 307 

positive and negative influence of vision depending on congruent and incongruent contexts. 308 
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Figure 3. Violin plots showing accuracy (A) and fusion response rates (B) for pSTS and vertex stimulation sites, across 
the three main experimental conditions. Data were restricted to 'McGurk' stimuli to ensure comparability across 
analyses. Center circles indicate the median, gray boxes reflect the upper and lower quartile ranges, whiskers  the min 
and max excluding outliers, and colored points are individual subject responses. TMS stimulation of the pSTS lowed 
the rate of fusion responses made by subjects on incongruent McGurk trials but did not impact congruent audiovisual 
trial accuracy. *p<.05. 
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To directly replicate the comparison made by Beauchamp et al. (2010), we examined the 309 

proportion of fusion responses made by subjects on Incongruent McGurk trials. Consistent with 310 

their data, single-pulse TMS to the left pSTS significantly reduced subjects’ likelihood of 311 

perceiving a McGurk fusion percept compared to the TMS to the vertex (t(20) = 2.16, p = 0.043, 312 

d = 0.472; Fig 3). Next, we examined the effect of TMS on congruent audiovisual accuracy. In 313 

contrast to McGurk trials, behavior on congruent audiovisual trials did not differ between 314 

stimulation of the pSTS and Vertex (t(20) = 0.00, p = 1.00, d = 0.00; Fig 3A); note that the statistics 315 

are at the absolute minimum because the average means across stimulation sites were identical. 316 

Comparing McGurk fusion rates and congruent audiovisual accuracy in a 2x2 repeated measure 317 

ANOVA additionally demonstrated a significant interaction between the two [F(1,20) = 5.15, p = 318 

.034, 𝜂𝑝! = 0.205] indicating that pSTS stimulation affected McGurk fusion to a greater degree 319 

than congruent audiovisual accuracy.  320 

Following these planned comparisons, we calculated repeated measures ANOVAs for 321 

accuracy and reaction time (RT) data across all conditions. Violin plots showing the distribution 322 

of accuracy and reaction time measures are shown in Figure 4. Repeated measures ANOVA 323 

applied to accuracy data revealed a main effect of visual type [F(3,60) = 561.9, p = 7.4E-39, ηp2 324 

= 0.913], but no effect of stimulation site [F(2,40) = 0.242, p = .737, ηp2 = 0.002], nor an interaction 325 

between visual type and stimulation site [F(6,120), p = .725, ηp2 = 0.007]. These results 326 

demonstrated a strong influence of visual content on task performance (such that congruent visual 327 

speech improves speech recognition and incongruent visual speech impairs it) and that there was 328 

no systematic effect of stimulation across conditions. Notably, visual only performance was higher 329 

than audio-only performance likely due to the high level of auditory-noise. 330 

RT data mirrored those of the accuracy data with a main effect of visual type [F(2.3,46.08) 331 

= 54.379, p = 1.19E-13, ηp2 = 0.185], but no effect of stimulation site [F(2,40) = 0.152, p = 0.860, 332 

ηp2 = 0.001], nor an interaction between visual type and stimulation site [F(6,120) = 0.820, p = 333 
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0.556, ηp2 = 0.002]. Moreover, regardless of stimulation site, congruent visual speech was 334 

responded to more quickly than incongruent speech (t(20) = 8.44, p < .001, d = 1.84), which in 335 

turn was faster than audio-only trials (t(20) = 3.86, p < .001, d = 0.842) showing the strong benefit 336 

of visual information regardless of congruity. Stimulation of the pSTS (relative to vertex 337 

stimulation) affected neither the RTs of congruent trials (t(20) = 0.00, p = 1.00, d = 0.00) nor 338 

incongruent trials (t(20) = 0.552, p = .587, d = 0.121) showing the resistance of this audiovisual 339 

speeding to pSTS stimulation.  340 

 341 

Discussion 342 

This study used real word stimuli to investigate the role of the left pSTS on audiovisual 343 

speech processes, including McGurk effect percepts, audiovisual facilitation, audiovisual reaction 344 

times, and lipreading. Using TMS in healthy subjects, our data demonstrate that stimulation of the 345 

left pSTS significantly disrupts the experience of the McGurk effect, reducing the frequency of 346 

reported fusion percepts, while leaving the other audiovisual processes intact. Our study extends 347 

the work of Beauchamp et al. (2010) demonstrating that TMS applied over the left pSTS, but not 348 

a control site (vertex), reduces the strength of the McGurk effect. However, as their behavioral 349 

task could not robustly capture the benefit of congruent visual stimuli on auditory speech 350 

Figure 4. Violin plots showing accuracy (A) and reaction time (B) for each stimulation site and condition. Center circles 
indicate the median, gray boxes reflect the upper and lower quartile ranges, whiskers,  the min and max excluding 
outliers, and colored points are individual subject responses. 
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perception, it remained unclear whether this region contributes specifically to McGurk processes, 351 

or to the general audiovisual speech integration processes at large. Our study extends 352 

Beauchamp et al. (2010)’s finding by confirming that the neural mechanism facilitating the McGurk 353 

perception, which many consider unnatural and artificial, can be dissociated from the other 354 

audiovisual processes like audiovisual facilitation and lipreading, which occur in everyday speech. 355 

Similarly, our results are consistent with models proposing that the pSTS is only one of the 356 

multiple critical areas supporting audiovisual speech interactions. This work adds to the growing 357 

evidence that McGurk processing relies on additional neural mechanisms beyond our everyday 358 

audiovisual speech. 359 

One way to explain the involvement of pSTS in McGurk processing but not in audiovisual 360 

facilitation is that direct projections from visual motion area MT/V5 to the auditory cortex (Besle 361 

et al., 2008) allow the visual facilitation of auditory process to bypass the pSTS. Similarly, it is 362 

also possible that the neural processes underlying audiovisual facilitation alternatively recruit 363 

frontal structures to recover speech information through sensorimotor integration (Du et al., 2014, 364 

2016; Hickok & Poeppel, 2007) without involving the pSTS. Along with Beauchamp et al. (2010)’s 365 

findings of reduced McGurk effect when targeting the left pSTS that we replicated here, a similar 366 

report of a weakened McGurk effect has been reported in patients following strokes near the left 367 

pSTS (Hickok et al., 2018). Adding onto these findings, our work provides compelling evidence 368 

that McGurk processing is a specific form of audiovisual speech integration that’s independent of 369 

other audiovisual speech enhancement. While McGurk processing may share some naturalistic 370 

features of everyday audiovisual speech processing, it also contains additional less ecologically 371 

valid properties like mismatched auditory and visual information. Consequently, it is possible that 372 

the left pSTS is more responsible for detecting or reconciling minor incongruities across modalities 373 

and re-evaluating the transformation of visemes to phonemes. 374 
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The work of Hickok et al. (2018) and Van Engen et al. (2017) similarly aimed to investigate 375 

the relationship between McGurk susceptibility and the use of visual information to facilitate 376 

speech perception. Indeed, both studies reported minimal correlations between the two 377 

measures, providing evidence against the widespread use of McGurk susceptibility as an index 378 

for audiovisual speech integration (Alsius et al., 2007; Jones & Callan, 2003; Paré et al., 2003; 379 

Van Wassenhove et al., 2007).  380 

While we replicated Beauchamp et al. (2010)’s main finding, such that single pulse TMS 381 

to left pSTS diminishes the McGurk effect, we observed a much smaller change in behavior. In 382 

comparison to the large effect size reported by Beauchamp et al. (2010), with a Cohen’s D of 3.22 383 

and 8.43 (across two separate experiments using different speakers and phonemes), our effect 384 

size for the difference in the frequency of fusion responses was much more moderate, yielding a 385 

Cohen’s D of 0.472. Such disparity in the effect size may be accounted for by the differences in 386 

the two study designs or the common trend for effect sizes to lower with larger sample sizes (e.g., 387 

Slavin and Smith (2009).  388 

Our study differed from Beauchamp et al. (2010) in multiple ways. First, Beauchamp et al. 389 

(2010) only had 2 conditions: congruent and incongruent McGurk conditions. All trials used the 390 

same single auditory phoneme either matched with its congruent viseme or an incongruent 391 

viseme that is known to create a fusion percept. Conversely, we included multiple additional 392 

conditions to provide context for the subjects' performance and to enable counter-balancing 393 

stimuli. Second, we used real monosyllabic words rather than phonemes for more naturalistic 394 

speech stimuli. This was done to address a common criticism of McGurk studies which argues 395 

that phonemes are highly artificial and do not reflect natural speech. Third, Beauchamp et al. 396 

(2010) determined the location of left STS using both anatomical (5 subjects based on landmarks) 397 

and functional (7 subjects based on individual subjects’ fMRI activation patterns) approaches. 398 

However, our study relied only on anatomical landmarks to determine the intended stimulation 399 

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted November 27, 2023. ; https://doi.org/10.1101/2023.11.27.568892doi: bioRxiv preprint 

https://doi.org/10.1101/2023.11.27.568892
http://creativecommons.org/licenses/by-nc/4.0/


 
19 Ahn, et al. 

 

 

site. Fourth, we used the vertex as a control site rather than “a control TMS site dorsal and 400 

posterior to the STS” as reported by Beauchamp et al. (2010). This was to ensure we were using 401 

a consistent control site across subjects.  Fifth, we did not exclude subjects based on whether 402 

they experienced strong McGurk effects. Our prior work (Brang et al., 2020) using similar stimuli 403 

set showed that most individuals report some level of fusion responses when presented with our 404 

word stimuli. Therefore, we wanted to ascertain that the results of our TMS were generalizable 405 

and not restricted to only those who experience strong McGurk percepts. Indeed, in the no-406 

stimulation condition for the current dataset, all participants experienced a decrease in accuracy 407 

in the McGurk audiovisual incongruent condition relative to the audio-only condition (range 12.5 - 408 

75% decrease in accuracy, mean = 45.5%). Sixth, we added pink noise to all our auditory stimuli 409 

whereas no noises were added to Beauchamp et al. (2010)’s auditory stimuli. Our decision to add 410 

noise was based on the prior literature showing that dependence on visual speech information 411 

increases with introduction of noise (Alsius et al., 2016; Buchan et al., 2008; Stacey et al., 2020). 412 

The addition of pink noise may in part have aided in generating McGurk percepts in our 413 

participants. Lastly, the two studies differed slightly in the TMS threshold used to apply single 414 

pulse stimulation. Whereas Beauchamp et al. (2010) used 100% of the resting motor threshold 415 

(RMT) for pulses, we used a slightly higher threshold at 110% of the RMT. We opted for the higher 416 

threshold as 110% or 120% of RMT is the more widely reported approach found in TMS literature 417 

(Cuypers et al., 2014; Kallioniemi & Julkunen, 2016; Sondergaard et al., 2021) which would 418 

naturally be expected to produce greater disruption of the involved region.  419 

Given these differences in the study designs, it is possible that the disparity in the effect 420 

sizes of the pSTS stimulation on the frequency of McGurk effect may have been driven by a few 421 

of these factors. Specifically, we speculate that the largest driver of the disparity is the difference 422 

in the exclusion criteria (which were accompanied by other task designs to ensure that subjects 423 

still get fusion percepts). By broadening the subject pool, we similarly broaden our inference 424 
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beyond the individuals who almost always experience the McGurk effect with a particular stimulus 425 

pairing. Because our pool of subjects is less likely to experience the McGurk percept compared 426 

to those from Beauchamp et al. (2010), it is possible that the effect of pSTS stimulation is less 427 

pronounced as the integration of the incongruent stimuli does not always occur as is the case for 428 

Beauchamp et al. (2010)’s subjects. In addition, it is also widely accepted that the likelihood of 429 

the McGurk effect varies largely across the stimuli used (Basu Mallick et al., 2015; Beauchamp 430 

et al., 2010). It is plausible that the audiovisual phoneme pairing used in Beauchamp et al. (2010) 431 

elicits a stronger McGurk percept compared to the audiovisual word pairings used in our study.  432 

Taken together, our data points to evidence that audiovisual speech integration is not 433 

exclusively dependent on a single major hub in the left pSTS; instead, the left pSTS is more 434 

important for the generation of McGurk perception, resolving the conflict between auditory and 435 

visual information so that the information can be perceived as a single percept, rather than two 436 

mismatching percepts. While pSTS has been dubbed the multisensory hub of the brain and is 437 

indeed necessary for certain facets of multisensory perception, the importance of this region has 438 

likely been inflated due to the field’s heavy reliance on McGurk stimuli in the study of audiovisual 439 

integration. Indeed, our data provides converging and complementary evidence with the growing 440 

number of both behavioral and electrophysiological studies (Arnal et al., 2009; Arnal et al., 2011; 441 

Eskelund et al., 2011; Faivre et al., 2014; Fingelkurts et al., 2003; Lange et al., 2013; Palmer & 442 

Ramsey, 2012; Roa Romero et al., 2015) that point to the existence of multiple processing 443 

pathways and question the generalizability of McGurk perception to more naturalistic audiovisual 444 

speech processing. Additionally, the right pSTS or other contextual feedback mechanisms could 445 

have supported intact congruent audiovisual benefits after temporary disruption of the left pSTS. 446 

Collectively, this data is consistent with the emerging viewpoint that two distinct neural 447 

pathways underlie congruent audiovisual processes responsible for speech enhancements and 448 

incongruent audiovisual processing responsible for McGurk processing. Specifically, one that 449 
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enhances the initial encoding of auditory information based on the information passed by the 450 

visual cues and another that modifies auditory representation based on the integrated audiovisual 451 

information. The first early feedforward process may occur early in the processing stream and 452 

align auditory encoding with the temporal and acoustic features of the accompanying visual input 453 

(Arnal et al., 2009; Arnal et al., 2011; Van Wassenhove et al., 2005). The later feedback process 454 

is engaged following the detection of mismatch between the auditory and visual cues, with the 455 

brain subsequently altering and adjusting the processing of the unisensory speech based on the 456 

combined audiovisual information (Arnal et al., 2011; Kayser & Logothetis, 2009; Olasagasti et 457 

al., 2015). Given that this late feedback process is facilitated by higher order areas like pSTS, the 458 

limited reliance of this pathway during congruent audiovisual processing can explain why 459 

stimulation to pSTS shows limited disruption on the audiovisual speech enhancement benefits. 460 

Importantly, however, future research should aim to identify a double dissociation of sites 461 

responsible for congruent facilitation versus McGurk effects. 462 

Importantly, while this study revealed a significant interaction between stimulation site and 463 

congruity, such that pSTS stimulation affected the McGurk effect but not congruent audiovisual 464 

benefits, the overall pattern of results was weaker than expected and warrants future replications. 465 

In particular, accuracy in the congruent condition approached ceiling which makes it more difficult 466 

to detect TMS stimulation effects. Nevertheless, there was no effect of stimulation on the strong 467 

reaction time benefits present in the audiovisual conditions, emphasizing that the pSTS does not 468 

appear responsible for audiovisual speeding. Moreover, as this was a within-subject, within-469 

session study in which we observed effects on McGurk fusion rates, we would expect to observe 470 

some changes in congruent audiovisual condition if they were present. 471 

In summary, our data demonstrate that while TMS to the left pSTS can limit audiovisual 472 

speech integration and result in a weaker McGurk effect, it does not universally reduce the 473 

ecologically important benefits of congruent visual information on speech perception. This 474 
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suggests a dissociation in neural mechanisms such that the pSTS reflects only one of multiple 475 

critical areas necessary for audiovisual speech interactions.  476 

 477 

  478 
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