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The development of sustainable energy storage devices is
crucial for the transformation of our energy management. In
this scope, organic batteries attracted considerable attention.
To overcome the shortcomings of typically applied materials
from the classes of redox-active conjugated polymers (i. e.,
unstable cell voltages) and soft matter-embedded stable
organic radicals (i. e., low conductivity), a novel design concept
was introduced, integrating such stable radicals within a
conductive polymer backbone. In the present theory-driven
design approach, redox-active (2,2,6,6-tetramethylpiperidin-1-
yl)oxyls (TEMPOs) were incorporated in thiophene-based poly-
mer model systems, while structure-property relationships

governing the thermodynamic properties as well as the charge
transfer kinetics underlying the charging and discharging
processes were investigated in a systematical approach. There-
by, the impact of the substitution pattern, the length as well as
the nature of the chemical linker, and the ratio of TEMPO and
thiophene units was studied using state-of-the-art quantum
chemical and quantum dynamical simulations for a set of six
molecular model systems. Finally, two promising candidates
were synthesized and electrochemically characterized, paving
the way to applications in the frame of novel organic radical
batteries.

Introduction

Nowadays, small, lightweight, mechanically flexible and stable,
safe, as well as inexpensive energy storage solutions are desired
due to the rising impact of mobile devices, smart packaging
and clothing, and the Internet of Things. Current mobile energy
storage is mainly based on lithium-ion batteries, which exhibit
several disadvantages. In particular, the possibility of fire or
even explosions in case of leakage or breaking of the battery
constitutes a major risk through the application of lithium-
based energy storage.[1,2] Furthermore, such batteries depend
on the, usually ecologically harmful, exploitation of critical
resources, like nickel, manganese, and cobalt,[3] as well as on

their disposal or recycling.[4,5] Thus, to enable a future sustain-
able electrochemical energy storage, alternative technologies
have to be explored.[6,7] Organic batteries, replacing metals or
metal oxides with organic or polymeric active materials,
represent a promising approach, which does not rely on
controversial resource deposits. Instead, the active materials
can be potentially synthesized from renewable sources in the
future.[8] Additionally, organic, polymeric materials allow for a
more comprehensive processability, enabling the application of
different casting methods like printing (e.g., screen printing,
inkjet printing), doctor blading, or roll-to-roll manufacturing,
leading, furthermore, to the production of mechanically flexible
devices.[9]

Among the possible candidates, conjugated polymers were
the first to be used as active materials in organic electro-
chemical energy storage.[10,11] However, conjugated polymers
possess a semiconductor-like electronic band structure, which is
formed by the overlap of the π-orbitals of the single repetition
units of the polymer.[12,13] Consequently, their redox potentials
depend strongly on the state of charge,[14] and the utilized
systems are incapable of providing stable discharge voltages
and capacities, which led to a prompt abandonment of this
approach. Nevertheless, the described band structure provides
an increased electronic and ionic conductivity, when the
polymer is partially oxidized or reduced, leading to a decreased
need for conductive additives. Furthermore, conjugated poly-
mers can be potentially formed via electrochemical polymer-
ization, which enables in situ formation of electrode films.[15,16]

Recently, stable organic radicals are among the most
popular compound classes for active materials in organic
batteries. They are characterized by an unpaired electron that is
stabilized through sterically demanding substituents or electron
resonance. In contrast to other types of redox-active materials,
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their charged state is a non-radical, and thus more stable, one.
Furthermore, the addressed redox processes involve only the
transfer of a single electron without larger structural changes,
which leads to fast redox kinetics; thus, high charging and
discharging currents and high power densities are possible.[17]

Within this contribution, we pursue a novel design
approach by combining conjugated polymers and stable
organic radicals in the scope of p-type electrode materials.
Thereby, the conjugated polymer forms the backbone of the
material in order to provide a good conductivity during
charging and discharging, while the stable organic radicals
attached to the conductive backbone facilitate a constant
voltage over a broad range of capacities. During the charging
process, the positive charge is initially transferred via the
backbone and subsequently towards the organic radical. Energy
storage within the charged cathode (half-)cell is rationalized by
oxidation of the radical moieties and by localizing the positive
charges (or holes) on the redox-active units. When the half-cell
is discharged, the charge is transferred back from the radical to
the backbone, where the charge is conducted towards the
current collector.
On a molecular level, such p-type electrode material should

exhibit mainly four characteristics: (i) The backbone should
have a good conductivity. (ii) The potential coupling of the
charge transfer from the stable organic radical to the conduct-
ing backbone needs to be reasonably high to allow an
electronic interaction between the involved donor and acceptor
states. Only then, an efficient charge transfer is possible. Hence,
the potential coupling (Hdia

da
) constitutes the key parameter for

fast charging and discharging processes. (iii) Charge localization
within the charged polymer is provided by the redox-active, yet
stable, radical moieties. Thus, the Gibbs energy or driving force
(ΔG) of the charge transfer from the radical to the backbone
needs to be positive. Otherwise, the charge will be partially
delocalized on the backbone leading to instable capacities of
the half-cell.[18] (iv) The activation energy of the charge transfer
should be small.
On the quest for this holy grail of a redox-active polymer,

we investigated several model systems. Initially, we focused our
theory-driven design approach on thiophene-based polymers,
which feature highly promising properties with respect to
conductivity as well as thermal and (electro)chemical
stability.[19,20] In the frame of stable organic radicals, the well-
known and thoughtfully investigated (2,2,6,6-tetrameth-
ylpiperidin-1-yl)oxyl (TEMPO) as well as its derivatives are the
redox-active units of choice. Moreover, several polymers
functionalized with TEMPO were already successfully imple-
mented as cathode material in batteries.[21–24] This new family of
redox-active materials resulting from the combination of a
thiophene-based polymer with TEMPO radical units will be
investigated in-depth in the present study. Structure-property
relationships governing, for example, the redox processes and
the underlying charge transfer kinetics are elucidated in a joint
synthetic-theoretical approach (see Figure 1a). To this aim, a set
of molecular model systems is investigated by quantum
chemical and quantum dynamical methods. In literature, several
theoretical as well as joint theoretical-experimental studies can

be found that focus on the comparison of calculated charge
transfer rate constants obtained using semi-classical Marcus
theory and molecular dynamical (MD) simulations. These
studies were predominantly performed in the frame of redox
cascades in biology and in solar energy conversion.[25–35]

In the current contribution, we follow our recently intro-
duced protocol to assess the thermodynamics and kinetics of
intramolecular charge transfer processes along efficient reaction
coordinates within the Marcus picture[36–39] as well by means of
dissipative quantum dynamics.[40,41]

The molecular model systems are built in a modular
approach and consist of an oligo-thiophene decorated by one
or two TEMPO units as well as a linker connecting the backbone
and the redox-active centers chemically. The applied alkyl vs.
conjugated linkers allow the tailoring of the electronic
communication among these building blocks (see Figure 1b–d).
Thereby, our initial model system, acting as reference for further
systems, contains two thiophenes and two TEMPOs connected
by an ether (CO) linker. In order to map a larger conformational
space, one TEMPO was attached to the outer C-atom of the
thiophene (T1) and the other TEMPO to the inner C-atom of the
thiophene (T2) as shown in Figure 1b. Additionally, the bridging
linker was varied systematically to assess its influence on the
potential coupling as well as on the thermodynamic properties
of the charge transfer processes underlying charging and
discharging. The reference system, A, utilizes an ether CO linker,
while the length of the ether’s C-chain was enlarged to yield a
C2O linker (B, Figure 1b). Further, not only the length but also
the chemical nature of the linker was modified. To this aim, an
ester-linker (C) as well as an amide-linker (D) were introduced.
Finally, the ratio of the redox units was adjusted to a
terthiophene backbone to which merely one TEMPO was
attached. These six molecules served as model systems to study
the structure-property relationships governing the cell voltage
as well as the charging/discharging kinetics of this new class of
organic radical batteries, while initial synthetic and electro-
chemical studies were performed based on the preceding
computational investigations.

Results and Discussion

Hole transfer processes between the redox-active units of our
model system, namely among the TEMPOs and the thiophene
backbone, were investigated. In order to differentiate between
the redox intermediates, the notation MXC is introduced, where
the multiplicity of the species is labeled by M for the given
molecular model system X. C denotes the position of the
positive charge, namely at the outer TEMPO (T1), the inner
TEMPO (T2), or at the thiophene backbone (B). Thereby, the
potential energy surfaces (PESs) associated to the charge
transfer were assessed at the cost-efficient density and time-
dependent density functional levels of theory [(TD-)DFT]. Fig-
ure 2a illustrates the PESs of A, predicted by the range-
separated ωB97XD[42] XC functional along linear-interpolated
internal coordinates (LIICs) as obtained by pysisyphus[43] (see
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Computational methods in the Experimental Section for de-
tails).
For A, these LIICs mainly involve the planarization of the

thiophene backbone as well as a slight rotation of the TEMPO
around the carbon atom of the linking moiety. The triradical
ground state 2AB species is predicted 0.46 eV higher in energy
than the 2AT1 species or 0.90 eV higher in energy than the

2AT2

species (see Figure 2a). Therefore, DFT predicts the oxidation of
T1 or T2 to be thermodynamically more favorable than the
oxidation of the bithiophene. Reorganization energies are 1.72
and 1.45 eV for the charge transfer between 2AB and

2AT1 as well
as 1.57 and 1.67 eV for the charge transfer between 2AB and
2AT2.
However, smooth PESs could not be obtained at the

(TD-)DFT level of theory. This is particularly evident in the
region of the conical intersection. This discontinuity is presum-
ably caused by the single configurational character of DFT.
Therefore, DFT is incapable to describe the degeneracy of the
mono- and triradical at the conical intersection as well as the
degeneracy of the doublet and quartet states within the
triradical species. Consequently, DFT does not allow an
unambiguous prediction of the PESs and underlying thermody-
namic properties for the redox processes of interest within the
present organic radical battery (ORB) model system.

To overcome this obstacle, multiconfigurational simulations
were performed by means of CASSCF (complete active space
self-consistent field)[44,45] along the same reaction coordinates.
The applied active space (15,13) comprised the frontier orbitals
of the aromatic backbone as well as of both TEMPOs (see
Computational details, Figure 7). This time, smooth PESs were
obtained. Thus, the thermodynamic properties, such as the
driving force ΔG and the reorganization energy λ, and the
electronic coupling Hdiada can be estimated. For further informa-
tion the reader is referred to the Computational details. Table 1
summarizes these values for A and for all further investigated
ORB model systems, B–F.
In comparison to the previously discussed (TD-)DFT results,

the reorganization energies are hardly affected by the extension
of the computational level to multiconfigurational simulations.
However, the sign of the system’s driving force is reversed as
CASSCF energetically favors the oxidation of the bithiophene
(triradical intermediate) over TEMPO oxidation (monoradical) by
0.13 to 0.36 eV.
The electronic couplings obtained with the minimum

energy splitting method [Eq. (4) in Computational details] are
depending on the TEMPO involved in the charge transfer. The
coupling for the 2AT1⇄2AB charge transfer amounts to
0.0075 eV, while the coupling of the charge transfer of 2AT2⇄2AB

Figure 1. (a) Redox species involved in the charging and discharging of the p-type electrode material given by the present system comprising a thiophene-
based backbone (in blue), TEMPO moieties (in red), and a linker (in black) connecting the redox-active units. Spin densities illustrate the localization of the
radical within the respective redox state exemplarily for A. (b–d) Molecular model systems A–F investigated in their singly oxidized doublet ground states. The
molecules differ in their type of linker, A–D, and their redox unit ratio, E and F.
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is merely 0.0048 eV. Hence, the coupling involving T2 (inner
TEMPO) is reduced to about two third in comparison the charge
transfer involving T1 (outer TEMPO). In addition, the electronic
couplings were obtained using the fragment charge difference
(FCD) method,[46,47] which yields with 0.0020 and 0.0012 eV
(2AT1⇄2AB and

2AT2⇄2AB) values of similar magnitude, thus
drawing a consistent picture.

Linker variation

The structural and chemical modification of the linker is
expected to allow the tuning of the charge transfer processes in
ORBs. Therefore, the influence of such systematic linker
modification by variation of the CO-linker (A) using C2O (B),
COO (C), and CONH (D) was investigated in detail. In a similar
fashion as described above, the ground state geometries of
2XT1,

2XB, and
2XT2 were fully equilibrated using the ωB97XD

functional. Subsequently, the PESs connecting these species
were evaluated at the CASSCF level of theory along LIICs (see
Figure 3).
In case of B and C, harmonic PESs were only obtained along

one of the two charge transfer coordinates, namely along
2BT1⇄2BB and

2CT2⇄2CB. The non-harmonic PESs presumably
originate from a rather complex underlying reaction coordinate.
In these two cases, the reaction coordinate not only includes
the planarization of the thiophene backbone but also a distinct
rotation of the TEMPO around the linker. Therefore, the hole
transfer process is very likely not sufficiently described by the
LIIC, as interpolated coordinates force all structural alterations
to occur simultaneously. An elaborate description of the
reaction coordinate would involve more sophisticated structural
changes during the charge transfer. A harmonic PES based on
LIICs is only obtained if the reaction coordinate is mainly
comprised of the planarization of the thiophene backbone.

Figure 2. (a) Adiabatic PESs of the doublet ground state (in black) as well as of the first excited doublet state of A obtained by TD-DFT with respective TEMPO
and thiophene backbone being involved (in gray). Efficient hole transfer reaction coordinates are described by linear-interpolated internal coordinates
connecting the fully equilibrated redox intermediates 2AT1,

2AB and
2AT2; their electronic nature is visualized by spin densities. (b) PESs of the hole transfer

processes (A) calculated by CASSCF. Dots represent energies of adiabatic states, corresponding potential energies V are labeled with Arabic numbers. Dotted
lines represent respective diabatic surfaces, corresponding potential energies V are labeled with α for the acceptor state and δ for the donor state. Latin
numbers denote the charge transfer reactions 2AT1⇄2AB (I) or

2AT2⇄2AB (II).

Table 1. Electronic coupling Hdia
da , driving force ΔG (given for discharging,

MXT!
MXB) and reorganization energy λ obtained at the CASSCF level of

theory. Electronic couplings are calculated with the minimum energy
splitting method and by the fragment charge difference (FCD) method (in
parentheses).

ORB model Hdia
da

ΔG (discharging) λ
[eV] (FCD) [eV] [eV]

2AT1⇄2AB 0.0075 � 0.363 1.674
(0.0020) 0.821

2AT2⇄2AB 0.0048 � 0.128 1.540
(0.0012) 0.821

2BT1⇄2BB 0.0004 � 0.225 0.961
(0.0001) 0.828

2CT2⇄2CB 0.0060 0.023 1.110
(0.0016) 0.843

2DT1⇄2DB 0.0036 � 0.013 0.903
(0.0009) 0.903

2DT2⇄2DB 0.0026 � 0.107 0.989
(0.0007) 0.997

1ET⇄1EB 0.0018 0.634 0.980
(0.0009) 0.921

1FT⇄1FB 3.31E-05 0.576 0.920
(1.4E-05) 1.024
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Analogous to A, the introduction of the C2O-linker in B
yields the triradical species as the thermodynamic equilibrium.
Moreover, the magnitude of ΔG (� 0.23 eV) and λ (0.96 and
0.83 eV) is in a similar range as for A (see Table 1). However, the
electronic coupling of B (0.0004 eV) is decreased by one order
of magnitude with respect to the reference system featuring
the CO-linker. The small variance in driving forces and
reorganization energies was to be expected, since both linkers
(CO vs. C2O) do not alter the electronic properties of the redox
intermediates substantially. Likewise, the decreasing coupling is
associated to the elongation of the linker and thus to the
increased distance between the redox-active units. Similar
behavior was already reported for charge transfer processes in
iridium complexes.[48]

The introduction of the electron-withdrawing linkers [i. e.,
COO (C) and CONH (D)] leads to substantial changes in the
driving forces. For C, ΔG gets positive (0.02 eV), thus the
monoradicals 2CT1 and

2CT2 are slightly more stable than
2CB.

Very likely, this change in driving force stems from the electron-
withdrawing character of the ester. The � M effect destabilizes

any positive charge localized on the thiophene backbone,
thereby destabilizing the MXB species. In case of D, ΔG is
negative as for A and B. For the reaction of 2DT1⇄2DB its
magnitude is almost zero (� 0.01 eV), indicating an equilibrium
which is only slightly shifted in favor of the triradical. However,
the driving force of the hole transfer reaction along 2DT2⇄2DB,
amounts to � 0.11 eV. Hence, the triradical is distinctly more
stable than the monoradical.
The electronic coupling of C along the 2CT2⇄2CB coordinate

is predicted with 0.0059 eV in a similar range as the electronic
couplings of A. The electronic coupling for the charge transfer
2DT1⇄2DB amounts to 0.0036 eV and for

2DT2⇄2DB to 0.0026 eV.
Compared to the two charge transfer processes in A, the
electronic coupling is about halved. Furthermore, similar differ-
ences with respect to the TEMPO involved are predicted as
shown previously for A.
Comparing the electronic couplings of all C1-linkers, no

trend regarding the chemical type of the linker is observed. If
the chemical nature of the linker was of considerable impact on
the electronic coupling, we would have expected the coupling

Figure 3. PESs of the hole transfer processes in B–D calculated by CASSCF. Dots represent energies of adiabatic states, corresponding potential energies V are
labeled with Arabic numbers. Dotted lines represent respective diabatic surfaces, corresponding potential energies V are labeled with α for the acceptor state
and δ for the donor state. Latin numbers denote the charge transfer reactions 2XT1⇄2XB (I) or

2XT2⇄2XB (II).
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of C and D to be more similar than the coupling of C or D and
A. Yet, the couplings of C and A are much more alike than the
couplings of C and D. Hence, it seems that the type of atom
directly bonded to the TEMPO affects the coupling more than
the electronic nature of the overall linker. Noteworthy, the size
of the active space was kept constant for A–D, but the orbital
composition of the active space changed for D. That means
that the influence of linker orbitals increased and a mixing with
the orbitals of the thiophene backbone was observed.
Strikingly, none of the molecules A–D exhibits identical

driving forces for the reactions 2XT1⇄2XB and
2XT2⇄2XB. Most

likely, the reason lies within the broad range of different ground
state geometries. The more versatile the linker is, the more local
minima on the ground state PES are found and a broader
distribution of driving forces results. This was exemplarily
investigated by means of a conformer analysis of A as described
in the computational details. Within this analysis, 509 con-
formers were determined within an energy range of 0.93 eV.
This emphasizes the influence of structure-property relation-
ships on the charge transfer processes and the resulting margin
of charge transfer rates within one polymer (model). Such
structure-property relationships are further revealed in D, in
particular with respect to the driving forces. The ground state
geometries of 2DT1 and

2DT2 are very similar with a root-mean-
square deviation value of merely 0.41 Å. Yet, 2DT2 is about
0.09 eV less stable than 2DT1.

Ratio of redox-active units

Finally, the impact of the ratio of the redox-active units was
assessed. Therefore, a terthiophene was decorated by one
TEMPO moiety and connected by either a COO- (E) or a CONH-
(F) linker. The PESs of E and F are shown in Figure 4. As the
terthiophene-based ORB models feature only one TEMPO unit,
only one hole transfer coordinate is defined. Both terthiophene
model systems show a distinctive change in driving forces
compared to their bithiophene variants (C and D). For the COO-
linker, ΔG is increased from 0.02 eV to about 0.63 eV. In a
similar fashion, ΔG was increased from � 0.01 and � 0.11 eV to
0.58 eV for the CONH-linker. Thus, the species 1ET and

1FT are
further stabilized compared to 2CT and

2DT. This stabilization is
rather counterintuitive, as the thiophene’s ionization potential
decreases with an increasing number of thiophene units.[49]

Ionization potentials predicted by DFT are given in Figure S11
in the Supporting Information.
The reason for this stabilization likely originates from the

applied computational protocol. Due to the computational
demand, the relative size of the active space could not be
adapted to the terthiophene system. For the bithiophene
systems, five molecular orbitals per thiophene could be realized
within the active space. In an analogous fashion, the respective
terthiophene active space should comprise 20 electrons in 17
orbitals. Unfortunately, such a calculation was computationally
not feasible at the CASSCF level of theory. Thus, we had to rely
on the smaller active space (14,14) of the terthiophene.

The electronic coupling of E is predicted to be 0.0018 eV.
Hence, it is about a third of the value predicted for C. Likewise,
a smaller coupling is observed for F in comparison to the
respective bithiophene D. However, the coupling of F is, with
about 3.3 · 10� 5 eV, two orders of magnitude smaller than for D.
Similar to the increase of ΔG, the decrease in coupling

might be related to the proportionally smaller active space
within the terthiophene systems. The smaller active space
might also explain why the coupling of F is more affected than
the coupling of E. As the active space of F illustrates a
substantial mixing with the linker-based molecular orbitals, the
ratio of orbitals of the thiophene backbone is further reduced.

Impact of dynamic correlation

Comparing the driving forces obtained using CASSCF with
ionization potentials of TEMPO and a thiophene dimer, some
major deficiencies unfold. The ionization potential of TEMPO
lies at 6.9 eV[50], while the ionization potential of a thiophene
dimer is found at 7.4 eV.[49] The experimental values hence
suggest the monoradical species with the charge localized on
the TEMPO to be more stable than the triradical with the charge
localized on the thiophene dimer. Yet, CASSCF results indicate
an opposite scenario. In contrast, DFT was able to predict the
right direction of the driving force yet incapable to describe the
dominant multiconfigurational character along the reaction
coordinate. Thus, both static as well as dynamic correlation
need to be addressed in order to assess the charge transfer
phenomena in the present ORB model systems.

Figure 4. PESs of the hole transfer processes in (a) E and (b) F calculated by
CASSCF. Dots represent energies of adiabatic states, corresponding potential
energies V are labeled with Arabic numbers. Dotted lines represent
respective diabatic surfaces, corresponding potential energies V are labeled
with α for the acceptor state and δ for the donor state.
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In order to account for dynamic correlation, DLPNO-
NEVPT2[51] was applied on the CASSCF reference wavefunction.
Figure 5 depicts the PESs for A as obtained by CASSCF as well
as based on DLPNO-NEVPT2. Surprisingly, only the TEMPO
oxidation is stabilized substantially by approximately 1.3 eV,
while the (diabatic) PES related to the thiophene oxidation as
well as the harmonic shape of both PESs is hardly influenced
upon application of second-order perturbation theory. How-
ever, as the driving forces of A (NEVPT2: 0.981 and 1.514 eV;
CASSCF: � 0.363 and � 0.128 eV) are shifted to a greater extent
than the magnitude of the reorganization energies (NEVPT2:
1.454 and 0.921 eV as well as 1.341 and 1.213 eV; CASSCF: 1.674
and 0.821 eV as well as 1.540 and 0.821 eV), the charge transfer
between the redox-active sites is predicted within the inverted
Marcus regime (� ΔG>λ; see Table 2). Thus, the crossing of
both diabatic states (δ and α) is not observed within the range
of the interpolated structures connecting the respective equi-
libria. In contrast, the CASSCF results (accounting only for static
correlation) indicate a direct Marcus scenario (� ΔG<λ; see
Table 1). Noteworthy, the electronic structure in the vicinity of

the crossing region between the diabatic states is dominated
by static correlation. Therefore, we expect the influence of the
NEVPT2 correction (and thus dynamic correlation) on the
potential couplings to be of minor importance. Furthermore,
the recalculation of potential couplings at the NEVPT2 level of
theory would need extrapolated geometries due to the inverted
Marcus regime. Yet, the extrapolation based on the linear-
interpolated nature of the utilized reaction coordinate might
lead to unphysically distorted structures. Therefore, we proceed
with the couplings obtained by CASSCF. In consequence,
merely driving forces and reorganization energies have been
recalculated at the NEVPT2 level of theory for the remaining
structures B–F within the equilibria of the respective redox
intermediates.
Given by the NEVPT2-based driving forces, the impact of

dynamic correlation on the bithiophene systems is striking.
Driving forces for structures A–D are decreased by about 1.1 to
1.8 eV, while driving forces of E and F are less significantly
affected. On the one hand, this effect likely stems from the
different number of roots and therefore from the flexibility of

Figure 5. PESs of the hole transfer processes in A calculated by CASSCF (grey and black circles) and by DLNPO-NEVPT2 (dark red and red squares). Dots
represent adiabatic energies; corresponding potential energies V are labeled with Arabic numbers. Dotted lines represent respective diabatic surfaces,
corresponding potential energies V are labeled with α for the acceptor state and δ for the donor state. Latin numbers denote the charge transfer reactions
2XT1⇄2XB (I) or

2XT2⇄2XB (II).

Table 2. Electronic coupling Hdia
da
, driving force ΔG (given for discharging, MXT!

MXB) and reorganization energy λ obtained at the DLPNO-NEVPT2 level of
theory. Electronic couplings are calculated with the minimum energy splitting method (CASSCF energies); hole transfer rates are given based on semi-
classical Marcus theory.

ORB model Hdia
da

[eV]
ΔG (discharging)
[eV]

λ
[eV]

kET(Marcus) [s
� 1]

discharging charging

2AT1⇄2AB 0.0075 0.981 1.454 3.01E-06 1.76E+11
0.921 1.65E-05 9.63E+11

2AT2⇄2AB 0.0048 1.514 1.341 3.69E-15 2.70E+11
1.213 2.32E-15 1.70E+11

2BT1⇄2BB 0.0004 0.828 1.073 1.26E-05 1.76E+09
0.702 2.16E-05 3.01E+09

2CT2⇄2CB 0.0060 1.586 1.037 2.71E-17 3.37E+10
0.878 1.88E-18 2.33E+09

2DT1⇄2DB 0.0036 1.591 1.137 2.23E-17 3.42E+10
0.844 2.31E-19 3.55E+08

2DT2⇄2DB 0.0026 1.665 1.083 1.89E-19 5.20E+09
1.013 6.87E-20 1.89E+09

1ET⇄1EB 0.0018 0.502 1.025 9.98E+00 3.75E+09
0.777 6.05E+01 2.27E+10

1FT⇄1FB 3.31E-05 0.546 1.034 8.77E-04 1.90E+06
0.829 3.66E-03 7.93E+06
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the SA-CASSCF reference wavefunctions. In case of A–D, state-
averaging was performed over four roots involving three
degenerate triradical roots while in case of E and F, state-
averaging was performed over three roots involving two
degenerate diradical roots, see Figure S10 for details. Hence,
the triradical state of A–D is stabilized to a greater extent than
the diradical state of E and F. Yet, state-averaging exclusively
over the two spin states directly involved in the hole transfer
leads to a tremendous destabilization of the triradical species,
while NEVPT2 on these wavefunctions tend to over-stabilize the
triradical species again (Figure S9). Therefore, it is evident that
all degenerate (spin) states should be considered in the state-
averaging procedure as reflected by the experimental electro-
chemical data (see below). On the other hand, the effect stems
from the different relative sizes of the active spaces of the bi-
(A–D) and terthiophene systems (E and F), which differ due to
the computational demand as discussed previously. Hence, the
influence of single and double excitations outside of the active
space, originating from second-order perturbation theory on
the SA-CASSCF reference wavefunction, varies.
In a similar fashion as discussed above for A, the reorganiza-

tion energies obtained for B–F by means of SA-CASSCF vs.
DLNPO-NEVPT2 do not differ substantially. However, and in
contrast to CASSCF, NEVPT2 reveals a clear correlation of the
linker’s chemical nature and the predicted driving forces.
Namely, the elongation of the C-chain within the linker from A
to B only has a minor effect on the driving force. The driving
force of the charge transfer 2AT1!

2AB is predicted to be 0.98 eV,
the driving force for the charge transfer of 2BT1!

2BB is only
0.1 eV smaller. The electron-withdrawing linkers within C and D
increase the driving force by about 0.6 to 0.7 eV. This was to be
expected as the ionization potential of the thiophene dimer is
further increased with the introduction of electron-withdrawing
substituents. Thereby, the difference in ionization potentials of
TEMPO and bithiophene is also further enhanced, and hence is
the driving force of charge transfer. In contrast to the CASSCF
results, the driving forces predicted by NEVPT2 for C (1.586 eV)
and D (1.591 eV) are almost identical as both, ester- and amide-
linker, exhibit an electron-withdrawing character.
Finally, the extension of the conjugated π-system from

bithiophene to the terthiophene in E and F leads to a decrease
in driving force by around 1 eV. This finding is consistent with
the decrease in ionization potential by about 0.6 eV for the
pure thiophene dimer to the thiophene trimer (Figure S11).
Therefore, both static and dynamic correlation need to be

accounted for in order to reliably describe structure-property
relationships in case of the present (poly)radical molecular
systems.

Hole transfer rates

Based on the calculated thermodynamic properties (NEVPT2)
and the potential couplings (CASSCF), rate constants for the
underlying hole transfer processes were simulated for the
present set of molecular ORB models. To this aim, semi-classical
Marcus theory, which is widely applied to assess the kinetics of

charge transfer phenomena in nature and artificial applications,
was adduced as a standard model to describe charge transfer
processes.
Initially, the performance of semi-classical Marcus theory

was benchmarked to numerical exact dissipative quantum
dynamics (DQD) simulations that allow also superexchange
phenomena and incomplete population transfer among the
diabatic states of interest. To this aim, a detailed analysis of the
CASSCF data was performed (see the Supporting Information
for the full discussion). It was found that for small driving forces
( DGj j≲0:1 eV), Marcus theory is inadequate to describe the
respective charge transfer process. This is mainly due to Marcus
theory’s incapability to describe incomplete charge transfer
reactions. In such cases, DQDs predict the population of the
donor or acceptor states to equilibrate somewhere between
1.00 and 0.00. In consequence, charge transfer rates predicted
by Marcus theory are slower than the rates predicted by DQDs
(divergence of 2 to 3 orders of magnitude). For the full
discussion on the hole transfer kinetics at the CASSCF level of
theory and the benchmark of Marcus theory vs. DQDs, the
reader is referred to the Supporting Information. However, in
case of DLNPO-NEVPT2, no driving force smaller than 0.50 eV
was estimated. For such sizeable driving forces, both DQD and
semi-classical Marcus theory predict a full population transfer
and almost identical rate constants. Thus, within the given
parameter regime based on the NEVPT2 data, Marcus theory
yields a reliable description of the hole transfer kinetics.
The fastest charge transfer is observed for the charging

reaction of the reference system in case of 2AB!
2AT1 with a rate

of 9.63×1011 s� 1. This translates to merely 1.1 ps for the charge
transfer to proceed. On the one hand, this is due to the high
coupling value. On the other hand, the driving force and
reorganization energy are about the same magnitude. As the
activation energy of the charge transfer is defined by
Equation (1):

DG* ¼
DG� þ lð Þ2

4l
(1)

The activation energy amounts to almost zero and allows an
essentially barrierless population transfer between the donor
and the acceptor state. Hence, it lies within the activationless
Marcus region with � ΔG=λ. It has to be noted that the
influence of � ΔG�λ on the charge transfer efficiency is much
higher than the size of the potential coupling, at least within
the estimated range of couplings herein. The potential coupling
of the charge transfer reaction 2CB!

2CT2 is almost two times
larger than the potential coupling for 2DB!

2DT1. However, while
the driving forces for each reaction is about 1.59 eV, the
reorganization energies differ. In case of the 2DB!

2DT1 reaction,
the reorganization energy is 1.14 eV, which is about 0.1 eV
smaller for 2CB!

2CT2. Hence, the activation energy is smaller for
the 2DB!

2DT1 redox reaction, therefore compensating the
smaller potential coupling. As a result, the hole transfer rate of
2DB!

2DT1 amounts to 3.42×10
10 s� 1 (29.2 ps), while the respec-

tive rate of 2CB!
2CT2 amounts to 3.37×1010 s� 1 (29.7 ps),
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rendering the latter slightly slower despite the higher coupling
value.
The slowest charging rate is observed for 1FB!1FT with

merely 1.90×106 s� 1 (52.6 ms). This slow reaction stems from
the very small electronic coupling (3.3×10� 5 eV). In case of
1EB!1ET, the transfer is approximately four orders of magnitude
faster (2.27×1010 s� 1) even though the driving force and the
reorganization energies are very similar. Yet, the coupling value
of 1EB!

1ET is about 50 times higher than the coupling value of
1FB!

1FT leading to a high divergence of the charge transfer
rates.
Within the Marcus picture, the strong coupling with the

bath, meaning the environment, for example, solvent or the
polymer matrix, allows an efficient energy dissipation and
therefore a complete charge transfer from the donor to the
acceptor state. As stated above, such description is convenient
for fast and strongly exergonic charge transfer reactions, yet
endergonic reactions or equilibria are not accounted for. Hence,
the discharging rates were calculated via the detailed balance
condition based on the Marcus rates of the charging reaction
ðkB!TET ) [Eq. (2)]:

[41]

kB TET ¼ kB!TET e�
DGB T

kBT (2)

For all discharging reactions, the population transfer (XB

!

XT) is thermodynamically unfavorable. As the focus of the
current theoretical investigation is set exclusively on one
cohesive half-cell without any applied current, this result is
preferable. The chemical interpretation suggests that the
charge is solely stored on the stable radical unit (i. e., the
TEMPO) and is not delocalized onto the conductive backbone.
This scenario reflects the initial aim of the design concept to
provide efficient charge storage by means of the stable organic
radical and conductivity via the aromatic polymer backbone.
Hence, stable capacities of the half-cell should be accom-
plished.

Experimental studies

Based on the preceding theoretical studies, C and F were
chosen to be synthesized. Due to a better synthetic accessibility,
the structure of C was slightly modified, shifting the “outer”
linkage position 4’ to an inner one 3’ (C’, see Figure 6). Both
compounds were successfully synthesized using a two-step
procedure based on literature-known reactions and commer-
cially available starting compounds (for more details, see the
Experimental Section).
Both compounds were subsequently characterized through

cyclic voltammetry (Figure 6), revealing two redox processes.
The first process is quite similar for both species: A chemically
reversible redox reaction at a half-wave potential E1/2 of 0.38
and 0.36 V vs. Fc+/Fc was found for C’ and F, respectively. This
process is assigned to the reversible reaction of the TEMPO unit
to the oxoammonium cation.[17] The second, irreversible process
is assigned to the oxidation of the thiophene moiety of the
respective species. Since the two systems possess different
thiophene units, the observed electrochemical potentials are
likewise different: The bithiophene-containing C’ shows a rather
high potential (peak potential Ep of 1.48 V vs. Fc+/Fc at
100 mVs� 1), while the terthiophene unit of F, which is known to
be much easier oxidizable, leads to a lower potential (Ep=

0.85 V vs. Fc+/Fc) of the second process. Consequently, also the
energetic gaps between the two processes are rather different
with 1.06 and 0.38 eV for C’ and F, respectively.
As the TEMPO and the thiophene are oxidized separately

and the initial oxidation of the TEMPO is favored, the differ-
ences of the electrochemical potentials might be compared
qualitatively to the calculated driving forces. Still, it has to be
kept in mind that the experimental values constitute the
difference between the first and second oxidation process and
not only the hole transfer within the once oxidized species.
Furthermore, driving forces of C and F were calculated within
the gaseous phase. Considering these points, driving forces of C
and F match the difference in oxidation potential of C’ and F
rather well. With values of 1.59 eV for C and 0.54 eV for F, the
driving forces are in the same order of magnitude as the
differences in oxidation potential.

Figure 6. Cyclic voltammograms of the synthesized species (a) C’ and (b) F involving either only the first (grey) or first and second (red) redox process (scan
rate 100 mVs� 1, CH2Cl2 with 0.1m Bu4NPF6).
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Conclusions

Within this contribution, a novel design approach for p-type
electrode materials within organic radical batteries (ORBs) is
proposed. Thereby, stable organic radicals [i. e., (2,2,6,6-
tetramethylpiperidin-1-yl)oxyl (TEMPO)] are chemically linked to
a thiophene-based conductive polymer backbone, thus aiming
to overcome the shortcomings of conventional organic radical
polymers and conjugated polymers suffering from low con-
ductivity and unstable cell voltage, respectively. In conse-
quence, the energy density of the electrode material is
enhanced as addition of conductive agents is no longer
required.
To thoroughly evaluate structure-property relationships in

the frame of this new class of materials, we performed quantum
chemical and quantum dynamical simulations to investigate the
impact of the linker’s length connecting the redox-active sites,
its chemical nature (non-conjugated vs. conjugated), as well as
the ratio of TEMPO vs. thiophene units based on six molecular
model systems (A–F). Unfortunately, cost-efficient density func-
tional theory (DFT) calculations proved to be insufficient to
describe the electronic structure of these radical systems, due
to the pronounced multiconfigurational character. In particular,
quasi degenerate states in the vicinity of conical intersections
are not correctly described. In order to allow a proper
description of static correlation, we utilized the complete active
space self-consistent field (CASSCF) methodology, while further-
more dynamic correlation was treated at the DLPNO-NEVPT2
level of theory.
This robust computational setup allows to thoroughly assess

the charge transfer kinetics between the TEMPO and the
conductive backbone, which translate in a macroscopic picture
to the charging and discharging processes of the electrode
material. Therefore, driving forces, reorganization energies and
electronic couplings and, finally, rate constants for the
respective charge transfer processes were calculated with
respect to the substitution pattern. Our investigations reveal
that the length of the linker has a tremendous impact on the
potential coupling value, governing the hole transfer efficiency
in the vicinity of the crossing between the two diabatic states
of interest. Elongation of the alkyl linker by merely one
methylene group (A to B) decreases the coupling by more than
one order of magnitude. In contrast, the chemical nature of the
linker has almost no influence on the coupling. Yet, replacing
alkyl linkers with electron-deficient ester- or amide-moieties (C
and D) affects the driving force for the underlying charge
transfer to a great extent, favoring the oxidation of the TEMPO
with respect to charge localization on the thiophene-based
backbone by around 1 eV. Further, the oxidation potential of
the (oligo)thiophene can be easily altered by modification of
the ratio of TEMPO vs. thiophene units.
Finally, the (intramolecular) charge transfer kinetics among

the redox-active units were evaluated. To this aim, semi-classical
Marcus theory as well as DQD were utilized based on the
previously obtained couplings as well as the thermodynamical
properties (driving forces and reorganization energies) of the
hole transfer processes. Due to the large driving forces, a

complete charge transfer from the donor to the acceptor state
is predicted. In fact, only hole transfer from the TEMPO towards
the oligothiophene backbone is taking place spontaneously;
back transfer from thiophene to TEMPO does not occur using
detailed balance conditions. Hence, a stable charge localization
on the TEMPO is possible within the potential p-type electrode
materials, thus preventing a drop in capacity caused by
spontaneous oxidation of the thiophene backbone. Finally, two
of the initially computationally investigated structures, namely
C’ (a symmetric analogue of C) as well as F, were synthesized
and electrochemically characterized. Both showed the expected
reversible TEMPO-based redox reaction as well as a thiophene-
related irreversible process. The latter is significantly shifted to
higher potentials for C’ compared to F, confirming the
computational results.
As outlined in the introduction, a p-type electrode material

should fulfill the following four criteria: (i) conductivity within
the backbone, (ii) reasonably strong potential couplings, (iii)
charge localization at the radical site for charge storage, and (iv)
small activation energy to allow charge mobility. In the current
contribution, we focused mainly on (ii)—(iv) as the conductivity
of the backbone, (i), was already extensively studied for
oligothiophenes.[20,52—54] In this context, the molecular model
systems with C1-linkers feature a reasonably high coupling,
while for all molecular models, a charge localization on the
TEMPO and a small activation energy was observed. However,
increase of the thiophene backbone units per TEMPO decreases
the driving force and hence destabilizes the charge localization.
Therefore, the most promising molecular models are the ones
with electron-withdrawing linkers and a higher driving force
(i. e., C, D, E, and F).
Future joint synthetic-theoretical investigations will aim at

extending these initial studies from molecular systems to the
realm of materials. Therefore, and from the computational
perspective, molecular dynamics within a multiscale approach
will be performed to address fast charge transfer phenomena
along the respective polymer strand (intramolecular) vs. poten-
tially slow and weakly coupled charge transfer processes among
different polymer strands. Experimentally, initial cell tests of the
respective organic radical batteries are currently realized,
pointing indeed to the desired electrochemical properties.

Experimental Section

Computational methods

All singly cationic molecular model systems comprising a
thiophene-based backbone, decorated with chemically linked
redox-active TEMPO radicals were optimized within Gaussian 16.[55]

For each molecule (i. e., see A–F in Figure 1), the equilibrium
structures of several redox species involved in the charging and
discharging processes were obtained, i. e., within doublet multi-
plicity in case of A–D and within singlet multiplicity for E and F.
These redox species localize the positive charge either on the
nitroxide moiety of the TEMPO or on the thiophene backbone as
shown exemplarily for A in Figure 1a. In case the charge is localized
on the TEMPO for molecules A–D, a monoradical is formed, while
for molecules E and F, a closed-shell species is obtained. However,
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if the (positive) charge is localized on the thiophene backbone, a
triradical is yielded in case of A–D, whereas an opened-shell singlet
is formed for E and F (diradical). In order to differentiate between
the respective redox intermediates, the MXC notation is used, where
M labels the multiplicity of the species of the molecule X and C
denotes the position of the charge, namely at the outer TEMPO
(T1), the inner TEMPO (T2) or at the thiophene backbone (B).

DFT was applied using the range-separated functional ωB97XD.[42]

Furthermore, Ahlrichs’ def2tzvp[56] basis set was utilized for all DFT
calculations. Vibrational mode analysis verified that all ground state
geometries are (local) minima on their respective PESs.

Furthermore, a conformer search at the GFN2-xTB[57] level of theory
was performed for A. For that purpose, the CREST[58] program was
deployed. Subsequently, single point calculations were performed
by means of the program ORCA 4.2.1[59,60] with the range-separated
functional ωB97XD3[61] and the basis set def2-tzvp[56] for all
obtained conformers.

The charge transfer from the TEMPO to the thiophene oligomer
was investigated along effective intramolecular hole transfer
coordinates. On that account, the respective species were linearly
interpolated in internal coordinates (LIIC) using pysisyphus,[43] our
lately introduced external optimizer that is aware of excited states.
All equilibrium structures as well as interpolated geometries (LIICs)
are available by means of the Zenodo open data repository under
Ref. [62]. Subsequently, PESs were obtained by single point
calculations along the LIIC. To this aim, TD-DFT was initially
employed for A using the same density functional and basis set as
for the preliminary ground state calculations. Furthermore, to allow
a balanced description of the (poly)radical redox intermediates,
multiconfigurational methods were applied. The state-averaged
(SA)-CASSCF[44,45] approach as implemented in ORCA 4.2.1[59,60] was
utilized. For A–D, an active space (15,13), comprising 15 electrons
in 13 orbitals, was constructed. This includes six πB and four πB*
orbitals of the thiophene backbone as well as the SOMOs of the
two nitroxide radicals (p*

NO) and the pNO orbital of the positively
charged TEMPO moiety (see Figure 7 exemplarily for 2AT1 and
Figures S12–S15 for details regarding A–D).

State averaging was performed over four roots, namely the doublet
monoradical state of 2XT, the two triradical doublet states (

2XB), and
the triradical quartet states (4XB). The two roots of 2XB are
degenerate and only discriminated by their spin states (see
Figure S10).

For E and F, active spaces of (14,14) were constructed (Figures S16
and S17). In case of E, six pairs of πB/πB* orbitals were considered

for the thiophene backbone as well as the SOMO (p*
NO) and the pNO

orbital of the nitroxide radical. The active space of F is set up in a
similar fashion, except that the πB-system features a slight mixing
with amide-linker-based orbitals. The state averaging comprised
the opened-shell singlet states (biradical), with one unpaired
electron at the one TEMPO and the other in the HOMO of the
thiophene backbone (1XB), as well as the respective degenerate
triplet state (3XB) and the closed-shell singlet state with the positive
charge at the TEMPO (1XT).

For all (SA-)CASSCF calculations, the correlation consistent double
zeta basis set cc-pVDZ[63] was employed. To speed up the
calculations, the resolution of identity (RI) approximation[64] in
combination with the “/c”-auxiliary basis set[65] was applied for
integral transformations. The impact of dynamic correlation was
evaluated for all LIICs between the redox intermediates of 2AB,

2AT1,
and 2AT2 as well as for the redox intermediates

2BB,
2BT1,

2CB,
2CT2,

2DB,
2DT1,

2DT2,
1EB,

1ET,
1FB, and

1FT at the DLPNO-NEVPT2
[51] level of

theory (i. e., applying second-order perturbation theory on the SA-
CASSCF reference wavefunction). Truncation of the 4- and 3-pdm
was set to 10� 14 each. Accuracy of the DLPNO was set to 10� 10.

Finally, the kinetics of intramolecular hole transfer processes within
A–F were assessed based on semi-classical Marcus theory.[66–68] In
the Marcus picture, electron (or hole) transfer among the diabatic
donor (d) and acceptor (a) states is given by Equation (3):

kET ¼
2p
�h

Hdiada

�
�

�
�2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT

p e�
DGþlð Þ2

4lkBT (3)

Based on the obtained PESs (i. e., obtained at the CASSCF and
NEVPT2 levels of theory), the potential coupling Hdiada (only CASSCF)
between δ and α, the driving force ΔG and the reorganization
energy λ were obtained. The potential couplings were calculated at
the crossing of the two diabatic PESs as approximated by the point
where the electronic configurations of d and a feature an equal
weight. At this point along the LIIC, the potential coupling was
derived by means of Equation (4):

Hdia
da
¼
1
2
ðE2 � E1Þ (4)

where E1 and E2 are the potential energies of the two adiabatic
states. In addition, the fragment charge difference (FCD)
method[46,47] was applied at this geometry as implemented in Q-
Chem 5.1.[69] Therefore, CAS-CI calculations were performed

Figure 7. Composition of the active space (15,13) of 2AT1; average occupation numbers are given in parentheses. Frontier orbitals in the Hartree-Fock reference
wavefunction as highlighted.
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exclusively for the roots of interest based on the converged SA-
CASSCF wavefunctions. Thereby, the fragments were defined by
the nitroxide radical(s) and the thiophene backbone. The resulting
Mulliken charges as obtained for each fragment and for each root
were used to calculate the FCD and in consequence Hdiada .

The electronic nature of the diabatic states (d and a) was traced by
means of the CI vector of the respective CASSCF calculations along
the LIIC. Driving forces and reorganization energies were obtained
based on the energy levels of the states of interest within the
previously optimized stationary points. Lately, this procedure was
successfully applied and compared to quantum dynamical simu-
lations in the scope of light-driven intramolecular and intermolecu-
lar electron transfer phenomena.[36,37]

Finally, dissipative quantum dynamics (DQD) were employed to
validate the rates obtained by Marcus theory. Therefore, the
recently introduced MACGlC-iQUAPI,[40,41] based on the iterative
quasi-adiabatic propagator path integral (iQUAPI) approach, was
applied. In contrast to the widely applied Marcus theory, MACGIC-
iQUAPI is able to successfully cover parameter regimes of coherent
and incoherent energy and charge transfer processes in dissipative
quantum systems subject to a classical environment with long-time
bath memory. For the DQD simulations, the temperature was set to
295 K, while an ohmic spectral density (width of 2000 cm� 1) and a
maximum integration frequency of 32000 cm� 1 were used. The filter
threshold was adjusted to 1×10� 8 and an effective mask size of 48
was utilized. Systematically, all systems were propagated using a
maximum memory time of 800 time steps, while the length of the
time steps were determined for each simulation individually. The
population transfer from the donor state to the acceptor state is
assumed to be a first-order reaction. Therefore, the rate constant of
the hole transfer was determined by fitting the population of the
donor state (Nδ) to the exponential function [Eq. (5)]:

f xð Þ ¼ 1 � Ndð Þe� kDQD t� t0ð Þ þ Nd (5)

In case of non-converging MACGIC-iQUAPI simulations, the detailed
balance condition was applied by an in-house written python
script. Thereby, the rate constant is calculated via Marcus theory
while the population of the donor and acceptor state is calculated
via the Boltzmann distribution [see Eq. (2)]. Again, the population
transfer is assumed to be a first-order reaction. Further, the
population of the donor state is also fitted to [Eq. (5)].

Materials

All materials were obtained from commercial sources. Solvents
were distilled prior to use. Thin-layer chromatography (TLC) was
performed on pre-coated TLC sheets Alugram® Sil/G UV254,
0.20 mm silica gel 60, purchased from Macherey-Nagel.

Column chromatography was performed on a Combiflash Rf 200 on
silica RediSep-Rf cartridges (35–60 μm, 100 Å pore-size). 1H spectra
were measured on a Bruker AC 300 spectrometer at 298 K.
Chemical shifts are reported in parts per million (ppm, δ scale)
relative to the residual signal of the deuterated solvent. Electro-
spray ionization (ESI) mass spectrometry measurements were
performed on a micrOTOF Q-II ESI time-of-flight (ESI-TOF) mass
spectrometry system (Bruker Daltonics Inc.). Elemental analyses
were carried out using a CHN(s) analyzer Euro EA300 (HEKATech
GmbH, Germany).

Cyclic voltammetry experiments were performed using a Biologic
VMP 300 potentiostat at room temperature under argon atmos-
phere. Solutions consisted of 3 mL CH2Cl2 with 0.1m Bu4NPF6 and
5 mg of the studied compound. A three-electrode setup with a

glassy-carbon working electrode (3 mm diameter), a platinum wire
counter electrode and a AgNO3/Ag/CH3CN reference electrode was
used. After the measurements, ferrocene was added and measured
in order to have a reliable potential reference. Half-wave potentials
are calculated as average value of oxidation and reduction peak
potentials. Energetic differences are determined from the onset
potentials of the redox waves.

Synthesis of bis(2,2,6,6-tetramethylpiperidinyl-N-oxyl-4-yl)-
[2,2’-bithiophene]-3,3’-dicarboxylate (C’)

2,2’-Bithiophene-3,3’-dicarboxylic acid: The synthesis was carried
out according to literature procedure (Scheme 1).[70] 260 mg
(1.02 mmol, 55%) of an off-white solid was obtained. 1H NMR
(300 MHz, DMSO-d6): δ=7.41–7.66 (dd, 4H), 12.8 ppm (s, 2H).

Bis(2,2,6,6-tetramethylpiperidinyl-N-oxyl-4-yl)-[2,2’-bithiophene]-
3,3’-dicarboxylate (C’): The synthesis was derived from a literature
procedure (Scheme 2).[71] In a 25 mL round-bottom flask, 4-hydroxy-
2,2,6,6-tetramethyl-piperidinyl-N-oxyl (680 mg, 3.95 mmol) and 4-
(dimethylamino)pyridine (26 mg, 0.21 mmol) were dissolved in
10 mL of dry dichloromethane. The solution was cooled to 0 °C and
2,2’-bithiophene-3,3’-dicarboxylic acid (250 mg, 0.98 mmol) was
added; the turbid mixture was stirred for 15 min. Subsequently, 1-
ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride
(420 mg, 2.20 mmol) in 10 mL of dichloromethane was added, and
the mixture was allowed to heat to room temperature resulting in a
clear, red solution. The solution was then stirred at room temper-
ature for 4 days. The mixture was afterwards washed with water
(4×20 mL) and brine (20 mL) and dried over Mg2SO4. The Mg2SO4
was filtered off and the solvent was removed under vacuum. The
resulting solid was purified via column chromatography (40 g silica
cartridge; eluent gradient: hexane/ethyl acetate 1:0 ! 3:1; product
at 12–16 column volumes, Rf=0.07) to yield 250 mg of a pale-red
solid (0.44 mmol, 45%). m/z (ESI/MS): 562, 563, 564, 565 (M+), 585,
586, 587, 588 (M+Na+), 601, 602, 603, 604, 605 (M+K+), 1147,

Scheme 1. Synthesis of 2,2’-bithiophene-3,3’-dicarboxylic acid.

Scheme 2. Synthesis of C’.
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1148, 1149, 1150, 1151, 1152 (2 M+Na+), 1163, 1164, 1165, 1166,
1167 (2 M+K+). HR-MS ([C28H38N2O6S2]

+): calculated: 562.2166,
found: 562.2149, error: 3.0 ppm. Elemental analysis calculated for
C28H38N2O6S2: C 59.76, H 6.81, N 4.98, S 11.39. Found C 59.45, H 6.82,
N 5.14, S 11.33.

Synthesis of (2,2,6,6-tetramethylpiperidinyl-N-oxyl-4-yl)-
[2,2’:5’,2’’-terthiophene]-3’-carboxamide (F)

2,2’:5’,2’’-Terthiophene-3’-carboxylic acid: The synthesis was de-
rived from a literature procedure (Scheme 3).[70] A solution of n-
butyllithium (1.6m in hexanes, 1.6 mL, 2.6 mmol) was added under
argon at � 70 °C to 22 mL of dry diethyl ether. The solution was
stirred for 20 min. 3’-Bromo-2,2’:5’,2’’-terthiophene (600 mg,
1.83 mmol) was dissolved under argon in 8 mL of dry diethyl ether.
The solution was added dropwise to the n-butyllithium solution
over 1 h maintaining a temperature of approximately � 70 °C. The
resulting mixture was stirred for 1 h at � 70 °C. Subsequently, 1 g of
solid carbon dioxide was added under argon and the mixture was
stirred for another 1 h, resulting in a pale-orange, turbid mixture.
50 μL of methanol was added for quenching and the mixture was
allowed to heat up to room temperature. The formed precipitate
was filtered off and washed with ice-cold diethyl ether; the
resulting solid was dried under vacuum. The solid was then
dissolved in 8 mL of water. 1m hydrochloric acid was added to
reach pH 1, resulting in the formation of a yellow precipitate, which
was filtered off and washed with 0.1m hydrochloric acid. The
obtained solid was dried under vacuum resulting in 300 mg
(1.03 mmol, 55%) of a yellow solid. 1H NMR (300 MHz, DMSO-d6):
δ=7.13 (ddd, 2H, J=4.91, 3.77, 0.91 Hz), 7.42 (dd, 1H, J=3.65,
1.14 Hz), 7.52 (s, 1H), 7.54 (dd, 1H, J=3.65, 1.14 Hz), 7.59 (dd, 1H,
J=5.03, 1.14 Hz), 7.69 ppm (dd, 1H, J=5.14, 1.26 Hz). 13C NMR
(75 MHz, DMSO-d6): δ=125.53 (s), 126.83 (s), 126.87 (s), 128.02 (s),
129.03 (s), 129.18 (s), 129.66 (s), 130.54 (s), 133.60 (s), 134.62 (s),
135.33 (s), 139.48 (s), 164.40 ppm (s). m/z (ESI/MS): 315, 316, 317,
318 (M+Na+), 331, 332, 333, 334 (M+K+), 607, 608, 609, 610, 611
(2 M+Na+), 623, 624, 625, 626, 627 (2 M+K+). HR-MS ([C13H8O2S3+
Na]+): calculated: 314.9579, found: 314.9586, error: 2.4 ppm.

(2,2,6,6-Tetramethylpiperidinyl-N-oxyl-4-yl)-[2,2’:5’,2’’-terthio-
phene]-3’-carboxamide (F): The synthesis was derived from a

literature procedure (Scheme 4).[71] In a 10 mL round-bottom flask,
4-amino-2,2,6,6-tetramethyl-piperidinyl-N-oxyl (280 mg, 1.63 mmol)
and 4-(dimethylamino)pyridine (14 mg, 0.11 mmol) were dissolved
in 10 mL of dry dichloromethane. The solution was cooled to 0 °C
and 2,2’:5’,2’’-terthiophene-3’-carboxylic acid (260 mg, 0.88 mmol)
was added; the turbid mixture was stirred for 15 min. Subsequently,
1-ethyl-3-(3-dimethylaminopropyl)carbodiimide hydrochloride
(180 mg, 0.93 mmol) was added and the mixture was allowed to
heat to room temperature resulting in a clear, red solution. The
solution was then stirred at room temperature for 3 days. The
mixture was afterwards washed with water (4×10 mL) and brine
(10 mL) and dried over Mg2SO4. The Mg2SO4 was filtered off and the
solvent was removed under vacuum. The resulting solid was
purified via column chromatography (40 g silica cartridge; eluent
gradient: hexane/ethyl acetate 1:0 ! 2:1; product at 6–7 column
volumes, Rf=0.15) to yield 235 mg of a pale-red solid (0.53 mmol,
60%). m/z (ESI/MS): 445, 446, 447, 448 (M+), 468, 469, 470, 471 (M+

Na+), 484, 485, 486, 487, 488 (M+K+). HR-MS ([C22H25N2O2S3]
+):

calculated: 445.1073, found: 445.1067, error: 1.2 ppm. Elemental
analysis calculated for C22H25N2O2S3: C 59.30, H 5.65, N 6.29, S 21.58.
Found C 59.38, H 5.74, N 6.35, S 21.88.
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