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ABSTRACT Epithelial-mesenchymal transition (EMT) is a fundamental biological process that plays a central role in embry-
onic development, tissue regeneration, and cancer metastasis. Transforming growth factor-b (TGFb) is a potent inducer of
this cellular transition, which is composed of transitions from an epithelial state to intermediate or partial EMT state(s) to a
mesenchymal state. Using computational models to predict cell state transitions in a specific experiment is inherently difficult
for reasons including model parameter uncertainty and error associated with experimental observations. In this study, we
demonstrate that a data-assimilation approach using an ensemble Kalman filter, which combines limited noisy observations
with predictions from a computational model of TGFb-induced EMT, can reconstruct the cell state and predict the timing of state
transitions. We used our approach in proof-of-concept ‘‘synthetic’’ in silico experiments, in which experimental observations were
produced from a known computational model with the addition of noise. We mimic parameter uncertainty in in vitro experiments
by incorporating model error that shifts the TGFb doses associated with the state transitions and reproduces experimentally
observed variability in cell state by either shifting a single parameter or generating ‘‘populations’’ of model parameters. We per-
formed synthetic experiments for a wide range of TGFb doses, investigating different cell steady-state conditions, and conduct-
ed parameter studies varying properties of the data-assimilation approach including the time interval between observations and
incorporating multiplicative inflation, a technique to compensate for underestimation of the model uncertainty and mitigate the
influence of model error. We find that cell state can be successfully reconstructed and the future cell state predicted in synthetic
experiments, even in the setting of model error, when experimental observations are performed at a sufficiently short time inter-
val and incorporate multiplicative inflation. Our study demonstrates the feasibility and utility of a data-assimilation approach to
forecasting the fate of cells undergoing EMT.
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SIGNIFICANCE Epithelial-mesenchymal transition is a biological process in which an epithelial cell loses epithelial-like
characteristics, including tight cell-to-cell adhesion, and gains mesenchymal-like characteristics, including enhanced cell
motility. Epithelial-mesenchymal transition is a multistep process in which the cell transitions from the epithelial state to
partial or intermediate state(s) to a mesenchymal state. In this study, we use data assimilation to improve prediction of
these state transitions. Data assimilation is a technique in which observations are iteratively combined with predictions
from a dynamical model to provide an improved estimation of both observed and unobserved system states. We show that
data assimilation can reconstruct cell state and predict state transitions using noisy observations while minimizing the error
produced by the uncertainty of the dynamical model.
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INTRODUCTION

Epithelial-mesenchymal transition (EMT) is a fundamental
biological process that plays a central role in embryonic
development, tissue regeneration, and cancer metastasis
(1–3). The main characteristic of EMT is the transdifferen-
tiation of an epithelial cell to a mesenchymal cell, which
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includes losing epithelial-type cell-cell adhesion and gain-
ing mesenchymal-type enhanced cell motility. Although
EMT is highly controlled and reversible in embryonic devel-
opment and wound healing, it is often misregulated in a
wide array of disease states, including cancer and fibrotic
diseases of the liver, kidney, and heart (reviewed in (1)).
In disease states, EMT often progresses unchecked, as
opposed to embryonic development, in which the process
terminates when development is complete. Transforming
growth factor-b (TGFb) is a major and potent inducer of
this cellular transition (4–7). Classically, TGFb-induced
EMT has been viewed as an all-or-none switch; however,
recent work has demonstrated the existence of multiple
steady states in the system, with intermediate or partial
states that retain some characteristics of the primary epithe-
lial state but also show features of the mesenchymal state
(8–12). Recent evidence further suggests multiple interme-
diate states exist (13–15). Thus, we can consider TGFb-
induced EMT as comprised of transitions from an epithelial
state (E) to an intermediate or partial EMT state or states
(P), then to a mesenchymal state (M). Importantly, evidence
demonstrates that cells undergoing going EMT can exhibit
significant plasticity, capable of being driven in both direc-
tions through the EMT program (16–18).

What drives this switch from physiological to pathological
EMT? Although many of the pathways that drive EMT are
understood, the ability to predict when EMT will occur in a
reversible process versus when it will proceed unchecked is
difficult. The state transition dynamics of the TGFb-induced
EMT core regulatory pathway is governed by the interactions
of a series of transcription factors, including SNAIL1/2 and
ZEB1/2, and their respective inhibition mediated by micro-
RNAs miR-34 and miR-200 (19). SNAIL1/2 and ZEB1/2
induce the state transitions of the epithelial cell by promoting
the production of the mesenchymal state marker N-cadherin
while also decreasing the expression of the epithelial state
marker E-cadherin. These transcription factors and miRNAs
are linked by several feedback loops, including double-nega-
tive feedback loops between SNAIL1 and miR-34—in which
SNAIL1 represses the expression of miR-34, which in turn
negatively regulates the translation of SNAIL1—and be-
tween ZEB and its inhibitor miR-200.

Computational modeling of complex cell signaling path-
ways has become an established tool to understand signaling
mechanisms and make predictions of cell states. However,
computational models have several key limitations: even
the most detailed biophysical models reproduce the dynamics
of a subset of the actual processes occurring in a physiolog-
ical system. Further, parameters in a computational model are
often compiled and extrapolated from a wide range of exper-
imental settings and conditions, and in most cases, parameter
values are chosen from experimental mean or median values.
Although simulations are often valuable tools for understand-
ing mechanisms and interactions between multiple processes
with feedback, in general, it is difficult to perform computa-
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tional predictions that correspond with a specific individual
experiment. That is, simulations may be representative of
the ‘‘typical’’ system behavior but not reflective of an individ-
ual experiment. Further, long-term computational predictions
will often greatly deviate from the truth because of even a
small degree of uncertainty in parameters and the highly
nonlinear nature of biological systems. Although there have
been efforts to use computational models to generate so-
called ‘‘populations’’ of simulations to reproduce intertrial
experimental variability (20–22), such approaches are gener-
ally performed after the experiments to match specific key
experimental measurements and not performed in real time
as measurements are made.

Experimental measurements of EMT additionally face the
technical challenges associated with direct measurement of
multiple epithelial and mesenchymal cell markers in the
same cell. Although there have been many studies generating
significant transcriptomic level data during EMT (23–25),
including a series of time points after TGFb treatment (26),
these measurements are generally obtained from a large pop-
ulation of cells and notmade in living cells and thus inherently
represent a fixed snapshot of the transcriptome for a heteroge-
neous population. It is not feasible to directlymeasure all crit-
ical EMT-associated cell markers in a given experiment in an
individual living cell, resulting in incomplete information on
the cell state. Although several cell markers can be quantified
withfluorescence intensitymeasures in individual living cells,
this information is insufficient to either fully determine the
current cell state or predict future cell state transitions. One
limitation in particular is that for the cell markers that are
measured in a given experiment, calibrating fluorescence in-
tensity measurements and calculating the corresponding
expression levels or concentrations of the epithelial- and
mesenchymal-associated cell markers is generally not
feasible in real time. Ratiometric measurements are one
approach to address these calibration issues. Recently, a stable
dual-reporter fluorescent sensor was designed to monitor and
mirror the dynamic changes of two key EMT regulatory fac-
tors (27), specifically the expression of transcription factor
ZEB (quantified indirectly by monitoring a decrease in
miR200 binding to a construct containing green fluorescent
protein) and epithelial state marker E-cadherin (quantified
by E-cadherin promoter-driven expression of red fluorescent
protein). Importantly, the dual-reporter sensor enables living
measurement of the E-cadherin/ZEB ratio. In this study, we
demonstrate that we can incorporate these ratiometric
measurements (accounting for experimental noise) into a
computational approach known as data assimilation, a well-
established technique in the atmospheric science field, to
accurately forecast cell fate, including predicting unmeasured
cell marker expression levels and, additionally, the timing of
EMT-associated state transitions and final cell state.

Data assimilation uses a Bayesian statistical modeling
approach to combine high-resolution but imperfect dynam-
ical model predictions with sparse and noisy but repeated
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experimental observations (28). More specifically, data
assimilation is an iterative algorithm in which a previous
state estimate (referred to as the background) is updated
based on new observations to produce an improved state es-
timate (referred to as the analysis), which is the maximal
likelihood estimate of the model state. The improved state
estimate is then used to produce the initial condition for
the dynamical model to predict or forecast the future system
state estimate, and the process iteratively repeats. An impor-
tant aspect of this technique is that not all state variables
must be measured for this estimation, and furthermore,
that unmeasured state variables can also be estimated in
time, which is feasible because the dynamics of all state var-
iables are coupled, and this coupling enables prediction of
the evolution of unmeasured state variables.

Although data-assimilation approaches have beenwell uti-
lized in weather forecasting and atmospheric science
(28–31), there are relatively few applications in the biomed-
ical sciences (32–42). In this study, we present a data-assim-
ilation approach to reconstruct cell marker expression and
predict the timing of the EMT-associated state transitions.
We utilize an ensemble Kalman filter (EnKF), which com-
bines limited noisy observations (i.e., only measurement of
the E-cadherin/ZEB ratio) with predictions from a computa-
tional model of TGFb-induced EMT (19), to reconstruct the
full experimental system and predict the timing of state tran-
sitions.We test our approach in proof-of-concept ‘‘synthetic’’
or in silico experiments, in which experimental observations
are produced from a known computational model with the
addition of noise. We mimic parameter uncertainty in
in vitro experiments by incorporating model error that shifts
the TGFb doses associated with the state transitions by either
shifting a single parameter or generating a ‘‘population’’ of
model parameter sets. We find that EMT-associated dy-
namics can be successfully reconstructed in synthetic exper-
iments, even in the setting ofmodel error, when experimental
observations are performed at a sufficiently short time inter-
val. Furthermore, accurate state reconstruction benefits from
incorporating multiplicative inflation, a technique to
compensate for underestimation of the true background un-
certainty (described further below), which helps manage
the influence of model error. Finally, we demonstrate an
example inwhich data-assimilation reconstruction facilitates
the accurate long-term prediction of the cell state response to
system perturbations that alter cell state. In summary, our
study demonstrates an experimentally feasible data-assimila-
tion approach to cell fate forecasting.
METHODS

The main components of the data-assimilation process used in this study are

the dynamical systems model (the Tian et al. model, described below), the

assimilation algorithm (theEnKF), and observations.Here, to establish theval-

idity and accuracy of our approach in an experimental setting, we use synthetic

observations, in which the dynamical system is used to generate a known
‘‘truth,’’ with the addition of measurement noise, which can be used for com-

parison with the data-assimilation state estimate. Data assimilation proceeds

iteratively, in which simulations of the dynamical model generate a prediction

or forecast, after which the EnKF incorporates observations to generate an

improved state estimate, known as the analysis step. The improved state esti-

mate then provides the initial conditions of the next forecast (Fig. 1).
Computational model of EMT

We use the model from Tian and colleagues to represent the core regulatory

network of TGFb-induced EMT, given in Eq. 1 (19). The dynamics of the

system are regulated by two coupled or cascading bistable switches, one

reversible and the other irreversible. The two bistable switches are regulated

by double-negative feedback loops, governing the production of transcrip-

tion factors SNAIL1/2 andZEB1/2, respectively, and the inhibitionmediated

by microRNA miR-34 and miR-200, respectively (Fig. 1 A). Model initial

conditions and parameters are given in Tables S1 and S2, respectively.
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FIGURE 1 Illustration of EMT regulatory

network and data assimilation method. (A) An illus-

tration of the core regulatory network governing

EMT dynamics, modified from Tian et al. (19) and

described in the main text, is given. (B) A diagram

of the data-assimilation method is shown: synthetic

observations are generated from ratiometric mea-

surements of E-cadherin/ZEB from the ‘‘truth’’ sys-

tem, plus the addition of Gaussian noise. The

numerical model (in A) generates ensembles of fore-

casts. Combining the forecasts and observations, the

EnKF yields the maximal likelihood estimator for

the system state (the analysis), which provides

initial conditions for the next iteration. To see this

figure in color, go online.
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Exogenous TGFb ([T]e) increases the production of snail1 messenger

RNA (mRNA) ([s]), activating the first double-negative feedback loop by

increasing the translation of SNAIL1 protein ([S]), which in turn inhibits

production of miR-34 ([R34]), the inhibitor of SNAIL1 translation.

SNAIL1 activates the second double-negative feedback loop by increasing

the production of zeb mRNA ([z]), increasing translation of ZEB protein

([Z]), which in turn inhibits production of miR-200 ([R200]), the inhibitor

of ZEB translation. Both SNAIL1 and ZEB suppress the epithelial state

marker E-cadherin ([E]) and promote the mesenchymal state marker N-cad-

herin ([N]). Suppression of miR-200 production further removes inhibition

of endogenous TGFb, a positive feedback that promotes the first feedback

loop and results in an irreversible phenotype switch.

A representative simulation demonstrating the transition from an epithe-

lial to mesenchymal state is shown in Fig. 2 A. The initial conditions are

defined consistent with an epithelial state, i.e., high E-cadherin and low

N-cadherin expression. A constant dose of 3 mM exogenous TGFb is

applied for 20 days. An initial increase in SNAIL1 is associated with a mod-

erate decrease in E-cadherin and increase in N-cadherin expression. The
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simulation illustrates the existence of a state with intermediate levels of

both E-cadherin and N-cadherin expression, which is defined as a partial

EMT state. A secondary increase of SNAIL1 promotes a subsequent pro-

duction of ZEB and, in turn, production of endogenous TGFb. The transi-

tion from a partial EMT to a mesenchymal state is associated with a further

decrease in E-cadherin and increase in N-cadherin expression.

Motivated by the recent development of a novel dual-reporter sensor for

the EMT state (27), which emits fluorescence proportional to E-cadherin

and ZEB, we also illustrate the dynamics of the ratio between E-cadherin/

ZEB, which exhibits a decrease ranging several orders of magnitude. As

described below, this ratiometric measurement will serve as the observations

used in our data-assimilation approach, demonstrating the utility of this

metric that can be measured experimentally.

In Fig. 2 B, we illustrate the model responses to varying exogenous TGFb

doses for initial conditions in the epithelial (blue), partial (red), or mesen-

chymal (green) states. We plot N-cadherin expression at the end of a 20-day

time interval. For initial conditions in the epithelial state, increasing exogenous

TGFb results in a step-like increase in the final N-cadherin expression level,

with an intermediate level corresponding with a partial EMT state and the

elevated level corresponding with the mesenchymal state. Interestingly, for

initial conditions in a partial EMT state, hysteresis is observed such that the

TGFb doses associated with the epithelial-to-partial state (E-P) transition

and the partial-to-mesenchymal state (P-M) transition depend on the initial

state. Further, for an initial mesenchymal state, the irreversibility of the second

bistable switch results in the maintenance of the mesenchymal state for all

TGFb doses, even in the absence of any exogenous TGFb added.
Data assimilation

Data-assimilation methods are a class of algorithms that are used to

improve the state estimation and forecasting ability of dynamical systems
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FIGURE 2 TGFb induces EMT via a partial or intermediate EMT state transition. (A) The time course of key epithelial and mesenchymal markers or a

ratio of markers is shown as a function of time after the addition of exogenous TGFb. (B) The expression level of N-cadherin on day 20 is shown as a function

of the exogenous TGFb dose for different initial conditions. The step-like response illustrates distinct cell states, corresponding with epithelial, partial or

intermediate EMT, and mesenchymal states. Parameters: (A) exogenous TGFb ¼ 3 mM. To see this figure in color, go online.
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by combining observations of the system with a numerical model of the sys-

tem dynamics. Much of the research on data assimilation for large systems

originates in the atmospheric science community (30,43–45), in which it is

a crucial piece of numerical weather prediction. Although data assimilation

was originally designed to improve forecasts by improving the current state

estimate—and therefore delaying some of the chaotic drift of the forecast—

data assimilation has also been used to estimate and correct parameters of

the forecast model. Beyond the Earth’s atmosphere, data assimilation has

been used on the Martian atmosphere, as well as on oceans, estuaries, lakes,

and biological systems (32,38,39,46,47).

EnKF

In this work, data assimilation is completed using an EnKF, which is an

extension of the linear Kalman filter for nonlinear problems. The EnKF at-

tempts to estimate the most likely state of the system given a prior estimate

of the state, a (potentially sparse) set of observations of the system, and un-

certainty estimates for both the state and the observations. The EnKF is an

iterative process illustrated in Fig. 1 B and detailed below.

For this problem, the state space at time t is a column vector of the nine

model variables at this time,

xtðtÞ ¼ ð½T�ðtÞ; ½s�ðtÞ; ½S�ðtÞ; ½R34�ðtÞ; ½z�ðtÞ; ½Z�ðtÞ;

½R200�ðtÞ; ½E�ðtÞ; ½N�ðtÞÞT : (2)

The prior state estimate, which here initially comes from a previous

model run, is called the background state and is denoted xb. Estimating

the uncertainty in the background—denoted Pb—is typically the most diffi-

cult aspect of the approach, especially because this uncertainty is state

dependent. In an EnKF, the background uncertainty is assumed to be

Gaussian, and the mean and covariance are parameterized by a small num-

ber of model states. This is similar to a Monte Carlo approach but with

fewer ensemble members (typically on the order of 10–100) than would

be needed to fully sample the space.
The algorithm used here is an ensemble transform Kalman filter that is

the local ensemble transform Kalman filter algorithm without the localiza-

tion (28). Following the notation of Hunt et al. (28), given a set of back-

ground states xb(i), the background is computed as the mean of the

ensemble members,

xb ¼ 1

k

Xk
i¼ 1

xbðiÞ; (3)

where k is the ensemble size, and the covariance is given by the ensemble

sample covariance,
Pb ¼ 1

k � 1

Xk
i¼ 1

�
xbðiÞ � xb

��
xbðiÞ � xb

�T
(4)

The Kalman filter finds the state that minimizes the cost function

Jð~xÞ ¼ �
~x � xb

�T�
Pb
��1�

~x� xb
�

þ ½yo � Hð~xÞ�TR�1½yo �Hð~xÞ�; (5)
whereyo is thevectorofobservations,R is the covarianceof these observations,

andH is a map from the model space to the observations space (which is typi-

cally lower dimensional). The state thatminimizes the cost function in the sub-
space spanned by the ensemble members is called the analysis and is denoted

xa. The analysis error covariance matrix in ensemble space, ~P
a
, can be

computed in ensemble space as ~P
a ¼ ½r�1ðk � 1ÞI þ YbTR�1Yb��1. Here,

r is a multiplicative inflation parameter. Multiplicative inflation is a way of

compensating for the fact that the small ensemble size tends to lead to under-

estimation of the true background uncertainty.Multiplying the covariancema-

trix by a constant greater than 1 (r here) is the simplest and most

computationally efficient way of correcting for this underestimation. The infla-

tion factor r is a tunable parameter for the assimilation. The columns of theYb

matrix are the perturbations of the background ensemblemembersmapped into

observation space. Mathematically, the jth column of Yb is ybj ¼ H(xb(j))� yb,

where yb ¼ 1
k

Pk
j¼1

HðxbðjÞÞ is the mean of the background ensemble in

observation space.
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The analysis covariance is then used to transform the back-

ground ensemble perturbations into analysis ensemble perturbations accord-

ing to Xa¼ Xb½ðk � 1Þ~Pa�1=2. Finally, the new analysis mean is computed as

xa ¼ xb þ Xb~P
a
YbTR�1

�
yo � yb

�
: (6)
The analysis mean is added to each column of Xa to generate the analysis

ensemble members. The analysis ensemble members then become initial

conditions for the next forecast (i.e., numerical integration of Eq. 1), which

generates the background members xb that in turn are used for the next

analysis time. Numerical integration is performed in MATLAB (The

MathWorks, Natick, MA) using the ode15s ordinary differential equation

solver. Descriptions of the variables in the EnKF method are provided in

Table 1. A more detailed description of the algorithm, including derivations,

can be found in (28). In this study, we consider ensemble sizes k between 5

and 50, multiplicative inflation factors r between 1 and 1.6, and observation

intervals (i.e., intervals between analysis steps) Dtobs between 2 and 48 h.

Numerical experiments

For a given data-assimilation trial, the truth system was initialized with all

state variables in the epithelial state. To initialize each ensemble member of

the background, a separate model simulation was performed with a random
TABLE 1 DA Variables

Notation Description

k number of ensemble members

m model space dimension

l number of observations

3 Gaussian random variable added to

the truth to form observations

r multiplicative inflation factor

Dtobs observation interval

H map from model space to observation

space

xt m-dimensional true state vector

xb(i) m-dimensional vector of background

ensemble member i

yb(i) ¼ H(xb(i)) l-dimensional vector of the background

state estimate mapped to observation

space

xa m-dimensional analysis vector

xb ¼ 1

k

Xk

i¼ 1
xbðiÞ

m-dimensional background state

estimate vector

yb ¼ 1

k

Xk

i¼ 1
ybðiÞ

l-dimensional vector of the mean of yb(i)

yo ¼ H(xt) þ ε l-dimensional observations vector

Xb m � k matrix of background ensemble

member perturbations from their mean xb

Yb l � k matrix of background ensemble

perturbations in observation space

from their mean yb

Xa m � k matrix of analysis ensemble

member perturbations from their mean xa

Pb k � k ensemble sample covariance

R l � l observation covariance matrix
~P
a

k � k analysis error covariance matrix

Notation and description of key variables defined and utilized in the EnKF

method for DA. See text for details.
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TGFb dose (uniformly sampled between the 0 and given dose for that trial)

for a random duration (uniformly sampled between 0 and 20 days), and final

state variable concentrations were chosen for the ensemble initial state.

Synthetic observations were generated from the truth system using a ratio-

metric measurement of E-cadherin and ZEB. Observational measurement

noise or error was reproduced by adding to the true ratio a Gaussian random

variable with a mean of 0 and standard deviation equal to 10% of the true

ratio magnitude. Minimal E-cadherin and ZEB concentrations were set to

1.1 � 10�5 mM to avoid negative or undefined ratio values.

We assess the accuracy of a given data-assimilation trial with two ap-

proaches: 1) we calculate the root mean-square deviation (RMSD) between

the true system and the average of the analysis ensembles, summing over all

state variables, as a function of time:

RMSDðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m

Xm
j¼ 1

�
xaj ðtÞ � xtjðtÞ

�2vuut ; (7)

where xaj ðtÞ and xtjðtÞ are the jth element of the analysis and truth m-dimen-

sional vectors, respectively, at time t. We calculate the area under the RMSD

versus the time curve to quantify error for a single trial; 2) for each ensemble,

we predict the timing of the E-P and, when appropriate, P-M state transitions

and compare it with the true timing of these transitions. These calculations are

performed as follows: after each analysis step, each ensemble is simulated for

the remaining time of the 20-day simulation duration. The E-P and P-M state

transitions are determined as the time when N-cadherin expression increases

above 1.5 and 3.0 mM, respectively. Finally, we average the predicted thresh-

olds over all ensembles. This calculation is repeated for each analysis step.

Related to this second calculation, in a subset of data-assimilation trials, we

also calculate the accuracy of the prediction of the final cell state (i.e., epithe-

lial, partial, or mesenchymal) at the end of the simulation.

We first consider the case in which the same parameters are used to simu-

late both the truth and ensembles, using the baseline parameter set in Tian

et al. (19). To assess the data-assimilation approach in the context of param-

eter uncertainty, we then also consider the influence of model error by two

approaches: 1) modifying a single model parameter, specifically increasing

the snail1 mRNA degradation rate kd,s from 0.09 to 0.108, which alters the

dynamics of the first double-negative feedback loop and shifts the TGFb

doses associated with the E-P and P-M state transitions to higher levels

(see Fig. 5); and 2) randomly scaling a large subset of model parameters

(28 out of 44) to generate a ‘‘population’’ of model parameter sets, which

alters the TGFb dose and time dependence of EMT dynamics and qualita-

tively reproduces variability observed in in vitro experiments (see Fig. 9).

Both in the presence and absence of model error, we assessed RMSD and

state transition predictions for varying data-assimilation properties. Specif-

ically, we varied the time interval between observations/analysis steps

Dtobs, the number of ensembles k, and multiplicative inflation r. In sum-

mary analysis, for each set of data-assimilation properties, measures were

averaged over 25 trials to account for randomness in the initialization pro-

cess. For statistical analysis, the Kolmogorov-Smirnov test was used to

assess distribution normality. When appropriate, Student’s t-tests were per-

formed to compare distribution means. The Wilcoxon signed rank test was

used to compare RMSD error for trials with data assimilation with the error

for a trial without data assimilation. The Mann-Whitney U-test and Krus-

kal-Wallis test were used to assess statistical significance between trials

with different data-assimilation properties.
RESULTS

Data assimilation in the absence of model error

A representative data-assimilation experiment is shown in
Fig. 3, for which the truth (black line) and ensembles
(dashed blue lines) utilize the same model parameters



FIGURE 3 Data assimilation reconstructs unob-

served EMT dynamics. (A) The truth (black), en-

sembles (blue), and ensemble mean (magenta) are

shown as a function of time for key epithelial and

mesenchymal markers. (B) Observations (red stars)

of the E-cadherin/ZEB ratio are shown for each

observation interval Dtobs. Parameters: exogenous

TGFb ¼ 3 mM. Observation interval Dtobs ¼ 24 h,

number of ensembles k¼ 10, multiplicative inflation

r ¼ 1. To see this figure in color, go online.
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(i.e., no model error) and using synthetic E-cadherin/ZEB
ratiometric observations (red stars) with an observation in-
terval of 24 h, 10 ensembles, and no multiplicative inflation
(i.e., r ¼ 1). In both truth and ensemble simulations, 3 mM
TGFb is applied at time 0. The background ensemble mean
(magenta line) followed the true E-cadherin/ZEB ratio
within the initial 48 h (i.e., two analysis steps; Fig. 3 B).
Importantly, the dynamics of the unobserved state variables,
including SNAIL1, ZEB, E-cadherin, N-cadherin, and
endogenous TGFb, were also reconstructed successfully
by the background ensemble mean after 48 h (Fig. 3 A).
A B

C

We first quantified the accuracy of the data-assimilation
experiments by measuring RMSD error relative to the true
system (Fig. 4 A). RMSD error with data assimilation
(blue line) demonstrates small increases near the timing of
state transitions; however, the RMSD error is greatly
reduced compared with trials without data assimilation
(magenta). We next quantified the accuracy of the data-
assimilation corrected simulations to predict the true timing
of state transitions from the E-P state and P-M state. These
predictions were performed as follows: after each analysis
step, each ensemble was simulated for the remainder of
FIGURE 4 Data-assimilation error and predic-

tions. (A) The RMSD error (Eq. 7) for a trial with

(blue) and without (magenta) data assimilation

(DA) is shown as a function of time. The trial

without DA was initialized randomly, but no anal-

ysis steps were performed. (B) The truth (dashed

black) value and ensemble mean (blue) and ensem-

bles without DA mean (dashed magenta) predic-

tions for the E-P state transition and P-M state

transition are shown as a function of time. Ensemble

mean predictions 5 1 standard deviation (dashed

red) are also shown. Parameters for (A and B) are

the same as Fig. 3. (C) The average value for the

area under the RMSD versus time curve is shown

as a function of the observation interval Dtobs for

different number of ensembles k (solid lines) and

without DA (dashed magenta). In (C), 25 trials

per DA condition: Wilcoxon signed rank test,

yp < 10�10 (DA, k ¼ 10, 20, 50 (grouped) vs.

without DA), *p < 10�10 (DA, k ¼ 5, 10, 20, 50

(grouped) vs. without DA), zp < 10�10 (DA,

k ¼ 5 vs. without DA); Mann-Whitney U-test:

#p < 10�10 (DA, k ¼ 10, 20 50 (grouped) vs. DA,

k ¼ 5). Comparisons were performed for each Dtobs
value. To see this figure in color, go online.
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the 20-day duration, and the timing of each transition was
determined (if the transition was predicted). We then aver-
aged transition threshold over all ensembles. Because we
perform this prediction after each analysis step, we
thus report the predicted threshold as a function of time
(Fig. 4 B). We find that the ensemble mean predictions (solid
blue lines) initially underestimate the timing of both the E-P
and P-M state transitions, which occurs because a subset
of ensembles are initialized in or near a partial state. How-
ever, the data-assimilation predictions converge toward the
true timing of E-P and P-M state transitions (black dashed
lines) within 48 h (i.e., two analysis steps), which, impor-
tantly, is before either transition occurs (see Fig. 4 B). In
contrast, without data-assimilation corrections, predictions
of both transitions are underestimated (dashed magenta
lines).

We next varied the observation interval Dtobs and number
of ensemble members k (Fig. 4 C). For each condition, we
calculated the area under the RMSD curve, averaging over
25 trials to account for randomness in the initialization pro-
cess. Consistent with Fig. 4 A, for all observation intervals
and ensemble sizes, RMSD error area was significantly
less than the error for trials without data assimilation
(dashed magenta). We found that observation interval was
a highly significant factor (p < 10�10), whereas the effect
of the ensemble size was near significance (p ¼ 0.0758)
because of the difference in RMSD error area between
k ¼ 5 ensemble member trials and other ensemble sizes.
Beyond k ¼ 5 ensemble members, we find that varying
ensemble size had minimal effect on the RMSD error
area, i.e., the effect of ensemble size was not significant
(p ¼ 0.524), whereas the effect of the observation interval
remained highly significant (p < 10�10). Indeed, we find
that RMSD error area increased approximately linearly as
the observation interval increased, i.e., larger error for fewer
observations and analysis steps. These results demonstrate
that in the absence of model error, this data-assimilation
approach can greatly reduce error in predictions of system
variables and state transition timing in a manner that de-
A

B
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pends on the interval for observations while minimally de-
pending on ensemble size.
Data assimilation in the presence of model error

We next consider several conditions in which model error is
introduced and further consider key factors that determine
the predictive power of the data-assimilation approach.
We consider two different situations: 1) model error is intro-
duced by altering one parameter, which results in different
steady-state behavior for a given TGFb dose; and 2) model
error is introduced by altering a large subset of all parame-
ters (here, 28 parameters) to generate a ‘‘population’’ of
parameter sets.

Model error due to inaccuracy in one parameter

For the first situation, we consider a modified parameter set
in which the snail1 mRNA degradation rate kd,s is increased
from 0.09 to 0.108. This modification (red line, Fig. 5 A) al-
ters the dynamics of the first double-negative feedback loop
and right shifts the TGFb doses associated with the E-P and
P-M state transitions to higher levels relative to the baseline
parameter set (black line). Specifically, we consider four
exogenous TGFb doses (vertical dashed blue lines) that
result in four combinations of final steady states between
systems with the baseline parameter set and the modified
parameter set: 1) 1.1429 mM, which produces a partial
EMT state for the baseline system and an epithelial state
for the modified system; 2) 1.675 mM, which produces a par-
tial EMT state for both systems but with altered dynamics;
3) 2.626 mM, which produces a mesenchymal state on the
baseline system and a partial EMT state for the modified
system; and 4) 4.05 mM, which produces a mesenchymal
state for both systems but with altered dynamics (Fig. 5 B).

For the next series of synthetic experiments, the true sys-
tem uses the baseline parameter set, whereas the ensemble
simulations forecast using the modified parameter set with
an increased kd,s. Fig. 6 illustrates the performance of the
data-assimilation algorithm for k ¼ 20, r ¼ 1, and
FIGURE 5 Modified EMT dynamics and TGFb

dose dependence. (A) N-cadherin expression level

on day 20 is shown as a function of the exogenous

TGFb dose for baseline (black) and modified (red)

parameter sets. (B) N-cadherin expression as a func-

tion of time is shown for the four TGFb doses

denoted in (A) (vertical dashed blue lines). Param-

eters: kd,s¼ 0.09 (baseline), kd,s¼ 0.108 (modified).

Other model parameters are unchanged. To see this

figure in color, go online.



A B C D

FIGURE 6 DA fails to reconstruct EMT dynamics with model error, with frequent observations and without multiplicative inflation. (Top) N-cadherin

expression for the truth (black), ensemble members (dashed blue), and ensemble mean (magenta); (middle) RMSD error with (blue) and without (magenta)

DA; and (bottom) the truth value (dashed black) and ensemble mean (blue) and ensembles without DA mean (dashed magenta) predictions for state tran-

sitions are shown as a function of time for (A–D) four TGFb doses. Parameters: observation interval Dtobs ¼ 6 h, number of ensembles k¼ 20, multiplicative

inflation r ¼ 1. Truth system: kd,s ¼ 0.09 (baseline), ensembles: kd,s ¼ 0.108 (modified). To see this figure in color, go online.

Cell Fate Forecasting
Dtobs ¼ 6 h. For exogenous TGFb of 1.1429 mM (dose 1),
data assimilation failed to reconstruct the true system dy-
namics (Fig. 6 A, top panel) because the ensemble mean re-
mained in the epithelial state, whereas the true system
transitioned to a partial EMT state. RMSD error was compa-
rable to simulations without data assimilation (middle
panel), and furthermore, the E-P transition of the true sys-
tem was not predicted at any point throughout the simula-
tion (bottom panel). For exogenous TGFb of 1.675 mM
(dose 2), data assimilation successfully reconstructed the
true system dynamics (Fig. 6 B, top panel), with a reduction
of the RMSD error before the E-P transition (middle panel).
The ensemble prediction of the E-P transition was initially
overestimated (consistent with the modified parameter set;
see Fig. 5); the prediction improved throughout the simula-
tion but only accurately predicted the timing immediately
preceding the transition (bottom panel).

For exogenous TGFb of 2.626 mM (dose 3), data assimi-
lation failed to reconstruct the true system dynamics
because the ensemble mean remained in a partial EMT state,
whereas the true system transitioned to a mesenchymal state
(Fig. 6 C, top panel), similar to the first example. Similarly,
P-M transition of the true system was not predicted at any
point throughout the simulation, although the E-P transition
was accurately predicted (bottom panel). Finally, for exog-
enous TGFb of 4.05 mM (dose 4), data assimilation success-
fully reconstructed the dynamics of the E-P transition of the
true system; the ensemble mean also reproduced the P-M
transition, although at a later time than the true system
(Fig. 6 D). The ensemble predictions of both the E-P and
P-M transition were initially overestimated; the E-P transi-
tion prediction converged on the true timing, whereas the
P-M prediction improved but did not converge before the
transition occurred in the true system. Thus, in general,
these data-assimilation conditions failed to predict the
timing of state transitions and only predicted steady-state
response when the steady state of true and modified param-
eter sets were the same (i.e., simulations without data assim-
ilation would also predict the steady-state response).

We next consider the effect of incorporating multiplica-
tive inflation by increasing r to 1.4 (Fig. 7). For all TGFb
doses, the ensemble mean accurately reproduces the dy-
namics of the true system (top panels), and the RMSD error
remained lower than simulations without data assimilation
(middle panels). Furthermore, for all exogenous doses, the
predictions of the state transitions timings converged to
the true values (bottom panels). Importantly, although for
TGFb doses 1 and 3, the E-P and P-M transitions, respec-
tively, are initially not predicted to occur, after a sufficient
time, these transitions are predicted and indeed converge
Biophysical Journal 118, 1749–1768, April 7, 2020 1757
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FIGURE 7 DA successfully reconstructs EMT dynamics with model error, with frequent observations and multiplicative inflation. (Top) N-cadherin

expression for the truth (black), ensemble members (dashed blue), and ensemble mean (magenta); (middle) RMSD error with (blue) and without (magenta)

DA; and (bottom) the truth value (dashed black) and ensemble mean (blue) and ensembles without DA mean (dashed magenta) predictions for state tran-

sitions are shown as a function of time for (A–D) four TGFb doses. Parameters: observation interval Dtobs ¼ 6 h, number of ensembles k¼ 20, multiplicative

inflation r ¼ 1.4. Truth system: kd,s ¼ 0.09 (baseline), ensembles: kd,s ¼ 0.108 (modified). To see this figure in color, go online.
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to the true value (Fig. 7, A and C, bottom panels). Thus, we
find that incorporating multiplicative inflation greatly im-
proves the predictions of state transitions sufficiently before
their respective occurrence in the presence of model error.
We further investigate how the inclusion of multiplicative
inflation improves state reconstruction in the presence of
model error by plotting the unobserved state variables for
the four TGFb doses (Figs. S1–S4). We find that the model
error in the snail1 mRNA degradation rate results in reduced
snail1 mRNA levels, relative to the truth, both with and
without multiplicative inflation, as would be expected.
However, in the presence of multiplicative inflation, micro-
RNAs miR-34 and miR-200 are altered, reducing their
levels closer to the truth and resulting in more accurate pre-
dictions of SNAIL1 and ZEB expression levels, respec-
tively, and in turn more accurate prediction of E-cadherin
and N-cadherin levels and associated EMT state. Kadakia
and colleagues found similar compensatory shifts in the
setting of model error using data assimilation to estimate
model parameters in neurons (48).

In the Supporting Material, using the data-assimilation
parameters in Fig. 7 with r ¼ 1.4 and Dtobs ¼ 6 h, we
consider the case for which the true system used the modi-
fied parameter set and the ensembles used the baseline pa-
1758 Biophysical Journal 118, 1749–1768, April 7, 2020
rameters (Fig. S5). Similar to Fig. 7, we find that the
ensemble mean successfully reproduces the dynamics of
the true system (top panels), and RMSD error is consistently
less than simulations without data assimilation (middle
panels). We also investigate the importance of the observa-
tion interval by increasing Dtobs to 24 h (Fig. S6). We find
that in general, in contrast to Fig. 7, even with the inclusion
of multiplicative inflation, the data-assimilation approach
fails to reproduces the dynamics of the true system: for
TGFb dose 1, the steady-state dynamics are predicted but
the timing of the E-P transition is not, whereas for dose 3,
the steady-state dynamics are not predicted, and the P-M
transition is not predicted to occur at any point during the
simulation. Thus, we find that even with the inclusion of
multiplicative inflation, infrequent observations and anal-
ysis step corrections can result in a failure to predict the
true system dynamics and associated state transitions.

These simulations suggest that data assimilation with prop-
erly determined parameters can accurately reproduce the true
system dynamics for conditions in which model error without
data assimilation would lead to a failure to predict a state
transition (as in Figs. 6 and 7) or to an erroneous prediction
of a state transition (as in Fig. S5). To quantitatively summa-
rize the predictive power of the data-assimilation approach



Cell Fate Forecasting
with the presence of model error, we next performed a param-
eter study over a wide range of TGFb doses and different
data-assimilation properties, varying k, r, and Dtobs. We per-
formed 25 trials for each case and quantified the mean RMSD
error area under curve over these trials (Fig. 8). For nearly all
conditions, RMSD error area was significantly less with data
assimilation compared with trials without data assimilation.
Across all TGFb doses, ensemble size was a marginally sig-
nificant factor on the RMSD error area, whereas observation
interval and multiplicative inflation were highly significant
(see Fig. 8). We find that in the absence of multiplicative
inflation (r ¼ 1), RMSD error area is only slightly better
than simulations without data assimilation (magenta line)
for most TGFb doses and generally did not depend on obser-
vation interval or ensemble size. Consistent with Figs. 6, 7,
and S6, incorporating multiplicative inflation reduced error,
generally more so for sufficiently small observation intervals
(typically less than 24 or 48 h). For intermediate multiplica-
tive inflation r ¼ 1.2, error decreased as the observation in-
terval decreased. For larger multiplicative inflation r of 1.4
or 1.6, error had a U-shaped dependence, with a minimal er-
A B C

FIGURE 8 Optimal observation intervals and multiplicative inflation reduce p

the area under the RMSD versus time curve is shown as a function of the obse

without DA (dashed magenta) for (A–D) four TGFb doses and multiplicative infl

line); ensembles: kd,s¼ 0.108 (modified). 25 trials per DA condition:Wilcoxon si

Kruskal-Wallis tests for k: p ¼ 0.0698, 0.00013, 0.0159, 0.0334 (TGFb doses 1–

TGFb doses). Note that trial variability tended to decrease for largerDtobs such th

when the average values were similar (as in A, r ¼ 1). To see this figure in col
ror for Dtobs of 6 h typically, for all TGFb doses. This dem-
onstrates that although observations are necessary with a
sufficiently frequent interval to reduce error, too-frequent ob-
servations (and analysis steps) results in overcorrection (i.e.,
ensemble collapse) and an increase in error. Further, for
larger multiplicative inflation (r ¼ 1.4–1.6) and short obser-
vation intervals Dtobs below 6 h, a subset of data-assimilation
trials became unstable because of state variables in the non-
physiological regime, resulting in a dramatic increase in the
mean RMSD error, which occurred more frequently for
larger ensemble sizes.

We additionally performed the same broad data-assimila-
tion parameter study, for which the true system used the
modified parameter set and the ensemble background used
the baseline parameter set (as in Fig. S5). Similar to the pre-
vious study (Fig. 8), without multiplicative inflation, RMSD
error generally does not depend on the ensemble size or
observation interval, although for this case, it is generally
lower than simulations without data assimilation (Fig. S7).
Also, as in Fig. 8, error decreases for smaller observation in-
terval Dtobs for moderate multiplicative inflation (r ¼ 1.2),
D

rediction error of EMT dynamics, with model error. The average value for

rvation interval Dtobs for different number of ensembles k (solid lines) and

ation values r (different rows). Parameters: truth system, kd,s ¼ 0.09 (base-

gned rank tests, *p< 0.05 (DA, k¼ 5, 10, 20, 50 (grouped) vs. without DA).

4, respectively); for Dtobs: p < 10�10 (all TGFb doses); for r: p < 10�10 (all

at statistical differences between DA and without DA trials were found, even

or, go online.
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whereas error generally has a U-shaped dependence for
larger multiplicative inflation (r ¼ 1.4–1.6), with a mini-
mum near Dtobs of 3 or 6 h. We similarly find dramatic in-
creases in error for larger r and small Dtobs. Thus, across
a wide range of data-assimilation experiments incorporating
model error and multiple TGFb doses resulting in different
EMT states, we find that moderate multiplicative inflation
and short observation intervals consistently demonstrate
the smallest predictive error.

Model error in a large population of parameter sets

Finally, we investigate the predictive accuracy of the data-
assimilation approach in the setting of model error associ-
ated with a large ‘‘population’’ of model parameter sets.
Specifically, the truth system was drawn from a population
of model parameter sets that reproduces the biological vari-
ability in cell state that is observed in experiments, in which
multiple cell states (i.e., epithelial, partial, or mesenchymal
state) are observed at a given TGFb dose concentration and
duration (8). To generate a population of model parameter
sets, random scaling factors for the basal and regulated
production, transcription, and translation rates and degrada-
tion rates for endogenous TGFb, snail1 mRNA, SNAIL1,
miR-34, zeb mRNA, ZEB, and miR-200 (i.e., the first 28 pa-
rameters in Table S2) were chosen from a log-normal distri-
A

B

FIGURE 9 Population of model parameter sets reproduces experimental heter

eter set (thick black line) and a subset of the population members is shown as

simulations out of 1000 are shown for clarity. (B) The percentage of cells in th

as a function of time for different exogenous TGFb doses. Parameters: baselin

were randomly drawn as described in the text. To see this figure in color, go on
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bution with median 1, following an approach similar to
Sobie (20). Distribution parameter s ¼ 0.075, the standard
deviation of the distribution of the log-transformed vari-
ables, determines the parameter variability. As illustrated
in Fig. 9, we drew 1000 random parameter sets and simu-
lated the response to five different exogenous TGFb doses.
The time course for N-cadherin expression and the distribu-
tion of different cell states are shown in Fig. 9, A and B,
respectively. This population of simulations qualitatively re-
produces the cell state distribution observed by Zhang and
colleagues (cf. Fig. 6 C in (8)). Steady-state distributions
of cell state further illustrate the heterogeneous mixture of
cell state for moderate TGFb doses (Fig. S8). Note that
we increase the rate constant scaling factor k ¼ 2 in these
and subsequent simulations to more closely match the
time course of the experimental results.

To quantify the accuracy of the data-assimilation
approach in the setting of physiological model error, we
performed simulations with the truth system using each
individual parameter set from the population and the
ensemble background system using the baseline parameter
set. The ensemble mean value of the N-cadherin expres-
sion level was used to predict the current cell state, and
the ensembles were simulated for the remaining time in
the 15-day simulation to predict the final cell state. The
ogeneity in cellular state. (A) N-cadherin expression for the baseline param-

a function of time for different exogenous TGFb doses. Note that only 50

e epithelial (blue), partial (green), and mesenchymal (red) states is shown

e parameter values in Table S2, except k ¼ 2. Population parameter sets

line.
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accuracy of both current and final state predictions was
calculated over all 1000 parameter sets and as a function
of time.

In Fig. 10, we consider data assimilation with multiplica-
tive inflation for several exogenous TGFb doses. For a low
exogenous TGFb dose (0.3 mM, first column), all population
parameter sets and the baseline parameter set remain in the
epithelial cell state for all 15 days such that current and final
cell state predictions are trivially correct for 100% of param-
eter sets. For an intermediate exogenous TGFb dose
(1.1 mM, second column), most parameter sets result in
either a final epithelial or partial EMT state, with a small
final mesenchymal cell state subset (see Fig. 9 B). Over
all 1000 parameter sets, we find that the current state predic-
tion (solid red) accuracy remains near 90% for the entire
15-day simulation duration (Fig. 10 A). The final cell state
prediction is initially just above 50% and then increases
near day 7 (solid blue).

We further quantify prediction accuracy for subsets of
the population based on the true final cell state. For this in-
termediate TGFb dose, the baseline parameter set results in
a final partial EMT state. Thus, for the final partial EMT
state subset, the current state prediction (solid red) is
near 100%, and the final state prediction (solid blue) is
A

B

C

D

FIGURE 10 Accuracy of state prediction in a population of model parameter

approach prediction of the current and final (at day 15) cell state (i.e., epithelial,

lines, respectively). Corresponding predictions without DA are shown in dashed

is shown in (A), and the subsets of simulations in which the final cell state is

Parameters: Dtobs ¼ 3 h, r ¼ 1.4, k ¼ 20. Note that the values for the final st

100% for all time points in (B)–(D), depending on the final state for the baselin
100% for all time points (Fig. 10 C, second column). For
the final epithelial state subset (Fig. 10 B, second column),
current cell state prediction accuracy is initially at 100%
bcause the entire population and the baseline parameter
set are both initially in the epithelial state. Current cell
state prediction accuracy decreases with time because the
baseline parameter set does not accurately reconstruct all
of population subset that remain in the epithelial state;
however, predictive accuracy is still quite high, near 90%
for all time points. The final cell state prediction is initially
0%; however, predictive accuracy increases sharply above
50% at day 7. Similarly, for the final mesenchymal state
subset (Fig. 10 D, second column), current cell state predic-
tions are near 90% for all time points, although fluctuating
because of the small size of this subset. The final cell state
prediction is also initially 0% and then increases around
day 5. Importantly, for both the epithelial and mesen-
chymal final state subset (i.e., parameter sets in which
the true final state differs from the baseline parameter
set), the final state is accurately predicted in a majority
of parameter sets by around day 10, several days before
the end of the 15-day simulation.

For a larger exogenous TGFb dose (2.2 mM, third col-
umn), most parameter sets result in either a final partial
sets, with model error and multiplicative inflation. The accuracy of the DA

partial, or mesenchymal) is shown as a function of time (solid red and blue

green and black lines, respectively. The accuracy out of all 1000 simulations

epithelial, partial, and mesenchymal are shown in (B)–(D), respectively.

ate prediction without DA (dashed black) are, by definition, either 0% or

e parameter set. To see this figure in color, go online.
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or mesenchymal state, with a small final epithelial state
subset. For this larger TGFb dose, the baseline parameter
set results in a final mesenchymal state, and thus, the cur-
rent and final state prediction accuracy for the final mesen-
chymal subset is near and at 100%, respectively (Fig. 10 D,
third column). The final state prediction is initially 0% for
the final epithelial subset (Fig. 10 B) and final partial subset
(Fig. 10 C) and then increases around days 12 and 8,
respectively. For higher exogenous TGFb doses (2.95 and
9 mM, fourth and fifth columns), most parameter sets result
in a final mesenchymal state such that predictions of the
final mesenchymal subset are highly accurate. Final cell
state predictions of the partial subset are initially inaccurate
and increase sharply just before the end of the 15-day
simulation. Thus, we find that the data-assimilation
approach can accurately predict the current cell state with
high accuracy at all time points. Further, the final cell state
is accurately predicted for a wide range of TGFb dose con-
ditions in the majority of parameter sets in the population.
Importantly, for cases in which the true final state differs
from that of the baseline parameter set, the final state can
still be accurately predicted in a majority of simulations
several days before the end of the experiment. In the Sup-
porting Material, we illustrate that final cell states are not
FIGURE 11 Parameter distributions for correct and incorrect final state predic

rect (red) predictions of the final cell state after 10 days are shown for each mo

value. Vertical dashed lines denote distribution means. Parameters: exogenous T

(correct versus incorrect prediction parameter scaling factors). To see this figur
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accurately predicted in the absence of multiplicative infla-
tion (Fig. S9), and final state prediction accuracy improves
with multiplicative inflation and shorter observation inter-
vals (Fig. S10).

For a final analysis, we investigate the differences be-
tween the distribution of the parameter sets in the popula-
tion for which the final state is accurately or inaccurately
predicted. Specifically, we consider the TGFb dose of 1.1
mM (Fig. 10, second column), and we identify the param-
eter values in sets that correspond with accurate prediction
of the final cell state at day 10. In Fig. 11, we plot histo-
grams of all parameter value scaling factors (such that a
value of 1 corresponds with the baseline parameter value)
for correct (blue, 788 values) and incorrect (red, 212
values) final state predictions. Interestingly, although we
find differences in the distributions and distribution means
(vertical dashed lines) in several of the parameters, the
largest statistical differences occur for several of the degra-
dation rate and Hill constant parameters (kd- and J-values,
respectively). This suggests that model error due to inaccu-
rate degradation rates or Hill constants may be particularly
critical in the prediction of cell state using this data-assim-
ilation approach, although a more thorough study of the
relationship between model error, cell state prediction,
tions. Histograms of parameter scaling factors for correct (blue) and incor-

del parameter. Scaling factor of 1 corresponds with the baseline parameter

GFb ¼ 1.1 mM, Dtobs ¼ 3 h, r ¼ 1.4, k ¼ 20. Student’s t-test: *p < 0.01

e in color, go online.
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and data-assimilation properties is a focus of ongoing
work.
DISCUSSION

Summary of main findings

In this study, we use a data-assimilation approach for a se-
ries of synthetic experiments to forecast cell fate in the
setting of EMT. First, proof-of-concept in silico experiments
are performed in which experimental observations are pro-
duced from a known computational model with the addition
of noise but in the setting of no model error, i.e., all model
parameters are assumed to be known. In the absence of
model error, EMT dynamics are successfully reconstructed,
generally within 48 h of observations.

To mimic parameter uncertainty present in in vitro exper-
iments, we introduce model error in a manner that shifts the
TGFb doses and dynamics associated with state transitions
because of discrepancies in either a single or many model
parameters. In the presence of model error, EMT dynamics
are successfully reconstructed using the data-assimilation
approach, incorporating multiplicative inflation and an
optimal observation interval. That is, sufficiently frequent
observations are needed to observe and predict EMT transi-
tions, whereas a sufficient interval between observations and
the addition of multiplicative inflation mitigate overconfi-
dence in model predictions. The inclusion of multiplicative
inflation increases relative confidence in observations and
overcomes the incorrect model dynamics driven by model
error, in particular by altering the levels of (unobserved) reg-
ulatory microRNAs. With these ideal conditions, even in the
presence of model error, the timing of EMT state transitions
and the final cell state behavior are successfully predicted.
Further, we find that these results negligibly depend on
the number of ensembles in the EnKF, demonstrating that
a computationally efficient approach using fewer ensembles
is feasible and sufficient.

EMT is a process characterized by a phenotypic shift in
epithelial cells to motile and oftentimes invasive mesen-
chymal cells. This tightly regulated process is fundamental
in the generation of new tissues and organs during embryo-
genesis and is a key factor in tissue remodeling and wound
healing (1–3). Although EMT is critical for development, its
misregulation is implicated in many diseases, including car-
diac fibrosis, cirrhosis, and cancer. In these disease states, it
is not only crucial to understand what drives EMT to better
understand the pathology, it is equally important to predict
the timing of EMT-associated state transitions, with an
eye toward developing effective therapies (i.e., system per-
turbations) to reverse EMT-related disorders. One of the
main complications with making such predictions is the
limited number of EMT-associated markers that can be
observed experimentally in an individual live cell experi-
ment; all experimental measurements are inherently
providing an incomplete snapshot of the system state at a
given moment in time.

The data-assimilation approach presented in this study
demonstrates several key advances in the prediction of
EMT dynamics: 1) expression levels of unmeasured EMT-
associated cell markers are accurately reconstructed and
predicted based on a single ratiometric measurement of
two cell markers. Although these predictions are inherently
limited by the details of the biophysical model from which
they are based, this approach can be easily adapted to utilize
more detailed predictive models of cell signaling to predict
expression levels of additional unmeasured markers; 2) by
integrating a predictive biophysical model with experi-
mental observations, we can accurately predict future
events, specifically the timing of cell phenotype state transi-
tions and final cell state. This technique can be more gener-
ally applied as a tool to probe responses to various
experimental perturbations applied at different stages and
timings throughout the EMT process, such as changes in
TGFb dose or agonists and antagonists of different signaling
pathways, that can be predicted and then applied in real
time. Both of these extensions are the focus of ongoing
future work.
Applications of real-time predictive forecasting

As a preliminary example, we highlight the utility of real-
time predictive cell forecasting and demonstrate how it
can be used to improve an experimental protocol. As noted
above, there is recent evidence to suggest that the partial
state transition between the epithelial and mesenchymal
state is in fact comprised of multiple intermediate states
(13–15), and thus, it would be of interest to develop an
experimental protocol to suppress the transition into the
mesenchymal state and promote the stability of a partial
EMT state to investigate the heterogeneity of different cell
markers in this hybrid state. However, as shown by Zhang
and colleagues (8) (reproduced in Figs. 9 and S8), applica-
tion of a moderate exogenous TGFb dose would be expected
to result in a mix of epithelial, partial, and mesenchymal cell
states because of variability within a population of cells.

In Fig. 12, we illustrate an example in which the truth sys-
tem is governed by a parameter set generated by the popu-
lation approach described above, and the ensemble
parameter set is the baseline parameter set. For the applied
exogenous TGFb dose, the baseline parameter set results in
a partial EMT state (gray line, Fig. 12 A), whereas the truth
system is in the mesenchymal state after 10 days (black
line). Using the data-assimilation approach, the ensemble
mean (solid blue) reconstructs the system for a specified
time period (3 days, vertical dashed line). At this time point,
the ensembles are projected until the simulation end and,
without additional observations, accurately forecast the later
transition into the mesenchymal state (dashed blue line). At
the time of this projection, we can apply a system
Biophysical Journal 118, 1749–1768, April 7, 2020 1763



A B FIGURE 12 Real-time prediction of cell state and

perturbations. (A) N-cadherin expression for the

truth (solid black) and baseline parameter set (solid

gray) is shown as a function of time. The ensemble

mean (solid blue) from the DA approach is shown

as a function of time up to 72 h (vertical dashed

line). After 72 h, the ensemble projection (the

average of all ensemble forecasts) is shown as a

function of time for the remainder of the simulation.

(B) After 72 h, N-cadherin expression for the truth

(thick), ensemble projection (dashed), and baseline

parameter set (thin) is shown as a function of time

for the cases of the ZEB degradation rate kd,Z scaled

by a factor of 1.1 (red lines) and 1.8 (green lines). Pa-

rameters: exogenous TGFb ¼ 2.15 mM, observation

interval Dtobs ¼ 6 h, multiplicative inflation r ¼ 1.4,

number of ensembles k ¼ 20. Ensembles: baseline

parameter set (Table S2), except k ¼ 2, and kd,Z
altered as described in the text. To see this figure

in color, go online.
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perturbation expected to suppress the mesenchymal transi-
tion and predict the response. In this example, we consider
a hypothetical agonist that increases the ZEB degradation
rate kd,Z. We find that a small increase does not suppress
the mesenchymal transition (thick red line), whereas a larger
increase maintains a partial EMT state (thick green line),
and importantly, both of these final cell states are accurately
predicted by ensemble projection (dashed red and green
lines, respectively), whereas the baseline parameter predicts
a partial EMT state for both cases (dotted red and green
lines, respectively). In future work, we plan to more system-
atically investigate different perturbations and protocols to
determine conditions in which such approaches would be
predicted to be successful.
Extensions to complete model error and model
selection

Although the synthetic studies performed here consider ex-
amples of model error that arise because of inaccurate
parameter values, which subsequently shift the TGFb dose
dependence of the EMT state transitions, the fundamental
A B C

of ensembles k¼ 20. True system: equations given by Eq. S4.4 and parameters in

{t/tramp, 1}, Imax ¼ 150,000 molecules, tramp ¼ 96 h. Ensembles: baseline param
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mechanisms governing these transitions are conserved,
i.e., both the true and forecasting models are governed by
cascading bistable switches. For a final demonstration of
the utility of the data-assimilation approach, we consider a
more complete example of model error in which the true
system is governed by differing molecular mechanisms.
We consider the EMT model from Lu and colleagues (49),
which models the core dynamics of SNAIL and ZEB
signaling with detailed microRNA-mediated regulation
and similarly reproduces epithelial, partial EMT, and
mesenchymal states. However, in this model formulation,
the state transitions are governed by a ternary chimera
switch (8), in which the miR-34/SNAIL subsystem is mono-
stable, whereas the miR-200/ZEB subsystem forms a
ternary switch, i.e., the subsystem has three steady states
that correspond with the epithelial, partial EMT, and mesen-
chymal states.

In Fig. 13, we consider an example in which the fore-
casting ensemble model is governed by the baseline Tian
et al. model (19), whereas the true system is governed by
the Lu et al. (49) model, augmented with Eqs. 1h and 1i gov-
erning E-cadherin and N-cadherin dynamics, respectively,
FIGURE 13 DA successfully predicts state transi-

tions in the setting of complete model error. (A)

N-cadherin expression for the truth (black),

ensemble members (dashed blue), and ensemble

mean (magenta); (B) RMSD error with (blue) and

without (magenta) DA; and (C) the truth value

(dashed black) and ensemble mean (blue) and en-

sembles without DA mean (dashed magenta) predic-

tions for state transitions are shown as a function of

time. Molecular counts in the Lu et al. model were

rescaled assuming comparable maximal concentra-

tions for appropriate comparison with the Tian

et al. model. Parameters: observation interval

Dtobs ¼ 6 h, multiplicative inflation r ¼ 1.1, number

Tables S1 and S4 in (49). EMT stimulus (analogous to TGFb) I(t)¼ Imaxmin

eter set (Table S2), TGFb ¼ 3 mM. To see this figure in color, go online.
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for comparison with the Tian et al. model. We find that the
data-assimilation approach ensemble average (magenta)
reasonably reconstructs N-cadherin expression levels
(Fig. 13 A), although individual ensembles appear ‘‘jagged’’
or noisy (blue). Further, the timing of the P-M transition is
also successfully predicted, whereas the approach overesti-
mates the timing of the E-P transition, likely because of the
differences in dynamics governing SNAIL (Fig. 13 C). The
predicted dynamics of the unobserved state variables are
closer to the true system compared with ensembles without
data assimilation; however, interestingly, most unobserved
state variables still differ from the true system (Fig. S11),
demonstrating that complete reconstruction of true system
state dynamics is not necessary for accurate prediction of
state transitions. Thus, despite the significant differences
in governing dynamics in the setting of complete model er-
ror, we find that the data-assimilation approach can predict
EMT state transitions.

Although further work is needed to broadly characterize
the approach in this setting of complete model error, our
preliminary assessment found that the predictive accuracy
was highly sensitive to the data-assimilation parameters.
Interestingly, this suggests that the data-assimilation
approach may be utilized to determine the model formula-
tion most representative of the true system, i.e., model selec-
tion. By considering a ‘‘competition’’ of candidate models
for the forecasting ensemble model, a selected model would
ideally be accurate for a wide range of experimental condi-
tions and robust to different data-assimilation algorithmic
parameters.
Prior data-assimilation applications to biological
systems

A few prior studies have applied data-assimilation ap-
proaches to different biological systems. Several studies,
including those by two of the authors of this work, have re-
constructed excitable cell dynamics for various levels of
scale and complexity. Munoz and Otani applied a Kalman
filter on single cardiac cells to predict the dynamical
behavior of state variables not directly observed such as
intracellular ionic concentrations (50). Hoffman and col-
leagues used an EnKF approach to reconstruct complex
electrical rhythms in one-dimensional and three-dimen-
sional cardiac tissues and similarly found that the addition
of inflation in the data-assimilation algorithm was pivotal
to improve prediction accuracy while also showing minimal
influence of ensemble size (38,39). Several studies by Ham-
ilton and colleagues have applied data-assimilation ap-
proaches to predict dynamics of neural electrical activity,
including determination of neural network connectivity
(33) and reconstruction of intracellular ion concentrations
(34) and of intracellular potential (35). Moye and Diekman
apply two different classes of data-assimilation approaches
to improve estimates of both neural cell state and model pa-
rameters for different types of bifurcation behavior (40). Ul-
lah and Schiff applied Kalman filters to predict unobserved
states in neurons and small neural networks (36,37).

Data assimilation has also successfully been applied to
improve predictions of a human brain tumor growth in
in silico experiments using synthetic magnetic resonance
images (32). Using predictions from a simple tumor growth
model and integrating measurements from a more detailed
model, the data-assimilation algorithm successfully pro-
duced accurate qualitative and quantitative analysis of brain
tumor growth. A similar Kalman filter approach has also
been applied to dynamical state reconstruction, with a focus
on prediction of unobserved state variables and parameter
estimation in models of mammalian sleep dynamics (42)
and blood glucose levels (41). In several studies, Abarbanel
and colleagues used a variational data-assimilation
approach to estimate both state variables and parameters
in neurons and neuronal networks (48,51,52). In general,
prior work has focused on reconstructing physiological sys-
tem dynamics, often predictions of unobserved system
states, with several applications to excitable cells and tissue.
Although the dynamics of these systems are often governed
by excitable, oscillatory, and bursting behavior, here we
consider a system with distinct dynamics that are regulated
by multiple bistable switches, and we show that data assim-
ilation can successfully reconstruct cell state dynamics and
transitions in such a system that governs cell phenotype.
Limitations

Because this study is an initial proof-of-concept demonstra-
tion of using data assimilation to predict EMT dynamics,
there are several key limitations to be addressed in future
studies. The Tian et al. model used in this study represents
the core regulatory pathway of TGFb-induced EMT.
Although the model is based on key experimental findings
of the interactions of critical transcription factors and micro-
RNAs regulating the EMT process (19), there are other
signaling pathways (e.g., Wnt and b-catenin signaling
(53,54)) involved in EMT that are not accounted for. How-
ever, our approach can be naturally extended to account for
the details of additional signaling pathways. As an initial
test, we only consider signaling occurring in a single cell
and do not consider spatial interactions occurring within a
multicellular tissue during EMT. Predictions within a multi-
cellular tissue are inherently more challenging because
multicellular tissues can exhibit spatial heterogeneity in
cell phenotype, both initially and as a function of time.
Model development of the spatial interactions during the
EMT process is complex, and this challenge is indeed an
area of ongoing work within our lab (55) and others
(18,56–58). As described by Hunt and colleagues (28), the
EnKF can be further extended to account for spatial locali-
zation and interacting spatial dynamics, and we plan to
extend the approach demonstrated here to multicellular
Biophysical Journal 118, 1749–1768, April 7, 2020 1765
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tissues in the future as well. We note that although the EnKF
is just one of several possible extensions of the linear Kal-
man filter for nonlinear problems, with other nonlinear ap-
proaches including the extended Kalman filter, unscented
Kalman filter, and particle filter (59), the EnKF was devel-
oped for data assimilation with high-dimensional systems
for which the covariance matrices are difficult to compute
directly. Data assimilation using a model composed of hun-
dreds of cells undergoing EMTwould result in such a high-
dimensional system, and thus, this future application to
multicellular tissue motivated our choice of the EnKF
with the single-cell model.

In weather forecasting, the hourly forecast is typically
more accurate than 10-day predictions, and we similarly
find that predictions throughout the data-assimilation pro-
cess generally were more accurate closer to the timing of
the predicted state transitions, i.e., short-term predictions
were more accurate than long-term predictions. This can
be observed in Figs. 4 B and 7 (bottom panels), as the state
transition predictions become more accurate at later time
points and converge to the true value, and also in Fig. 10,
as the final state predictions (blue lines) increased greatly af-
ter�7 days. Indeed, our numerical experiments demonstrate
that the timescale for accurate predictions is on the order of
5–10 days, depending on conditions. Whereas short-term
predictions can be quite accurate despite model error,
long-term predictive accuracy suffers specifically because
of parameter inaccuracy because the impact of inaccurate
parameters on system dynamics compounds as the time
since the most recent observation increases. In this study,
we consider model error in the setting of either a single inac-
curate parameter or multiple simultaneous inaccurate pa-
rameters. As noted above, many data-assimilation studies
have focused on the estimation of both state variables and
model parameters. The parameter estimation problem is a
natural extension of the approach described here by
including estimated parameters in the state variable vector
with trivial dynamics (i.e., derivative equal to 0). Variational
data-assimilation methods such as 4D-Var (60) have been
particularly successful at parameter estimation in neuronal
and cardiac models (40,48,51,61). One challenge with the
inclusion of parameter estimation is the determination of
which parameters to estimate. Estimation of all model pa-
rameters could result in compensatory changes that may
improve current state prediction but not necessarily produce
accurate reconstruction of true parameter values and thus
limit long-term projections and prediction of the responses
to system perturbations. However, importantly, our analysis
of differences between parameter sets with accurate and
inaccurate final cell state prediction suggested that accurate
reconstruction of degradation rates and Hill constants may
be critical and thus is a natural target for our initial param-
eter estimation investigation.

In this study, we demonstrated that the EnKF can accu-
rately predict EMT dynamics in the setting of model error
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without additionally estimating model parameters. This is
particularly useful in the situation in which the inaccurate
model parameters are not known. Although the approach
did require thorough investigation of data-assimilation pa-
rameters—specifically, observation interval and multiplica-
tive inflation—importantly, we were able to identify
algorithmic parameters that performed consistently across
a wide range of conditions and model parameter regimes.
In future work, we plan to perform a systematic study of
physiological model error in EMT dynamics with parameter
estimation. Finally, our long-term goal is to consider real-
istic biological model error, that is, using our approach
with in vitro observations from fluorescence measurements
of the E-cadherin-ZEB dual sensor in living cells, and ulti-
mately to predict and alter cell fate during EMT in real time.
CONCLUSIONS

In this study, we use data assimilation to forecast cell fate
during EMT. Using the data-assimilation approach incorpo-
rating multiplicative inflation and an optimal observation in-
terval, EMT dynamics can be successfully reconstructed,
and state transitions can be predicted before they occur,
providing an opportunity to predict responses to biochem-
ical perturbations in real time.
SUPPORTING MATERIAL

Supporting Material can be found online at https://doi.org/10.1016/j.bpj.

2020.02.011.
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