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ABSTRACT

Hybridization of rRNAs to microarrays is a promising
approach for prokaryotic and eukaryotic species
identification. Typically, the amount of bound target
ismeasuredby fluorescent intensity and it isassumed
that the signal intensity is directly related to the target
concentration. Using thirteen different eukaryotic
LSU rRNA target sequences and 7693 short perfect
match oligonucleotide probes, we have assessed
current approaches for predicting signal intensities
by comparing Gibbs free energy (DG�) calculations to
experimental results. Our evaluation revealed a poor
statistical relationship between predicted and actual
intensities. Although signal intensities for a given
target varied up to 70-fold, none of the predictors
were able to fully explain this variation. Also, no
combination of different free energy terms, as
assessed by principal component and neural
network analyses, provided a reliable predictor of
hybridization efficiency. We also examined the
effects of single-base pair mismatch (MM) (all pos-
sible types and positions) on signal intensities of
duplexes. We found that the MM effects differ from
those that were predicted from solution-based hybri-
dizations. These results recommend against the
application of probe design software tools that use
thermodynamic parameters to assess probe quality
for species identification. Our results imply that
the thermodynamic properties of oligonucleotide
hybridization are by far not yet understood.

INTRODUCTION

High throughput technologies, such as DNA microarrays, have
significant potential for identifying organisms in many areas of
biomedical science, including health care, biological defense
and environmental monitoring. Several microarray platforms
are currently used: dot blots on synthetic membranes or planar
arrays (1,2) and gel-pad microarrays on glass slide (3–5). In
addition, several platforms are under development: microbead
microarrays (6,7) and electronic (8,9) and cantilever arrays
(10). All platforms share the common attribute that a sensor
detects a signal from target sequences hybridized to immobi-
lized oligonucleotide probes. The intensity of this signal pro-
vides a measure of the amount of bound nucleic acid from a
sample.

Ribosomal RNAs (rRNA) are particularly suitable for spe-
cies identification procedures, because they occur universally,
contain conserved as well as divergent regions, and are highly
abundant in cells. Identification of microorganisms relies
heavily on rRNA hybridization schemes (11,12), while
applications for small eukaryotic soil or water organisms
are currently emerging (14,15,18). The promise of these latter
applications is that PCR amplification steps may not be
required for detection, since multicellular organisms contain
a sufficient amount of rRNA to allow direct detection of single
individuals on a microarray platform (11–13,18).

In comparison to standard microarray applications for
detecting specific mRNAs, there are extended requirements
for the specific and reliable detection of organisms. First, since
it is necessary to potentially distinguish closely related species,
which differ only at a few nucleotide positions, one can only
use relatively short oligonucleotides as probes, to ensure spe-
cificity. Second, because of the same reason, one has often
only a limited set of options for choosing specific probes. And
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finally, it is of particular importance that the specific probes
yield a high signal to noise ratio, i.e. can discriminate
accurately between perfectly matching and slightly mismatch-
ing targets.

Accordingly, it is necessary to have a reliable predictor for
the hybridization performance of a specific probe. Tiling
experiments with probes along specific mRNAs have shown
that there can be huge differences in hybridization efficiency
of probes (19,20). Furthermore, it has become clear that the
simple notion that short oligonucleotides with a mismatch
(MM) should hybridize less efficiently than perfect match
(PM) probes is not always applicable. It has been shown
that the hybridization intensity of MM probes can depend
on the nucleotide type (i.e. A, C, G or T) and position of
the MM relative to the termini (4,16) and that some MM
probes yield higher signal intensities to the target than
those of corresponding PM probes (17).

The focus of this study was to assess the utility of in silico
predictions of probe-target duplex stabilities using DNA
microarrays for detecting rRNA sequences in the context of
possible applications for species identification. In particular,
we investigate how well one can predict the hybridization
performance of particular probes in the context of secondary
structure predictions for the rRNA. In addition, we study the
effects of single-base pair mismatches of all possible types and
positions on probe-target hybridizations.

Our specific objectives were (i) to generate a set of probes
forming a PM with target rRNA sequences, (ii) to measure the
signal intensity of each probe on a microarray and to correlate
fluorescent intensity values to theoretically-calculated duplex
stability measures and (iii) to systematically assess the
influence of single-base pair mismatches on signal intensity
values of known target sequences.

We report lack of a simple relationship between hybridiza-
tions of probe-target duplexes as inferred from signal intensity
values and in silico predictions based on Gibbs free energies.
On the other hand, we can show that type and position of the
MM significantly affects signal intensities of target sequences.
Most interestingly, the order of stabilities of MM pairs in
microarrays are different from that observed in solution,
with pyrimidine–pyrimidine MM pairs being more stable
than purine–purine pairs. However, even for these results
the variances were high and cannot be explained for each
individual oligonucleotide. Hence, it is currently not possible
to predict in silico the performance of particular probes in
microarray experiments. Accordingly we conclude that
microarray designs for organism identification via rRNA
hybridization will require meticulous testing of all possible
oligonucleotide combinations.

MATERIALS AND METHODS

Experimental material

The ribosomal rRNA targets were derived from two different
projects. For the first project, we used D3–D5 expansion seg-
ment fragments from the LSU of organisms that are present in
the meiobenthos (15,18). These experiments were done in
conjunction with Febit GmbH (Heidelberg), which includes
also the systematic study of PM versus MM comparisons. In
a second project, we have used D1–D2 expansion segment

fragments from nine nematode species, for which we construc-
ted PM tiling arrays in conjunction with NimbleGen Systems
Inc. (Madison).

Target preparation

For the first set of experiments, cloned rDNA fragments (18)
from four organisms were used (Table 1). The sequences were
cloned into a pZErO-2 vector (Invitrogen Inc.). Depending on
the orientation of the insert, the plasmids were cut with either
SpeI or XbaI restriction enzymes and in vitro transcribed with
SP6 or T7 RNA polymerase, respectively. The transcription
and labeling mix contained 18 ml of a master-mix (10 mM
ATP, CTP, GTP 8 ml each; 10 mM UTP 6 ml; 1 mM Chroma-
Tide Alexa Fluor 546-14-UTP 20 ml; 10· Transcription buffer
16 ml; 40u/ml RNasin 8 ml); 2 ml of SP6 or T7 polymerase
20 u/ml; and 20 ml of the linearized plasmid at 50 ng/ml.

For the second set of experiments, ribosomal rRNA tem-
plates from nine nematode species were derived from a project
in which the D1–D2 region of the LSU rRNA was sequenced
(Table 1). The sequences were amplified using universal
primers (28sFw-tailT3 50-AATTAACCCTCACTAAAGGG-
AGCGGAGGAAAAGAAACTA-30; 28sRew 50-TACTAGA-
AGGTTCGATTAGTC-30) of which the forward primer
carries a tail with a T3-RNA Polymerase initiation site at
its 50 end. PCR products obtained with these primers
were directly used for in vitro transcription. The transcrip-
tion was performed with the MEGAscript Kit (Ambion)
according to the instructions of the supplier. The master-mix
was supplemented with 1.875 mM biotin-conjugated UTP
(PerkinElmer) and 1.875 mM biotin-conjugated CTP
(PerkinElmer) to label all transcripts.

Hybridization

Each of the rRNAs were diluted in hybridization solution
(5· SSC, 0.2 mg/ml BSA, 12 mM ribonuclease inhibitor—
Ribonucleoside Vanadyl Complex; New England Biolabs) to a
final volume of 100 ml (3.75 ng/ml RNA) and heated to 80�C
for 1 min. The following hybridization and washing protocol
was used: (i) the microarrays were preheated to 70�C, (ii) the
hybridization solution was added to each microarray and the

Table 1. Sequences used and numbers of perfect match (PM) and MM probes

by sequence

Sequence Organism Accession no Number of
probes
PM MM

1 Algae DQ086764 39 2340
2 Chironomid DQ086592 47 2820
3 Harpacticoid DQ086556 42 2520
4 Ostracod DQ086565 46 2760
Cb Caenorhabditis briggsaea — 824 —
Ce Caenorhabditis elegansa — 803 —
Cr Caenorhabditis remaneia — 824 —
Po Panagrolaimus speca — 942 —
Pm Plectus minimusa — 965 —
Rb Rhabditis belaria — 779 —
Rd Rhabditis dolichuraa — 795 —
Rt Rhabditis terricolaa — 784 —
Tr Therimax rhabditidaea — 803 —

Total 7693 10 440

aSpecies designation was done by E. Schierenberg (University of Cologne).
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microarrays were incubated at 80�C for 1 min, (iii) a
low-stringency hybridization was performed by incubating
the microarrays at 45�C for 24 h, (iv) the microarrays were
then washed with a low-stringency buffer (5· SSC at 20�C,
3-fold volume exchange), (v) the first image of the microarrays
was recorded, (vi) the microarrays were washed with a
high-stringency buffer (0.1· SSC at 20�C, 3-fold volume
exchange) and (vii) a second image of the microarrays was
recorded.

Hybridization on the NimbleGen platform was performed
according to the protocol routinely used at NimbleGen.
Briefly, each biotin-labeled rRNA target was separately hybri-
dized to the specific compartment on the 12-well NimbleGen
array (a single array with 12 compartments physically isolated
from each other), such that no interference between targets
was allowed. Hybridization conditions were similar to that of
Febit microarray, namely 45�C, 1 M Na+. After 16–20 h
hybridization, the microarray was washed with non-stringent
and stringent buffers and images were recorded.

Probe design

A set of oligonucleotide probes was generated using a C++
program specifically written for this study. The set consisted of
PM 20mer probes that were complementary to the rRNA tar-
gets (see Target preparation section). Randomly selected 20 nt
long portions of the target were considered as potential hybrid-
ization sites. In addition to the PM probes, single-MM variants
were designed. The entire array of these variants made up a
complete set to investigate the effects of every position of the
20mer and every type of the MM on signal intensity values. All
probes were replicated four times to provide a measure of
intra-microarray reproducibility. In total, 42 456 oligonuc-
leotide probes were synthesized by the GENIOM One� instru-
ment (Febit GmbH, Heidelberg, Germany) on the microarray
as described previously (19).

The probes for the NimbleGen experiments were designed
as a tiling set (1 nt shift) of perfectly matching 25 nt oligo-
nucleotides to the rRNA sequences of the nine nematodes. In
total, 7519 oligonucleotides were synthesized on the surface of
the 12-well NimbleGen array (a single array with 12 compart-
ments physically isolated from each other), each well contain-
ing the full set of oligonucleotides.

Oligonucleotide arrays

A light-activated in situ oligonucleotide synthesis was per-
formed within the GENIOM instrument on the activated
3D reaction carrier, which contained a glass-silicon-glass
sandwich, using a digital micromirror device (Texas Instru-
ments). Four individually accessible microchannels (referred
to as arrays) were etched into the silicon layer of the DNA
processor and connected to the microfluidic system of the
GENIOM instrument acting as a custom DNA synthesizer.
Oligonucleotides were synthesized using standard DNA syn-
thesis reagents and RayDite 30-phosphoramidites, carrying a
50-photolabile protective group (Proligo LLC; Boulder, CO,
USA). Prior synthesis, the array surface was activated and
enough distance between oligonucleotides was secured with
a spacer to facilitate probe-target interaction and avoid
probe–probe interference.

Thermodynamic calculations

The following thermodynamic parameters were calculated
using different software tools: free energies of probe-target
binding (DG�

b) and probe–probe dimerization (DG�
d) at 45�C

were calculated using an Excel macro written by Matveeva
et al. (21); free energy of self-looping probes (DG�

p) at 45�C
was determined by Mfold program (22). In addition, free
energy of the local denaturation of the target rRNA (DG�

t),
and the overall free energy of probe-target binding (DG�

Ob)
resulting from the consideration of all competing processes
(i.e. DG�

b, DG�
d, DG�

p, see Discussion), were calculated using
RNAstructure v. 4.2 [(23), set with a fixed temperature of 37�C
and a probe concentration of 1 mM, and 1 M Na+]. All tools
used the Nearest-Neighbor model.

Secondary structure prediction

The secondary structure of rRNA was determined by two
alternative methods. First, the sequences were aligned to
the best BLAST match from the European Ribosomal RNA
Database (24), which contains an alignment of numerous LSU
rRNA sequences with annotated secondary structure. Second,
the rRNA targets were allowed to attain their lowest energy
state. The free energies of the alternative folding were calcu-
lated using RNA folding software (RNAStructure).

Secondary structure of the targets used for hybridization
with NimbleGen arrays was predicted only by energy mini-
mization algorithm due to the lack of information about
experimentally determined secondary structure of the
D1–D2 expansion segment.

Data management and statistical analysis

The data were stored in a relational database created in Micro-
soft Access, which is available at http://faculty.washington.
edu/pozhit/default.htm. The data were extracted through
queries and analyzed in Microsoft Excel and SAS (Cary,
N.C.). Principal component analysis (PCA) was employed
to examine the distribution of the variables relative to signal
intensity variables and to construct ordination plots. Pearson
produce-moment correlation was used to determine the degree
of association between variables. Linear regressions were used
to estimate the relationship of one variable to another (25). The
datasets were prepared for the ANOVA in the way that signal
intensities of all duplexes where averaged using the median
values of the four replicates. Median was used, as a measure of
central tendency, which is less sensitive to outliers to account
for possible hybridization artefacts. Median values of every
probe containing a MM were normalized using the median of
corresponding perfectly matched probe. These normalized
values where then analyzed by three-way ANOVA using
MM position, MM type and type of neighboring nucleotides
(NN) as fixed factors. NN where defined as nucleotides located
on the probe strand one position left and right from a MM
position. Partial Eta squared (h2) was used as a measure of the
degree of association between normalized signal intensity and
analyzed factors. The Hochberg’s GT2 test was used for post-
hoc analysis of contrast and pair-wise comparisons between
means.

An artificial neural network (ANN) package (Neuroet, 26)
was used to investigate the nonlinear relationships among
input variables (i.e. DG� values) and outputs (i.e. signal
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intensity values). Unless otherwise specified, the following
settings were used for training NNs: input and output scaling
was set to standard linear (0,1); the logistic transfer func-
tion was used for hidden neurons and pure linear transfer
function was used for output neurons; 80% of the data were
used for training, 10% was used for testing and 10% was
used for validating the NN; and, Levenberg–Marquardt
error minimization was used to train the NN. The architectures
of all NNs were optimized prior to conducting analyses by
adjusting the number of hidden neurons (1 to 8) and identi-
fying the architecture that provided the best predictive
model. Comparison of different predictive models was
conducted by computing their median Akaike’s Information
Criterion corrected (AICc) value (27) and determining the
probability that one model was better than another. The
model yielding the lowest AICc score contained the optimal
number of hidden neurons.

RESULTS

In our first experiment, we constructed a set of PM probes for
four different LSU rRNA fragments from meiobenthos organ-
isms and synthesized every possible MM combination for all
PM probes (Table 1). The hybridization profiles of PM probes
to their respective target revealed large differences (up to
70-fold) in signal intensities by alignment position
(Figure 1), similarly to what has been observed previously
with mRNA targets (19,20). Matveeva et al. (19) had sug-
gested that thermodynamic properties of probe folding and
probe hybridization could partly explain these differences in
hybridization efficiency. Luebke et al. (20) suggested that the
predicted free energy of hybridization minus the predicted free
energy for intramolecular folding of the probe provides a
partial explanation, while no consistent correlation was
found with the secondary structure of the mRNA targets.

Given that rRNA is known to form by far more extensive
secondary structures than mRNA, we reasoned that if there
would be any calculable effect of secondary structure on
hybridization efficiency, it should be most pronounced for
rRNA targets. Thus, in addition to calculating the parameters
suggested by Matveeva et al. (19) and Luebke et al. (20), we
considered also the free energy of the secondary structure of
the rRNA.

Relationship of Gibbs free energy terms to signal
intensity values of PM duplexes

To ensure that all possible known parameters are assessed, we
calculated various Gibbs free energy terms singly or in com-
bination using three different programs, which all consider
nearest-neighbor models (see Materials and Methods). This
includes the predicted free energy of hybridization (probe-
target binding—DG�

b), probe hybridization (probe–probe
dimerization—DG�

d), free energy for intramolecular folding
of the probes (self-looping of probes—DG�

p), free energy of
the local denaturation of the target rRNA (DG�

t) and the over-
all free energy of probe-target binding (DG�

Ob) resulting from
the consideration of all competing processes (i.e. DG�

b, DG�
d,

DG�
p, see Discussion). For considering secondary structure

elements in rRNA, one can either use the secondary structure
predictions inferred from alignments and experimental valida-
tion in ribosomes [taken from ‘The European Ribosomal RNA

Figure 1. Signal intensity profiles of PM probes as a function of their position along target rRNAs. Error bars reflect the variance between the four replicates. The
x-axis represents the position determined from the alignment based on the secondary structure predictions using the LSU database. (A) sequence 1; (B) sequence 2;
(C) sequence 3 and (D) sequence 4.

Table 2. Comparison of free energies of LSU-RNA folding (kcal/mol)

Sequence Alignment prediction Minimum energy

1 �122.6 �216.7
2 �117.9 �232.5
3 �126.3 �248.6
4 �119.5 �250.5
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Database’, (24)], or the predictions derived from a folding
algorithm that minimizes Gibbs free energy of the structure
[RNAstructure, (23)]. A comparison of the free energies cal-
culated for secondary structure predicted by alignment and
that of predicted by minimum energy revealed that the
alignment-defined secondary structure produced folds that
were significantly different from their energy minimum
(Table 2). This finding is consistent with the notion that the
lowest energy state is not necessarily attained by mature rRNA
and suggests that rRNA reaches a conformation that is
between these extremes (i.e. those based on alignment predic-
tions and those based on the energy minimum). However, the
two versions of calculation that we use here are the only ones
available based on the current knowledge.

Linear and nonlinear regression (polynomial, up to three
terms) models were used to assess the relationship between the
various DG� terms and signal intensity values of probe-target
duplexes. In general, the models poorly explained the relation-
ship between DG� terms and signal intensity values, regardless
of microarray platform used (Febit or NimbleGen—see
below), software package, washing conditions, target
sequence or whether or not secondary structure of the RNA
was considered when DG� was calculated (Table 3). Polyno-
mial models did not fit the data (data not shown) and therefore
were not further considered. One example of a weak linear
correlation is shown for the relationship for DG�

Ob and signal
intensity values for sequence 1 (Figure 2). In this case, up to
30% of the variability in the data were explained, while all
other correlations for this sequence and the other sequences
were worse (Table 3).

Because the first experiment included only relatively few
PM probes, we sought to corroborate these findings with a
second experiment, involving 7519 additional PM probes from
nematodes (Table 1). In this experiment, the R2-values for
certain DG� terms on the nematode sequences explained as
much as 74% of the variability of the data (Table 4). However,
this was an exception rather than the rule since many R2-values
(�30%, 19 out of 63) were not statistically significant. Note
that in the case of Rhabditis terricola, DG0

Ob had no relation
with signal intensity. It is particularly surprising since in the-
ory, the DG0

Ob should account for more variability than all
other terms, but this is not the case, supporting the notion
that predicted thermodynamic parameters do not accurately

predict signal intensity values of duplexes with rRNAs in this
experiment as well.

These results are somewhat in contrast to the results from
Matveeva et al. (19) and Luebke et al. (20), who found con-
sistently weak correlations for the free energy terms they
tested. However, the magnitudes of their correlations are within
the range of the subset of experiments, where we also found
some correlations. In balance, we can conclude from these
results that signal intensity values for rRNA hybridizations
are only poorly predicted by in silico software packages.

Since individual free energy parameters are such poor pre-
dictors, Luebke et al. (20) proposed a linear combination of
two parameters, namely the predicted free energy of hybrid-
ization (DG�

b) minus the predicted free energy for intramole-
cular folding of the probe (DG�

p), as a reasonably good
predictor of hybridization intensity. However, this is only
one of all possible combinations of the parameters. To sys-
tematically evaluate all possible linear combinations of indi-
vidual parameters, we employed a PCA, which can find even
hidden relationships.

The initial PCA analysis involved constructing 2D ordina-
tion plots of DG� terms and GC values and color-coding each

Table 3. R2-values based on linear models for the regression between various change in Gibbs free energy terms and signal intensity values as a function of washing

conditions and sequence

Sequence Wash n Oligoanal (45�C) Mfold (45�C) RNA structure (37�C, 1 mM probe)
DG�

b DG�
d DG�

p Aligned Minimum energy
DG�

b DG�
d DG�

p DG�
t DG�

Ob DG�
t DG�

Ob

1 NS 156 0.06 — 0.09 — 0.05 0.09 0.18 0.29 — 0.06
S 0.07 — 0.08 — 0.05 0.09 0.19 0.30 — 0.06

2 NS 188 0.05 0.08 — 0.07 0.08 — — 0.05 — 0.11
S 0.03 0.08 — 0.07 0.06 — — 0.06 — 0.11

3 NS 168 0.05 0.28 0.15 0.26 0.05 0.12 — 0.11 — 0.09
S 0.05 0.29 0.14 0.27 0.05 0.12 — 0.13 — 0.09

4 NS 184 0.12 — 0.32 — 0.12 0.25 — — — —
S 0.12 — 0.31 — 0.12 0.25 — — — —

NS, non-stringent.
S, stringent.
‘—’ not significant at a ¼ 0.05.

Figure 2. Relationship between DG0
Ob and signal intensity for PM probes

hybridized to target sequence 1. Free energy calculations were constrained
by secondary structure predictions obtained from alignment. Closed circles,
non-stringent wash; open circles, stringent wash. Solid trend line, non-stringent
wash; dashed trend line, stringent wash.
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point on the plots by its corresponding signal intensity value.
Examination of the four ordination plots revealed no obvious
relationship between any of the variables and signal intensity
values (data not shown). To more thoroughly investigate the
relationship between DG� terms and signal intensity values,
signal intensity values were included as a variable in PCA.
PCA results of the data from different target sequences
revealed that 78–82% of the total matrix variance was
explained by three principal axes, with PC1 explaining
33–39%, PC2 explaining 20–29%, and PC3 explaining
15–20% of the total matrix variance (Table 5). However,
Pearson correlation coefficients of the variables relative to
the PC axes revealed inconsistent results for the data from
different target sequences. For example, in the case of
sequences 1 and 4, PC1 was most strongly positively corre-
lated to DG�

t, while sequences 2 and 3 PC1 was negatively
correlated to DG�

t. For sequences 2 and 3, DG�
Ob was most

strongly correlated to PC1, while this was negatively corre-
lated for sequences 1 and 4. Similar results were also obtained
for the other PC axes, indicating differences in the ordination
of variables for data from different target sequences, which
was also evident in the two dimension plots (data not shown).

The same analysis was carried out for the second experi-
ment on the NimbleGen arrays. Similarly, examination of
the nine ordination plots revealed no obvious relationship
between any of the variables and signal intensity values

(data not shown). In order to more thoroughly investigate
the relationship between DG� terms and signal intensity val-
ues, the signal intensity values were included as a variable in
PCA. PCA results of the data from different target sequences
revealed that 83–91% of the total matrix variance was
explained by three principal axes, with PC1 explaining
36–58%, PC2 explaining 17–29%, and PC3 explaining
14–24% of the total matrix variance (Supplementary Tables
S1–S3). However, Pearson correlation coefficients of the vari-
ables relative to the PC axes revealed inconsistent results for
the data from different target sequences.

To assess hidden nonlinear relationships, ANN analysis was
used to investigate the relationship between DG� terms and
signal intensity values, because neural networks have been
shown to handle noisy, nonlinear data better than conventional
linear approaches, such as PCA (28). For these analyses, the
optimal number of hidden neurons was found to be 4, when
DG� terms are used as inputs and signal intensity values are
used as outputs. A model of the relationship between DG�

terms and signal intensity values was generated by training
an ANN using the data from one target sequence and cross
validating the generated model by using data from another
target sequence.

The correlation coefficients between actual and predicted
signal intensity values of the models are shown in Table 6. A
correlation close to 1 or �1 indicates that a model accurately

Table 4. R2-values based on linear models for the regression between various change in Gibbs free energy terms and signal intensity values as a function of sequence,

for hybridization with the nematode sequences

Sequencea n Oligoanal (45�C) RNAstructure (37�C, 1 mM probe)
DG�

b DG�
d DG�

b DG�
d DG�

p DG�
t DG�

Ob

Cb 824 —b 0.39 0.20 — 0.13 0.38 0.39
Ce 803 — 0.24 0.07 — — 0.29 0.20
Cr 824 — 0.34 0.17 — 0.09 0.34 0.27
Pm 965 — 0.19 0.19 0.12 0.19 0.40 0.40
Po 942 0.08 0.49 0.40 0.66 0.05 — —
Rb 779 0.67 — 0.11 — 0.06 0.15 0.21
Rd 795 0.74 — 0.08 0.06 — 0.09 0.07
Rt 784 0.54 — 0.10 0.16 — 0.06 —
Tr 803 — 0.16 0.14 0.05 — 0.16 0.07

Secondary structure of the target was determined by energy minimization using RNAstructure.
aRefer to Table 1 for sequences.
bNot significant at a ¼ 0.05.

Table 5. Correlation coefficients of variables relative to PCA axes by sequence (based on RNAStructure)

Probe characteristics Sequence
1 2 3 4
PC axes (n ¼ 156) PC axes (n ¼ 188) PC axes (n ¼ 168) PC axes (n ¼ 184)
1 2 3 1 2 3 1 2 3 1 2 3

GC �0.60 �0.75 — �0.50 �0.77 0.30 �0.62 �0.62 — �0.54 0.56 �0.58
DG�

b 0.52 0.77 0.19 0.43 0.71 �0.49 0.66 0.65 �0.26 0.54 �0.75 0.32
DG�

d 0.57 0.31 �0.40 0.30 0.51 0.70 0.39 0.39 0.65 0.41 0.37 0.43
DG�

p 0.55 0.40 — — 0.75 0.38 0.37 — 0.77 — 0.49 0.52
DG�

t (aligned) 0.78 �0.25 0.47 �0.75 0.30 �0.46 �0.62 0.53 — 0.83 — �0.44
DG�

Ob (aligned) �0.59 0.68 �0.36 0.92 — — 0.86 — — �0.67 �0.33 0.58
DG�

t (min energy) 0.79 — �0.47 �0.59 0.70 — �0.33 0.84 — 0.94 — —
DG�

Ob (min energy) �0.52 0.61 0.58 0.80 �0.38 �0.24 0.68 �0.52 — �0.84 �0.33 —
Ln signal intensity (stringent)a 0.50 �0.37 0.36 �0.37 — 0.64 �0.36 — 0.80 — 0.59 0.58
Proportion of eigenvalues: 0.39 0.24 0.15 0.34 0.29 0.19 0.33 0.26 0.20 0.39 0.20 0.20

‘—’ Not significant at a ¼ 0.05.
aSimilar results were obtained for non-stringent conditions and not shown for brevity.
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predicts signal intensity values when provided with DG� terms,
while a correlation value close to zero implies no correlation.
We also included the correlation coefficient for each ANN
trained with the same data since it represents the ‘best’ pos-
sible correlation for each model. Note that the ‘best’ possible
correlations were based on the analysis of all predicted and
actual signal intensity values in the data from one sequence.
The reason why the ‘best’ correlations were not exactly 1 or
�1 was because only 80% of the data were used to train the
ANN model. The remaining (20%) of the data were used for
local testing and validation of the model.

Poor correlations of ANN predictions to actual values could
be attributed to over- or under-training of the ANNs. For
example, an over-trained ANN learns to memorize the training
data, and consequently generates high correlations between
predicted and actual values for data it was trained on, but
poor or no correlations for test data that was not used for
training. We carefully trained each ANN model to generalize
predictions by optimizing the architecture of the model prior to
training, and by stopping training when there was no change in
the error over a specified period of time or, after a specified
number of iterations [see ref. (26)]. This approach ensured that
each ANN model produced outputs that accurately predict
signal intensity values for DG� terms not used for training.
We conclude that the reason the ANN models are unable to
accurately predict signal intensity values when provided with
data from sequences not used for training, was because there is
a poor relationship between DG� terms and signal intensity
values. These findings corroborate the PCA results and suggest
that no combinations of the DG� terms are major determinants
for predicting signal intensity values.

An assessment of the effects of mismatches on signal
intensity values

Three-way ANOVA was used to assess the effects of
MM position, MM type, and the type of NN that flank a
MM, on normalized signal intensity values (see Materials
and Methods). The model revealed that all three factors had
low, albeit significant effects on the normalized signal intens-
ity values (Table 7). Most of the variance of normalized signal
intensity was explained by MM position (9.6%), followed by
MM type (5.9%), whereas NN type had the lowest effect on the
observed variance among the factors (1.8%) measured by
partial h2. In addition, there were interactions among all com-
binations of two factors (Table 7). The strongest interaction
was observed for MM positions and MM types (3.4%), while

interactions between MM position and NN type (1.3%) and
between MM type and NN type (1.2%) were comparable. We
were not able to detect significant effects of simultaneous
interactions among all three factors (Table 7).

Moving the position of the MM away from the 50 or 30

termini to the center of the probe significantly decreased signal
intensities (Figure 3). ANOVA post-hoc contrasts between
means showed that duplexes with MM between positions 6
and 15 formed a homogenous group (a ¼ 0.05) with the most
pronounced effects on duplex stability. This finding indicates
that the most optimal discrimination of MM from PM duplexes
is provided with the MM in the middle of the duplex. How-
ever, we emphasize that this was an average result, and note
that in some individual cases, MM probes with central mis-
matches (positions 9–11) were observed to have signal inten-
sities that were equal or up to 1.6 times higher than that of
corresponding PM probes.

A heat map on the effects of the MM type by position is
shown on Figure 4. Clearly, there are differences in average
signal intensity by MM type and position. Post-hoc ANOVA
contrasts were able to discriminate five homogenous groups
(Figure 5), two groups with clearly separated extremes: (i) GA
and GG mismatches (which destabilize duplexes the most) and
(ii) TC, TU and TG mismatches (which destabilize duplexes
the least). Differences in signal intensity values as a function
of position are clearly visible for these two groups in Figure 4.
These findings indicate that distinguishing PM duplexes from
those containing a single-MM was highly dependent on the
type of MM pairs.

To more fully understand simple patterns of MMs as a
function of type and position, we pooled MM types to three
categories: purine–purine, pyrimidine–pyrimidine and purine–
pyrimidine MM pairs. Figure 6 shows that signal intensities of
duplexes with pyrimidine–pyrimidine MM pairs were more
similar to PM duplexes than purine–pyrimidine or purine–
purine MM pairs. An interaction was evident at the termini
of probes where differences in the normalized signal intensi-
ties among MM pairs were more pronounced towards the 30

end of the probe. Differences in intensity values at the 50 and 30

end might be due to the orientation of the probe on the micro-
array since the 30 end was closest to the microarray surface.

Figure 7 illustrates the effects of the type of NN that flank a
MM on normalized signal intensity values. We analyzed sepa-
rately the cases when a MM is located at the termini of
sequence from the cases when it is located elsewhere. The
reason for this is that a MM at the termini could have only one
neighboring nucleotide, while in all other positions it has two
neighbors. We assessed the effect of NN by categorizing

Table 6. Cross validation (CV) of ANN results. DG� terms from RNAstructure

were used as inputs and signal intensity values were used as outputs

ANN trained by
target sequence

n Correlation coefficient by target sequence
used for CV
1 2 3 4

1 156 0.94 0.34 — 0.29
2 188 0.25 0.82 — —
3 167 0.30 0.26 0.98 0.25
4 184 0.37 — — 0.98

In all cases, the ANN were trained using four hidden neurons, 10% of the data
were used for testing, and another 10% was used for validation of the model.
‘—’ Not significant at a ¼ 0.05.

Table 7. Three-way ANOVA of normalized signal intensities obtained in the

stringent hybridization experiment

Component of variance df F P Partial h2

MM position (MMP) 17 45.86701 1.20E�146 0.096
MM type (MMT) 11 41.68068 1.69E�88 0.059
NN 4 33.89908 4.52E�28 0.018
MMP · MMT 187 1.38596 0.000454 0.034
MMP · NN 34 2.864812 5.75E�08 0.013
MMT · NN 44 2.036145 6.43E�05 0.012
MMP · MMT · NN 374 0.831392 ns
Error 7322
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probes with terminal MMs into two states: those with a purine
and those with a pyrimidine neighbor. Elsewhere we grouped
MMs having nucleotides flanking a MM into three categories:
purines only, pyrimidines only, and purine–pyrimidine com-
binations. In addition to the asymmetric impact of MM type at
the end of the probe described earlier, we detected asymmetry
at the ends of the probe concerning NN type. Figure 7 shows
that purine neighbor at the 50 end stabilized the duplex more
than pyrimidine (GT2 post-hoc test, P ¼ 0.001). Surprisingly,
at the 30 end the opposite trend is true—although it is not
statistically significant. When non-terminus mismatches
were considered, the most stabilizing effect on the duplex
occurred with purine flanking neighbors. Pyrimidine flanking
neighbors yielded the lowest duplex stability. Purine–
pyrimidine neighbors were in the middle of these two extremes
(Figure 7B, all differences are significant at P ¼ 0.001 by GT2
post-hoc test). Interactions between NN type and MM position
and type are significant as previously stated. However, due to

the minor effects on the variance and peculiar patterns of
interaction, we excluded it from further discussion.

DISCUSSION

The thermodynamic properties of nucleic acid duplex forma-
tion and dissociation in solution have been well established
(29). For example, the behavior of a probe and a target
sequence in solution can be predicted by using a nearest-
neighbor model (30). However, duplex formation using
surface-immobilized DNA oligonucleotides is less well under-
stood, presumably due to the complex factors affecting the
kinetics and thermodynamics of target capture. Some factors
affecting duplex formation on DNA microarrays include:
probe density, microarray surface composition and the stabi-
lities of oligonucleotide-target duplexes, intra- and inter-
molecular self-structures and RNA secondary structures

Figure 4. Heat map of MM type by position as a function of average signal intensity, normalized to the signal intensity of the PM duplex. Each box represents at least
120 replicates.

Figure 3. Average signal intensity values of MM duplexes at positions 1 to 20 normalized to that of the PM duplex (based on around 400 values per position). Error
bars represent ±1 standard error of mean. Intensities from low-stringency (gray line) and high-stringency (black line) experiments are shown. Differences between
low-stringency and high-stringency experiments are significant for overall dataset and for the individual MM positions at least on the a¼ 0.05 level by paired t-test.
Shaded cells in each row represent a homogenous set of means revealed by GT2 post-hoc analysis at a ¼ 0.05 level.
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(21,31,32). We reasoned that examination of the thermody-
namic stabilities of probe-target duplexes using existing mod-
els might provide valuable information on the relationships
between predicted stabilities of targets hybridized to immo-
bilized probes and their corresponding signal intensity values
on DNA microarrays. We also reasoned that the position and
type of MM, and the nature of neighboring bases to the MM
should also affect signal intensity values.

Relationship between thermodynamic predictions and
signal intensity values

As proposed by Matveeva et al. (21), hybridizations of a target
to probes on a planar microarray are affected by several over-
lapping processes which include: (i) the affinity of a target to
bind to a probe (DG�

b), (ii) the formation of stem–loop struc-
tures of a probe (DG�

p), (iii) the formation of secondary struc-
ture (loops and helices) of a target (DG�

t) and (iv) probe to
probe dimerization (DG�

d) (Figure 9). In addition, the overall

Gibbs free energy of binding (DG�
Ob) can be calculated by

considering the combined effects of all four terms (i.e. DG�
b,

DG�
p, DG�

d and DG�
t) on hybridization predictions (23).

DG�
t values could have been considered of special relev-

ance for rRNA, because of the known potential to form extens-
ive secondary structures. The values were calculated by
considering the secondary structure of the targets as determ-
ined from the LSU rRNA database. Two different approaches
were used to calculate DG�

t since we did not know if aligned
(constrained) or not aligned (free form) secondary structure
significantly affected free energies determination. The aligned
folding preserves the annotated single strands while the not
aligned folding allows the molecule to reach a conformation
that corresponds to the calculated global energy minimum.

In our analysis, all Gibbs free energy terms were poorly
correlated and linear and nonlinear regressions had low
R2-values, to signal intensity values of PM probe-target
duplexes. Moreover, there does not appear to be a consistent
pattern in Gibbs free energy terms by target sequence.

Figure 5. Average signal intensity values of MM duplexes categorized by
MM type. Shaded cells in each row represent a homogenous set of means
revealed by GT2 post-hoc analysis at a ¼ 0.05 level. Error bars represent
±1 standard error of mean. Note that each member of mirrored MM pairs
(GU and TG, TC and CU, GA and AG, CA and AC) belongs to the different
homogenous group. All differences within mirrored pair of mismatches are
significant at least at a ¼ 0.01 level in GT2 pair-wise comparisons.

Figure 6. Average signal intensity values of MM duplexes at positions 1 to 20
normalized to signal intensity of the PM duplex by MM type. Pyrimidine:pyr-
imidine MMs, yellow; Purine:pyrimidine, red; Purine:purine MMs, blue.

Figure 7. Average signal intensity values of MM duplexes categorized by
nucleotide type flanking a MM in the probe sequence. Shaded cells in each
row represent a homogenous set of means revealed by GT2 post-hoc analysis at
a ¼ 0.05 level. Error bars represent ± standard error of mean. Upper panel:
Effect of nucleotide types adjacent to a MM at the end of probe. Note that at
50 end neighboring purine residues stabilize duplex more then pyrimidine
residues (P ¼ 0.001), while pattern at the 30 is opposite and there is no
significant difference in GT2 pair-wise comparison. Lower panel: Effect of
nucleotide types flanking a MM. Purine residues are stabilizing duplex more
than purine–pyrimidine combinations or pyrimidine alone. All differences are
significant at a ¼ 0.001 level in GT2 pair-wise comparisons.
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Furthermore, while PCA and ANN analyses were able to
establish significant correlations between Gibbs free energy
terms and signal intensity values when each sequence was
separately analyzed, cross validation using different target
sequences revealed inconsistent results. These findings indic-
ate that Gibbs free energy terms and signal intensity values are
target dependent and suggest that other factors, such as surface
density of the probes (31) and/or brush effects (32), might have
greater effects on signal intensity values than previously
anticipated.

Thermodynamic stabilities of target RNA hybridized to
immobilized oligonucleotide probes have been investigated
in the following studies: (i) Naef and Magnasco (17) and
Mei et al. (33) both described an ad hoc model that examined
the affinity of a probe to a target based on the sum of position-
dependent base-specific contributions, (ii) Zhang et al. (34)
described an ad hoc model that considered position-dependent
nearest-neighbor effects, (iii) Held et al. (35) examined the
effects of free energies of RNA/DNA duplex formation and
(iv) Wu and Irizarry (36) developed a model that considered
both stochastic and deterministic aspects of probe-target hybri-
dizations. The unifying features of these studies are: (i) they
are all based on the analysis of multiple probes targeting
mRNA transcripts (i.e. expression data), (ii) with exception
of Held et al. (35), they only considered single-base pair
mismatches that occurred in the middle of the duplex (position
13 of 25mers), (iii) they assumed that binding of various RNA
targets was independent and noncompetitive. Unfortunately,
none of the studies satisfactorily predicted signal intensity
values on oligonucleotide microarrays since there were signi-
ficant disagreements between actual and predicted values.

The effect of single-base pair mismatches on duplex
signal intensity values

In solution, single-base-mismatches in oligonucleotide probes
can stabilize or destabilize a duplex depending on the identity
of the MM, its position in the helix and its neighboring base
pairs (37). Although it has been established that there are
differences in experimental results conducted in solution ver-
sus those using microarrays (17), we investigated MM type
and position, and neighboring base pairs on signal intensity
values because the effects of these variables on planar micro-
arrays are not well understood.

We found that the position of the MM affected duplex
stability (as inferred by signal intensity values). This finding
is consistent with previous studies (16) showing that terminal
mismatches are less destabilizing than internal ones. We also
found asymmetry in the pattern of signal intensity values by
position. Specifically, normalized signal intensities among

MM pairs were more pronounced towards the 30 end of the
probe. This phenomenon was presumably due to orientation of
the probe on the microarray since the 30 end was tethered to the
microarray surface. Since electrostatic effects of the micro-
array surface are distance dependent, mismatches closest to
the 30 end might be responsible for the observed effect
(38)—although further studies are needed to verify this.

Studies conducted in solution have shown that different
MM types cause diverse effects on duplex stability (39).
We found that the order of stabilities of MM pairs in solution
were different from that observed in microarrays (Figure 8). In
general, the microarray results revealed that pyrimidine–
pyrimidine MM pairs were more stable (left side of
Figure 8) than purine–purine MM pairs (right side of
Figure 8). This result was anticipated since purines are com-
posed of large double-ringed nucleotides that distort the geo-
metry of the double helix—incurring a large steric and
stacking cost. Hence, MM pairs containing purine destabilize
the duplex and have lower signal intensity values than its
corresponding PM duplex. Pyrimidine–pyrimidine mis-
matches, on the other hand, are composed of small single
rings that do not distort the geometry of the double helix,
resulting in higher stabilities and signal intensity values
than MM pairs containing one or two purines. Possible reasons
for the discrepancy in the order of stabilities in solution versus
those in microarrays include: the number of samples examined
[Sugimoto et al. (39) versus this study, 52 versus 10 440 MM
pairs, respectively], the size of the oligonucleotide probes
on the microarrays (9mers versus 20mers, respectively), and
neighboring bases employed (C-MM-G, G-MM-C, C-MM-C,

Figure 8. The order of stability of RNA/DNA duplexes with a single-base pair MM pairs in solution Sugimoto et al. (39) and on the microarray. For each MM-pair:
probe DNA is on the left and target RNA is on the right. The size of the letter distinguishes purines (large) from pyrimidines (small). Lines depict major differences in
the order of stability.

Figure 9. Depiction of four competitive processes on signal intensity values.
Each panel shows a labeled (*) target and an immobilized probe on a micro-
array. (A) hybridization of a target to a probe; (B) probe self-folding; (C)
folding of the target and (D) dimerization of adjacent probes.
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G-MM-G versus every possible neighboring combination,
respectively).

Interestingly, we also found some asymmetries in signal
intensity values of mismatches that contain the same pair of
bases (e.g. GA and AG; Figures 4 and 5) but differ only in the
sense that MM nucleotide is either on the probe or target strand
of the duplex. Sugimoto et al. (39) also found this asymmetry
for mismatches occurring in short oligonucleotides in solution.
This effect can currently not be explained.

The bases neighboring a probe MM can also significantly
affect signal intensity values. Bases neighboring a MM at the
50-terminus had contrasting affects on signal intensity values
to those at the 30-terminus. For example, at the 50-terminus,
purine neighbors had higher signal intensity values than pyr-
imidine neighbors, while at the 30-terminus, purine neighbors
had the opposite effects on signal intensity values (Figure 7).
These differences may be due to steric effects of MMs at the
30-terminus, which are close to the microarray surface. In
contrast to bases neighboring a MM at the terminus, bases
neighboring an internal MM yielded a consistent trend: mis-
matches flanked by purine neighbors had a more stabilizing
effect on duplexes than other combinations. These findings are
consistent with Sugimoto et al. (39), which showed that both
the MM type and the neighboring bases of the probe influenced
duplex stability.

CONCLUSION

In summary, there is little evidence to support the notion that
thermodynamic parameters accurately predict signal intensity
values of duplexes with rRNAs on oligonucleotide (20–25 nt)
DNA microarrays. As a consequence, we recommend that
thermodynamic criteria (e.g. 21, 40) not be used for designing
oligonucleotide probes for species identification—instead, an
empirical verification of each probe is advised to obtain the
best signal intensities. Thorough empirical calibration of
microarrays has recently been shown to be useful in a related
field [methylation pattern analysis via microarray-based
genotyping, (41)] to select best probes within one or two
optimization and selection cycles. With respect to MM effects,
we find that the position and type of single-base pair MM and
composition of neighboring bases affected the stability of
duplexes on DNA microarrays—but in different ways from
what is known from experiments conducted in solution.
Key differences are: (i) positional affects of MMs were
asymmetric, presumably due to steric affects of mismatches
close to the surface of the microarray; (ii) pyrimidine–
pyrimidine MM pairs were more stable than purine–purine
MM pairs and (iii) duplexes with mismatches flanked by
purine neighbors were more stable than other combinations
of neighbors. However, we point out that even these effects,
although consistent, have only a partial predictive value.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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