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ABSTRACT: Currently, two different methods dominate the
field of biomolecular free-energy calculations for the prediction of
binding affinities. Pathway methods are frequently used for large
ligands that bind on the surface of a host, such as protein−protein
complexes. Alchemical methods, on the other hand, are preferably
applied for small ligands that bind to deeply buried binding sites.
The latter methods are also widely known to be heavily artifacted
by the representation of electrostatic energies in periodic simulation
boxes, in particular, when net-charge changes are involved. Different
methods have been described to deal with these artifacts, including
postsimulation correction schemes and instantaneous correction
schemes (e.g., co-alchemical perturbation of ions). Here, we use very
simple test systems to show that instantaneous correction schemes
with no change in the system net charge lower the artifacts but do not eliminate them. Furthermore, we show that free energies from
pathway methods suffer from the same artifacts.

■ INTRODUCTION
One of the major challenges in modern computational
biochemistry is the accurate and reliable calculation of affinities
between binding partners.1−8 The most accurate methods can
be separated into two different, well-established classes,
alchemical modifications and path sampling.9 Each approach
has its individual strengths and shortcomings. Path-sampling
methods rely on sampling physical pathways of the binding
and unbinding process between receptors and ligands. This is
computationally rather expensive as the entire path should be
sampled completely and preferably reversibly. Also, it can be a
problem if the ligand is buried within its receptor, requiring
large conformational changes upon binding or unbinding, therefore
making it even harder to simulate the pathway explicitly.10,11

Alchemical methods, on the other hand, can be used to obtain
the binding affinity of a single molecule by using the double-
decoupling method (DDM) in which the guest molecule is
decoupled from its surroundings both when it is free in solution
and when it is bound to the host.12 Free energies for deeply
buried ligands are often less biased when calculated with the
DDM approach since there is no need to sample the physical
binding pathway explicitly. However, particularly for guest
molecules bearing a net charge, the free energies for decoupling
are typically rather large. To compute the difference between
two large free energies (the guest bound to the host and free in
solution), the individual terms need to be obtained with suf-
ficient precision, possibly requiring a large number of inter-
mediate states and long simulations. Because of these different
properties, a method has been described recently to combine

the advantages of alchemical and pathway methods.13 However,
a remaining very prominent shortcoming of alchemical methods
is that free energies are artifacted in the case of charged ligands.
This is connected to the way electrostatic interactions are
simplified in molecular simulations. The details have extensively
been discussed previously.14−20

In short, due to finite-size effects, the calculated free energies
become dependent on system parameters such as the cutof
f radius (cutoff schemes) or the box shape and size (lattice-
summation methods). These system-dependent artifacts trans-
late directly into the calculated charging free energies. They
have been studied quite extensively, and multiple strategies
have been proposed to correct for them a posteriori or to avoid
them altogether. Relevant methods can be split into two groups,
post-simulation correction schemes and instantaneous methods.
Post-simulation charge-correction terms have been shown to

work for lattice summation (LS) methods like Ewald sum-
mation or particle-particle-particle-mesh (P3M)21−24 and cutoff
schemes with reaction field (RF) electrostatics.25−27 The
corresponding terms can be evaluated from a combination of
numerical and analytical models.14−19 These approaches require
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analyses of the MD-generated trajectories to estimate the size
of the artifacts. Through application of correction terms,
independence of system-related parameters can be achieved.
It has been shown before17,19,20 that reliable results can be
obtained, approximating macroscopic, fully coulombic systems.
Instantaneous correction schemes are built on the fact that

the dominant errors are dependent on the net-charge change
of the system.18,28 Here, the alchemical perturbation of the
charged moiety is simultaneously performed with a counter-
alchemical charge perturbation of a remote molecule. A very
prominent method is the so-called co-alchemical ion approach
where the remote molecule is represented by a counter-ion.29−34

A similar method couples both legs of a thermodynamic cycle in
the same simulation box.18,35,36 Here, the charges of the bound
ligand are diminished while they are simultaneously installed in
the unbound ligand at a distant position of the bound complex.
Both methods assure that the net charge of the entire system
does not change during the alchemical change. As a con-
sequence, dominant errors arising from finite-size effects might
become negligible. Also, a hybrid method between post-simulation
corrections and instantaneous correction schemes was described.37

Here, corrections were imposed on the forces on-the-fly during the
MD simulation.
In contrast, electrostatic artifacts have not been widely

discussed for path-sampling methods. In fact, these methods
are used next to instantaneous correction schemes to avoid
artifacts due to charge changes. Although pathway methods
seem to be slightly better suited for charged ligands,38 it has
been pointed out in the past that these approaches are also
affected by finite-size effects.17 The motivation of the under-
lying work is twofold. First, the effectiveness of the co-alchemical
ion approach was compared to an alchemical approach in
combination with a post-simulation correction scheme.20 Free
energies were calculated using both LS and RF methods. Both
were calculated for complexes in pure water and in a saline
solvent with a high ionic strength. Second, free energies and
associated artifacts calculated from the alchemical double-
decoupling method12 were compared with those calculated
from path sampling, using RF electrostatics. Note that, within
this study, the effect of different methods and protocols on the
finite-size effects was studied but not the effect of the size-
dependence on the artifacts itself. It has been shown before
using (i) the buckyball systems that are also used in the current
work19 and (ii) real protein systems17 that the applied post-
simulation correction scheme does not only bring different
approximate electrostatics schemes in agreement but also
eliminates the size dependence of the artifacts.
To avoid problems arising from insufficient sampling, relatively

simple systems were used to study the size of the artifacts for the
different methods. We used two simple, oligoatomic ligands
(guests) with opposite charges. We studied their charging or
binding free energies with respect to C60 fullerenes (bucky-
balls, hosts) derivatized with different chemical groups to
mimick a wide variety of chemical properties.19,39

■ METHODS
MD-Simulations. To study free energies of a guest binding

to a host, relatively simple systems were used.39 Two oppositely
charged guests were considered, acetate (ACE) and methyl-
ammonium (MAM). Host molecules with low flexibility and
high symmetry were used to focus on electrostatic artifacts
rather than insufficient sampling: a C60 fullerene (buckyball)
and three derivatives thereof with different physical properties;

an un-derivatized buckyball with an apolar cavity (CAPO); a
buckyball containing a covalently bound amide group, repre-
senting a neutral polar cavity with hydrogen-bonding capability
(CHB); a buckyball containing a covalently bound methyl-
ammonium group, representing a positively charged cavity
(CPOS); a buckyball containing a covalently bound carboxylate
group, representing a negatively charged cavity (CNEG). In com-
parison to a realistic model of a buckyball, all C−C bonds were
artificially kept at a 0.2 nm length. All simulations were performed
with the GROMOS11 program.40

For all simulations, cubic boxes under periodic boundary
conditions were used. For the description of all molecular
interactions, a modified version of the GROMOS 53A6 force
field was used as described before.19 Water was treated explicitly
and implemented by means of the three-site simple point charge
(SPC) model.41 The equations of motion were integrated using
the leap-frog scheme, using a timestep of 2 fs.42 Bond vibrations
were constrained using the SHAKE algorithm43 with a relative
geometric tolerance of 10−4. The center of mass translation of
the computational box was removed every 2 ps. The temper-
ature was maintained at 300 K by weak coupling using a
coupling time of τT = 0.1 ps. The edges of the computational
box were kept constant (see the length in the individual
paragraphs). Artifacts in the free energies between alchemical
transformations and co-alchemical transformations were com-
pared. This was done by simulating the alchemical charging
process with and without co-perturbation of an ion that beared
the same charge as the guest. To be able to compare artifacts
in the free energies between alchemical transformations and
path-sampling methods, we opened all buckyballs to allow for
efficient sampling of the binding path. The methods are
explained in the following paragraphs. Note that, in all simu-
lations regardless of the electrostatics, the self-energy term44−46

of the ligand was included in the electrostatic potential. This
term accounts for electrostatic interactions between excluded
atoms (via the reaction field or the periodic copies) and between
periodic copies of the atoms themselves in lattice sum methods.
Inclusion of this term in the electrostatic potential is in contrast
to previous studies14,15,19 but resembles real case studies better.

(Co-)alchemical Transformations in the Closed Hosts.
All simulations in the closed buckyballs (2 guests, 4 hosts)
were executed using a cutoff scheme with reaction field (RF)
or lattice summation (LS) electrostatics using the particle−
particle−particle mesh (P3M) method for the electrostatic
interactions. In simulations with the RF scheme, the relative
permittivity of the reaction-field was set to a value ϵRF = 66.6,
as appropriate for the SPC water model.47 In these simulations,
all nonbonded interactions were truncated at a charge-group
cutoff distance of 1.4 nm, calculated at every timestep based on
a pairlist that was updated every timestep. The P3M algorithm
was applied using tinfoil boundary conditions,21 a spherical hat
charge-shaping function of width 1.0 nm, a triangular-shaped
cloud assignment function, a finite-difference (FD) scheme of
order two, and a grid spacing of 0.10 and 0.12 nm for the
unbound and bound systems, respectively. In simulations with
LS electrostatics, Lennard−Jones interactions were truncated
at a group-based cutoff distance of 1.0 nm. Real-space elec-
trostatics and Lennard−Jones interactions were calculated
at every timestep based on a pairlist that was updated every
timestep. For all simulations, cubic boxes with an edge length
of 4.5 nm (bound state) or 3.25 nm (unbound state) were
used. All simulations were executed in two different solvents,
pure water and 0.5 M sodium chloride. In the case of the
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coalchemical transformations, an additional sodium ion was
inserted bearing the same charge as the ligand (see Figure 1).
Positively and negatively charged sodium ions were used to
keep the Lennard−Jones interactions of the ions the same
between all systems. The charge of this ion was co-perturbed
with the ligand along λ to keep the net charge of the system
constant (see Table 1). To avoid any direct interactions with

the guest−host complex, this coalchemical ion was restrained
at 2.25 nm from the center of the buckyball using a harmonic
distance restraint with a force constant of 1000 kJ mol−1 nm−2

in x, y, and z directions. In case of the unbound guests, due to
smaller box sizes, the distance restraints of the coalchemical
ions were set to 1.625 nm from the center of ACE and to 1.605 nm
from the center of MAM using force constants of 10,000 and
11,000 kJ mol−1 nm−2, respectively. The charge perturbations
of the ligands or the charge perturbation of the ligands together

with the coupled ions were performed along 11 equidistant
λ-points between 0 and 1 using 500,000 simulation steps each.
No soft-core interaction function was applied to the perturbed
electrostatic interactions. Free energies of charging were calcu-
lated from the sampled trajectories using the Bennett acceptance
ratio method (BAR).48 Standard deviations were calculated from
50 bootstraps of data that was sampled every n steps from the
trajectories where n was estimated considering the statistical
inefficiency from autocorrelation analysis.49

Alchemical Transformations and Path Sampling in
the Opened Hosts. To be able to compare free energies from
path-sampling methods and alchemical methods, we opened
buckyballs to allow for sampling of the physical binding paths.
All buckyballs were opened by removing a ring of five carbon
atoms. To allow for more efficient sampling of the pathways in
the case of highly attractive forces, i.e., to facilitate the entrance
of water molecules into the buckyball cavity, we removed five
additional carbon atoms for the two systems with opposite
charges (ACE/CPOS and MAM/CNEG). Exemplary illus-
trations of these opened bucky balls are given in Figure 1. For
the calculation of the electrostatic interactions, a cutoff scheme
with RF electrostatics was used. All simulations were per-
formed in cubic boxes with an edge length of 5.3 nm (path
sampling), 4.5 nm (alchemical transformations in the bound
state), or 3.25 nm (alchemical transformations in the unbound
state). The relative permittivity of the reaction field was set to a
value ϵRF = 66.6, as appropriate for the SPC water model.47

Nonbonded interactions were truncated at a charge-group
cutoff distance of 1.4 nm, calculated at every timestep based on
a pairlist that was updated every timestep. The alchemical
perturbations of Lennard−Jones and Coulomb parameters
of the ligands were performed along 11 equidistant λ-points
between 0 and 1 using a soft-core interaction function50 with
parameters αLJ = 1.51 and αCB = 0.50 nm2. Free energies were
calculated from the sampled trajectories using BAR.48 Standard
deviations were calculated from 50 bootstraps of the data,
considering the statistical inefficiency from autocorrelation

Table 1. Coalchemical Strategy for the Simulations in the
Closed Buckyballsa

cavity lig. pert.
charge
change ion pert.

system
charge

CAPO DUM → MAM 0 → 1 NA+ → NA0 1 → 1
CAPO DUM → ACE 0 → −1 NA− → NA0 −1 → −1
CHB DUM → MAM 0 → 1 NA+ → NA0 1 → 1
CHB DUM → ACE 0 → −1 NA− → NA0 −1 → −1
CPOS DUM → MAM 0 → 1 NA+ → NA0 2 → 2
CPOS DUM → ACE 0 → −1 NA− → NA0 0 → 0
CNEG DUM → MAM 0 → 1 NA+ → NA0 0 → 0
CNEG DUM → ACE 0 → −1 NA− → NA0 −2 → −2

aTo keep the net charge of the system constant, positively or
negatively charged sodium ions were uncharged while perturbing a
dummy molecule (DUM) into the fully interacting ligand (acetate,
ACEm or methylammonium, MAM). Four hosts were considered:
a buckyball with an apolar cavity (CAPO) and buckyballs with
hydrogen-bonding capabilities (CHB), with a positively charged
cavitiy (CPOS), and a negatively charged cavity (CNEG).

Figure 1. Representation of the different systems used in this study. The hosts are represented in green; the guests in blue colour. (A) Closed
buckyball, here shown with a distant Na ion; (B) open buckyball with the ligand in the bound state; (C) open buckyball with the ligand in the
unbound state; (D) more opened buckyball as used for the systems with highly attractive forces between the guest and host molecules (ACE in
CPOS, MAM in CNEG).

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c00719
J. Chem. Theory Comput. 2020, 16, 7721−7734

7723

https://pubs.acs.org/doi/10.1021/acs.jctc.0c00719?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00719?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00719?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00719?fig=fig1&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c00719?ref=pdf


analysis.49 In the case of the bound state, a distance restraint
(with a force constant of 1500 kJ mol−1 nm−2) with respect to
the center of the buckyball (with a reference distance of 0 nm)
was used to prevent the ligand from sampling the whole simu-
lation box. The free-energy calculations using path-sampling
simulations were performed using 51 equidistant umbrella
windows with 500,000 steps (ACE/CAPO, ACE/CHB, MAM/
CHB, MAM/CPOS), 750,000 steps (ACE/CNEG, MAM/
CAPO), 1,500,000 steps (MAM/CNEG), or 2,500,000 (ACE/
CPOS) each. The distances between the host and guest molecules
were restrained using a force constant of 1500 kJ/mol−1 nm−2.
The distances ranged from 0 to 2.65 nm (λ-points between 0
and 1), and free energies were calculated from the sampled
trajectories using also the BAR method.48 The restrained raw
free energies from both alchemical perturbations, and path
sampling need to be corrected for the standard state volume
V⊖ to render them comparable to each other. The reason
is that the restrained guests and hosts are not present at a
standard-state concentration of 1 mol/L. These correction
terms account for the removal of the distance restraints and
bringing the binding partners from their available volume in
the restrained bound and decoupled or unbound state, respec-
tively, to the standard state volume. The correction for the
alchemical binding free energies in the bound state reads51

π
Δ = Δ +⊖

⊖
G G RT

V
RT K

ln
(2 / )raw

,alch
raw
res,alch

3/2 (1)

where ΔGraw
res, alch is the restrained binding free energy from

instalment of a restrained guest in the host, ΔGraw
⊖, alch is the

corrected standard-state free energy, V⊖ = 1.661 nm3, and K is
the force constant of the harmonic distance restraint. Mind
that the denotation “raw” here means that these free energies
still need to be corrected for electrostatic artifacts (as described
in the following paragraphs).
The correction for the free energies of binding from path

sampling reads

Δ = Δ +⊖
⊖

G G RT
V

V
lnraw

,path
raw
res,path

unb (2)

where ΔGraw
⊖, path and ΔGraw

res, path are the standard state and
restrained free energies of binding from path sampling.

π= [ − ]V d d( ) ( )unb 4
3 u

max 3
u
min 3 is the volume of the sampled

sphere in the unbound state. du
max and du

min are the maximum
and minimum distances, respectively, between guest and host
molecules with respect to their center of masses at λ = 1. This
gives the volume of the hollow sphere in the end state.52

Free-Energy Correction Terms. The artifacts in the raw
free energies ΔGraw from all methods were analyzed by using a
post-simulation correction scheme.19,20 In case of artifacts
being present, the total correction estimate ΔGcor can be used
to yield methodology-independent values ΔG as

Δ = Δ + ΔG G Graw cor (3)

ΔGcor is a combination of multiple free-energy corrections

Δ = Δ + Δ + ΔG G G Gcor pol dir dsm (4)

A comprehensive explanation of these correction terms and
a guideline for their application was given in our previous
work.20 In the current manuscript, we focus on the corrections
for simulations performed with a group-based cutoff scheme
with reaction field contributions to account for long-range

interactions or with a lattice-sum method. Previously, similar
correction schemes have been proposed for straight cutoffs or
atom-based cutoff schemes with reaction-field contributions.15

In the next paragraphs, only a general overview over the used
methodologies is given. We provide example files for the
simulations and the calculations of the corrections in a GitHub
repository.53

Solvent Polarization. Dependent on the effective electro-
static interaction function and associated parameters used,
simulations are artifacted by a spurious solvent polarization
around the moiety with perturbed atom charges. When cutoff
truncation is applied, the solvent outside the cutoff radius is
non-interacting with the charged atoms of the solute. When an
LS scheme is applied, the solvent molecules are not only
polarized by the solute in the reference box but also by the
solute in the periodic copies, leading to an effect of under-
hydration. Also, the usage of a solvent model with an inaccurate
dielectric permittivity leads to spurious polarization in close
proximity of the perturbed atom sites. The free-energy correc-
tion for the wrong solvent polarization ΔGpol can be deduced
from a set of continuum-electrostatics calculations and reads

Δ = Δ − ΔG G Gpol chg,P(S)
macro

chg,P(S)
sim

(5)

where P denotes the charge-perturbed atoms, and S is the
solvent. ΔGchg, P(S)

macro and ΔGchg, P(S)
sim are free energies derived

under fully coulombic and macroscopic conditions or for a
periodic system with effective electrostatic interactions (RF or
LS) to mimic simulation conditions, respectively. The individual
electrostatic free energies can be calculated from the environment-
generated electrostatic potentials ϕ derived from the continuum-
electrostatics calculations under individual charge states λ ∈ [0,1]:

∫∑ ϕ λ

ϕ λ λ

Δ = Δ [ ϵ

− ϵ ]
=

G q r

r d

( ; ; env; )

( ; ; env; )

i

N

i i

i

chg,P(S)
env

1 0

1

sol

0

P

(6)

where env ∈ (macro, sim), i = 1...NP are the charge-perturbed
atoms, Δqi = qi

λ = 1 − qi
λ = 0 is the total partial charge change of

atom i, λ is a coupling parameter, ϵsol is the solvent dielectric
permittivity, and ϵ0 = 1 is the vacuum dielectric permittivity.
However, as the electrostatic potential shows a linear dependence
with the charge state along λ, eq 6 can be simplified using the
trapezoidal rule to

∑ ϕ λ

ϕ λ

ϕ λ

ϕ λ

Δ = Δ [ = ϵ

+ = ϵ ]

− Δ [ = ϵ

+ = ϵ ]

=

G q r

r

q r

r

(1/2) ( ; 0; env; )

( ; 1; env; )

(1/2) ( ; 0; env; )

( ; 1; env; )

i

N

i i

i

i i

i

chg,P(S)
env

1
sol

sol

0

0

P

(7)

For the calculation of ΔGpol, the program dGslv_pbsolv,
which is included in the GROMOS++ simulation package40

was used. This program employs a finite difference (FD) Poisson
equation solver54−56 capable of handling periodic boundary
conditions in combination with a fast Fourier transform (FFT)
Poisson equation solver capable of handling RF schemes.19,57,58

The dielectric boundary was based on atomic radii that were
derived from the minimum of the Lennard−Jones interaction
energy between the solute-atoms and SPC water molecule.
The Lennard−Jones interactions were taken from a GROMOS
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53A6 force field.59 Hydrogen atoms were assigned a radius of
0.05 nm. The solvent dielectric permittivity εsol was set to 66.6
for the calculation of ΔGchg, P(S)

sim to account for the dielectric
permittivity of SPC water47 and to 78.4 for the calculation of
ΔGchg, P(S)

macro to account for the dielectric permittivity of water.
The calculations of ΔGchg, P(S)

macro and ΔGchg, P(S)
sim were performed

on discrete, equidistant configurations that were extracted from
all λ-generated trajectories between λ = 0 and λ = 1 every
100,000 steps (using eq 6). Note that these results could have
been approximated using eq 7 (see Table S4 in the Supporting
Information). For the trajectories generated from path sampling,
only snapshots generated every 500,000 steps at λ = 0 and λ = 1
were considered (using eq 7).
In these continuum-electrostatic calculations, both the ligand

and host were treated as polyatomic charges within solvent-
excluded space. This is important to calculate the potential that
a polyatomic charge distribution exerts on the ligand under
nonperiodic versus periodic boundary conditions. The solvent,
however, is represented as a continuum. Hence, the offset in
the potential arising from the discrete solvent representation
under periodic boundary conditions compared to the non-
periodic case cannot be captured by these calculations. It is
thus necessary to add an additional correction term for the
discrete solvent molecules. This will be discussed in the next
paragraph.
Potential from Discrete Solvent Molecules. The

solvent-generated potential at the sites of the perturbed atoms
deviates from the “real” potential in a macroscopic environment.
There are two possible conventions to calculate the absolute

value of this potential under periodic boundary conditions.
Either the zero of the electrostatic potential is calculated (i) as
an average of the potential over the exterior and the interior of
the discrete solvent molecules (P-convention) or (ii) as an
average of the potential only over the exterior of the solvent
molecules (M-convention). The electrostatic potentials gen-
erated at the sites of the perturbed atoms are noted ϕP and ϕM.
These are different in size, and the difference ϕP − ϕM is
referred to as the exclusion potential of the solvent model.
After elimination of finite-size and/or cutoff effects, the solvent-
generated potential in an MD-generated trajectory will resemble
the potential calculated from the P-convention, if an LS or RF
scheme is applied.60 It was shown before60−63 that to approxi-
mate true coulombic interactions with the zero at infinity, the
M-convention should be used.
The corresponding free-energy correction is proportional to

the molecular density of water inside the box (LS) or within
the cutoff radius (RF) and reads

γΔ = − ϵ Δ− −G N QN V(LS) (6 )dsm A 0
1

s S B
1

(8)

for the LS scheme and

∑

γΔ = − ϵ
ϵ −
ϵ +

× Δ ⟨ ⟩

−

=

−

G N

q N R V

(RF) (6 )
2( 1)

2 1

( )

A

i

n

i i

dsm 0
1 RF

RF
s

1
S C, C

1

(9)

for the RF scheme where NA is the Avogadro constant, ϵ0
is the vacuum dielectric permittivity, ϵRF is the reaction field
dielectric permittivity, γs is the quadrupole-moment trace of
the water model, ΔQ is the net-charge change in the system,
Δqi is the net-charge change of the perturbed atom i, NS is the
number of solvent molecules in the box, ⟨NS(RC, i)⟩ is the

average number of solvent molecules in the cutoff sphere of the
perturbed atom i, VB is the volume of the computational box,
and VC is the volume of the cutoff sphere. For the calculation
of ⟨NS(RC, i)⟩, a radial distribution function between the center
of mass of the perturbed atoms and the van der Waals
interaction sites of the solvent molecules was calculated over
the full trajectories at λ = 1 (alchemical transformations) or at
λ = 0 and λ = 1 (path transformations).
Note that the quadrupole estimate discussed above gives

only a correct estimate for a solvent in the so-called orientational-
disorder limit (ODL), which is an idealized situation based on
the absence of intermolecular electrostatic interactions. In a
simulation where the solvent is polarized and certainly not in
an ODL situation, polarization-dependent components also con-
tribute. These are taken care of in the continuum-electrostatics
calculations (ΔGpol).

Direct Nonsolvent Interactions. In computer simulations,
the calculated electrostatic interactions between the individual
charge groups are artifacted due to the applied effective elec-
trostatic interactions scheme. When cutoff truncation is applied
in the simulation, interactions beyond a particular cutoff are
neglected. If an RF contribution is added, only the effect of a
homogeneous medium outside the cutoff distance on the
interactions within the cutoff is included. In simulations with
the LS scheme, the perturbed atoms are interacting with the
periodic copies of the host also. Analogous to the correction
scheme for the solvent polarization, the correction term for the
artifacted direct interactions ΔGdir can be deduced from the
two electrostatic free energies

Δ = Δ − ΔG G Gdir chg,P(R)
macro

chg,P(R)
sim

(10)

where ΔGchg, P(R)
macro is the contribution to the free energy of

charging of the perturbed atoms due to the remaining (unper-
turbed) atoms, and ΔGchg, P(R)

sim is the corresponding free-energy
contribution that also includes self-term contributions, an RF
contribution for the polarization between excluded atoms or
interactions with periodic copies in LS simulations. The first is
calculated under full coulombic electrostatic interactions in a
macroscopic environment, the latter with effective electrostatic
interactions in a periodic environment.
The charging free energies of the perturbed atoms due to the

remaining atoms (P(R)) and the self-term can be calculated via
reanalysis of the simulated trajectories

∫ λΔ = [⟨ ⟩ − ⟨ ⟩ ]λ λG E E dchg,P(R)
env

0

1

elec
PR env

elec
R env

(11)

where ⟨Eelec
PR ⟩λ

env and ⟨Eelec
R ⟩λ

env are electrostatic energies sampled
in the trajectories defined by λ. Note that, for the calculation of
⟨Eelec

PR ⟩λ
env, the solute−solute interactions from trajectories gen-

erated at λ = 0 and λ = 1 were reanalyzed with full charges (λ = 1).
For the calculation of ⟨Eelec

R ⟩λ
env, the charges of the perturbed atoms

were zeroed to extract only the energies between the remaining
atoms.
Prior to analysis, all explicit solvent molecules were deleted

from the sampled configurations. To extract the energies, the
configurations sampled at individual λ-points were reanalyzed
with full charges (λ = 1) for the perturbed and the remaining
atoms (PR). Then, the same configurations were reanalyzed
with full charges for the remaining atoms but eliminated charges
for the perturbed atoms (R). The same configurations were used
as in the calculations of ΔGpol. Error estimates on the sum of
ΔGpol and ΔGdir are reported as the standard error of the mean
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over the selected configurations. We have previously shown that
the sum of these correction terms is fairly independent of time
due to compensating effects in the individual terms.20

Corrections for Binding Free Energies. From the
corrected alchemical free energies, physically more relevant
free energies of charging (closed hosts) or binding free energies
(opened hosts) were calculated by cycle closure of the pertur-
bations in the bound and unbound state. For the free energies
that were calculated from (co)alchemical transformations, λ = 0
and λ = 1 denote the dummy state versus the state where the
ligand is fully interacting. Here, to close the thermodynamic
cycle, ΔGcor has to be calculated for both simulations in the
bound and unbound states. In the bound state, the following
electrostatic interactions are considered between the solutes:

(i) intramolecular interactions within the ligand (L) and
(ii) intermolecular interactions between the ligand and host
atoms (H). In the unbound state, only intramolecular inter-
actions are present:

ΔΔ = Δ + Δ [ ]
− Δ − Δ [ ]

G G G L L H
G G L L

( , )
( )

alch
raw
alch,bound

cor
alch,bound

raw
alch,unbnd

cor
alch,unbnd

(12)

For the free energies that were calculated from path
sampling, λ = 0 and λ = 1 denote the bound versus unbound
state and cycle closure can be achieved from analysis of one
system only. However, this has some important consequences
on the calculation of the correction terms: (i) while the correc-
tions for alchemical free energies were calculated over all

Table 2. Raw Alchemical Free Energies (ΔGraw
alch), Correction Terms (ΔGpol + ΔGdir, ΔGdsm), and Corrected Alchemical Free

Energies (ΔGalch) for both Guests Acetate (ACE) and Methylammonium (MAM) in all Four Closed Hosts with an Apolar
Cavity (CAPO), with Hydrogen-Bonding Capability (CHB), with a Positively-Charged Cavity (CPOS), with a Negatively-
Charged Cavity (CNEG) and as Free in Solutiona

LIG HOST scheme ΔGraw
alch ΔGpol

alch + ΔGdir
alch ΔGdsm

alch ΔGalch

4 CAPO water, RF −137.6 ± 0.2 0.6 ± 0.2 66.0 −71.0 ± 0.3
water, LS −151.5 ± 0.4 4.3 ± 0.2 76.3 −70.9 ± 0.4
saline, RF −138.7 ± 0.3 1.9 ± 0.4 64.3 −72.6 ± 0.5
saline, LS −152.7 ± 0.3 6.5 ± 0.3 74.8 −71.4 ± 0.4

CHB water, RF −181.2 ± 0.1 1.5 ± 0.2 64.3 −115.4 ± 0.2
water, LS −195.6 ± 0.2 4.3 ± 0.3 76.4 −114.9 ± 0.4
saline, RF −182.7 ± 0.4 2.1 ± 0.4 64.6 −116.0 ± 0.6
saline, LS −195.2 ± 0.4 6.6 ± 0.4 74.9 −113.7 ± 0.6

CPOS water, RF −358.6 ± 0.3 −5.0 ± 0.3 66.3 −297.2 ± 0.4
water, LS −373.6 ± 0.2 0.9 ± 0.1 76.3 −296.4 ± 0.2
saline, RF −361.0 ± 0.2 0.6 ± 0.5 65.1 −295.3 ± 0.5
saline, LS −374.3 ± 0.5 3.0 ± 0.4 74.8 −296.5 ± 0.6

CNEG water, RF −18.9 ± 0.1 6.8 ± 0.1 66.1 54.0 ± 0.1
water, LS −32.7 ± 0.3 10.9 ± 0.1 76.3 52.8 ± 0.3
saline, RF −20.4 ± 0.7 5.8 ± 0.3 65.5 50.9 ± 0.8
saline, LS −32.7 ± 0.4 10.9 ± 0.3 74.9 53.1 ± 0.5

free water, RF −374.8 ± 0.3 −3.4 ± 0.1 79.0 −299.2 ± 0.3
water, LS −383.1 ± 0.4 1.4 ± 0.1 81.0 −300.6 ± 0.4
saline, RF −365.7 ± 0.3 −8.5 ± 0.3 77.6 −296.6 ± 0.4
saline, LS −384.2 ± 0.4 7.4 ± 0.2 79.6 −297.3 ± 0.4

MAM CAPO water, RF −81.5 ± 0.2 1.8 ± 0.1 −66.4 −146.0 ± 0.2
water, LS −76.8 ± 0.3 4.4 ± 0.2 −76.3 −148.7 ± 0.4
saline, RF −80.7 ± 0.3 −3.9 ± 0.3 −65.2 −149.8 ± 0.4
saline, LS −75.0 ± 0.6 −0.9 ± 0.2 −74.8 −150.7 ± 0.6

CHB water, RF −116.1 ± 0.1 0.4 ± 0.2 −66.4 −182.1 ± 0.2
water, LS −109.2 ± 0.3 4.2 ± 0.2 −76.3 −181.3 ± 0.4
saline, RF −115.7 ± 0.3 −4.7 ± 0.3 −65.3 −185.7 ± 0.4
saline, LS −109.0 ± 0.2 2.4 ± 0.6 −74.9 −181.5 ± 0.6

CPOS water, RF 47.0 ± 0.3 4.9 ± 0.3 −67.1 −15.2 ± 0.4
water, LS 54.6 ± 0.4 8.0 ± 0.2 −76.3 −13.7 ± 0.4
saline, RF 47.0 ± 0.2 0.9 ± 0.3 −65.9 −18.0 ± 0.4
saline, LS 51.6 ± 0.2 4.5 ± 0.3 −74.9 −18.8 ± 0.4

CNEG water, RF −319.8 ± 0.1 −3.6 ± 0.2 −66.2 −389.6 ± 0.2
water, LS −312.1 ± 0.2 0.6 ± 0.1 −76.3 −387.9 ± 0.2
saline, RF −318.1 ± 0.7 −7.2 ± 0.6 −65.0 −390.3 ± 0.9
saline, LS −311.2 ± 0.4 −1.2 ± 0.4 −74.9 −387.3 ± 0.6

free water, RF −248.1 ± 0.3 4.9 ± 0.2 −79.1 −332.1 ± 0.4
water, LS −251.8 ± 0.3 1.3 ± 0.1 −81.1 −331.6 ± 0.3
saline, RF −232.1 ± 0.4 −19 ± 0.1 −77.6 −328.7 ± 0.4
saline, LS −251.9 ± 0.4 2.8 ± 0.2 −79.7 −328.8 ± 0.4

aResults are reported for two solvents, pure water and 0.5 M saline. Two different methods for electrostatic energies were used, a cutoff-scheme
with reaction-field (RF) and lattice-summation (LS) electrostatics. All values are reported in kJ/mol.
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simulated λ-points, the corrections for path sampling were
calculated only for the end points λ = 0 and λ = 1. These
correspond to the situations where the ligand is fully bound to
or dissociated from the host (with distances 0 or 2.65 nm);
(ii) in the case of the alchemical correction terms, the elec-
trostatic energies were recalculated for the perturbed atom
sites only. In the case of correction terms for the path-sampling
method, the electrostatic energies were recalculated for all
atoms of both binding partners; (iii) as the electrostatic energies
were calculated using a cutoff scheme with a 1.4 nm cutoff
distance, the dissociated binding partners are believed to be
exempt of any interaction at λ = 1 (with a distance of 2.65 nm).
However, applying the correction terms ΔGpol + ΔGdir would
eliminate the cutoff scheme in favor of a fully macroscopic
situation. To ensure that the corrected energies at λ = 1 still

correspond to a fully unbound situation, the corrections were
calculated for ligand (L) and host (H) atoms individually
where both charges and Lennard−Jones radii of the respective
other binding partner were set to zero. From that, it follows
that both ligand and host molecules are only interacting with
themselves (L(L) and H(H))

ΔΔ = Δ + Δ [ ]
+ Δ [ ] − Δ [ ]
− Δ [ ]

λ

λ λ

λ

=

= =

=

G G G L L H
G H L H G L L
G H H

( , )
( , ) ( )
( )

path
raw
path

cor
path, 0

cor
path, 0

cor
path, 1

cor
path, 1

(13)

This ensures that at λ = 1, both terms, ΔGpol and ΔGdir
correspond to a fully dissociated situation in the corrected
binding free energies.

Table 3. Raw Coalchemical Free Energies (ΔGraw
coalch), Correction Terms (ΔGpol + ΔGdir, ΔGdsm), and Corrected Coalchemical

Free Energies (ΔGcoalch) for both Guests Acetate (ACE) and Methylammonium (MAM) in all Four Closed Hosts with an
Apolar Cavity (CAPO), with Hydrogen-Bonding Capability (CHB), with a Positively-Charged Cavity (CPOS), with a
Negatively-Charged Cavity (CNEG) and Free in Solutiona

LIG HOST scheme ΔGraw
coalch ΔGpol

coalch + ΔGdir
coalch ΔGdsm

coalch ΔGcoalch

ACE CAPO water, RF 675.3 ± 2.7 4.1 ± 1.4 −10.4 669.0 ± 3.8

water, LS 669.5 ± 1.1 2.3 ± 1.5 0.0 671.7 ± 1.6

saline, RF 678.7 ± 1.6 5.4 ± 1.3 −9.9 674.2 ± 2.3

saline, LS 676.0 ± 1.8 0.8 ± 2.2 0.0 676.8 ± 2.5

CHB water, RF 631.7 ± 0.9 3.7 ± 1.3 −10.3 625.2 ± 1.3

water, LS 625.0 ± 1.2 2.6 ± 1.6 0.0 627.6 ± 1.7

saline, RF 637.0 ± 1.4 5.9 ± 1.8 −10.1 632.9 ± 2.0

saline, LS 632.7 ± 2.3 1.7 ± 1.6 0.0 634.4 ± 3.3

CPOS water, RF 455.9 ± 2.3 −2.8 ± 1.4 −10.1 443.0 ± 3.3

water, LS 443.0 ± 1.2 1.9 ± 1.3 0.0 444.9 ± 1.7

saline, RF 461.2 ± 1.2 2.2 ± 2.5 −9.6 453.8 ± 1.7

saline, LS 454.7 ± 2.1 0.3 ± 1.6 0.0 454.9 ± 3.0

CNEG water, RF 792.3 ± 2.6 11.4 ± 1.3 −9.9 793.8 ± 3.7

water, LS 791.4 ± 0.9 2.6 ± 1.2 0.0 793.9 ± 1.3

saline, RF 797.0 ± 2.6 8.5 ± 1.5 −10.4 795.1 ± 3.7

saline, LS 795.5 ± 1.7 3.3 ± 1.7 0.0 798.8 ± 2.4

free water, RF 439.4 ± 2.8 1.0 ± 0.9 −0.8 439.5 ± 4.0

water, L 442.0 ± 3.4 0.3 ± 1.5 0.0 442.2 ± 4.8

saline, RF 451.7 ± 2.3 −1.8 ± 1.3 −0.7 449.1 ± 3.3

saline, LS 453.7 ± 1.8 −2.4 ± 1.2 0.0 451.4 ± 2.5

MAM CAPO water, RF 314.3 ± 2.4 4.0 ± 1.4 9.3 327.6 ± 3.4

water, LS 324.9 ± 1.3 1.5 ± 0.5 0.0 326.5 ± 1.8

saline, RF 315.5 ± 1.2 0.3 ± 1.7 9.2 325.0 ± 1.7

saline, LS 324.9 ± 1.1 0.6 ± 2.8 0.0 325.6 ± 1.6

CHB water, RF 279.6 ± 1.1 3.4 ± 1.7 9.3 292.2 ± 1.6

water, LS 290.5 ± 2.1 1.3 ± 1.5 0.0 291.8 ± 3.0

saline, RF 280.2 ± 1.3 5.2 ± 3.4 9.5 294.9 ± 1.8

saline, LS 292.2 ± 2.4 3.8 ± 2.3 0.0 296.1 ± 3.4

CPOS water, RF 440.6 ± 2.7 10.0 ± 1.5 8.7 459.3 ± 3.8

water, LS 456.5 ± 2.5 3.5 ± 0.7 0.0 460.0 ± 3.5

saline, RF 440.5 ± 1.3 7.7 ± 0.6 8.5 456.7 ± 1.8

saline, LS 457.6 ± 1.6 −1.7 ± 1.4 0.0 456.0 ± 2.3

CNEG water, RF 78.4 ± 2.7 −3.1 ± 1.3 9.6 84.9 ± 3.8

water, LS 83.4 ± 1.8 0.8 ± 1.4 0.0 84.2 ± 2.5

saline, R 79.5 ± 1.0 −1.3 ± 1.5 9.6 87.9 ± 1.4

saline, LS 86.9 ± 1.3 0.3 ± 1.7 0.0 87.1 ± 1.8

free water, RF 140.6 ± 1.4 −0.3 ± 1.9 0.6 140.9 ± 2.0

water, LS 140.3 ± 2.6 0.6 ± 1.4 0.0 140.8 ± 3.7

saline, RF 148.6 ± 0.7 −2.1 ± 0.7 0.6 147.2 ± 1.0

saline, LS 151.5 ± 2.3 −3.3 ± 1.5 0.0 148.3 ± 3.3
aResults are reported for two solvents, pure water and 0.5 M saline. Two different methods for electrostatic energies were used, a cutoff-scheme
with reaction-field (RF) and lattice-summation (LS) electrostatics. All values are reported in kJ/mol.
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Mind that for the calculations of ΔGpol, a fully solvated
system with implicit solvent is considered, while all electro-
static energies for the calculation of ΔGdir are vacuum energies.
While the solvent was not explicitly mentioned in eqs 12 and
13, an implicit solvent is present for the calculations of ΔGpol
and polarization effects are considered from both ligand and
host molecules in the cases of L(LH) and H(LH) or only one
molecule in the cases of L(L) and H(H).

■ RESULTS AND DISCUSSION

(Co-)Alchemical Transformations in the Closed Host.
For all systems, the alchemical and coalchemical raw free
energies were corrected using the post-simulation free-energy
correction from eq 4. To simplify further discussions, all
calculated artifacts terms are reported as two terms: (i) a group
ΔGpol + ΔGdir that corrects wrong electrostatic energies due to
a spurious polarization of the solvent and incorrect vacuum-
energies between the solute atoms due to the use of an
incorrect solvent model, cutoff truncation or periodicity; (ii) a
term ΔGdsm that corrects for the convention to sum the
potentials over individual solvent point charges in a periodic
environment. These terms are reported together with raw free
energies and corrected free energies in Tables 2 and 3. The
method used for the calculation of the electrostatic energies

(RF or LS) has an impact on the raw free energies (column
ΔGraw). These methodology-dependent artifacts were succes-
fully eliminated in the corrected free energies (column ΔG).
In the case of the alchemical free energies, the presence of
0.5 M saline (mobile ions) had only a negligible effect on both
raw free energies and corrected free energies for the bound
systems (Table 2). However, the effect of mobile ions on the
free systems is more pronounced. The same effect can be
observed in the coalchemical free energies (Table 3), as these
systems contain a charge-perturbed mobile ion free in solution.
Independent of the method used for calculation of the elec-
trostatic energies, the presence of mobile ions has a non-observable
effect on the electrostatic artifacts and the connected size of
the correction terms.
The coalchemical ion approach does not eliminate artifacts

from cutoff effects (RF) or periodicity (LS) in a satisfying way
(column ΔGpol + ΔGdir in Table 3). This was expected, as both
perturbed ligands are not embedded in the same environment:
a ligand bound to a solvent-excluded cavity in the host versus a
fully solvated ion. Furthermore, in the case of LS electrostatics,
both perturbed moieties are not only interacting with their
own periodic replicates but also with the periodic replicates of
the respective coalchemical partner (ligand with periodic ion/
ion with periodic ligand). This represents an additional artifact

Table 4. Raw and Corrected Free Energies of Charging (ΔΔGraw, ΔΔG) Using Different Methodologies with Acetate (ACE) in
the Closed Buckyballsa

LIG HOST scheme ΔΔGraw ΔΔG ΔΔGcor

ACE CAPO water, alchem, RF 237.1 ± 0.4 228.2 ± 0.4 9.0 ± 0.2
water, alchem, LS 231.6 ± 0.6 229.8 ± 0.6 1.8 ± 0.2
water, coalch, RF 235.9 ± 3.9 229.5 ± 5.5 6.4 ± 1.7
water, coalch, LS 227.3 ± 3.6 229.5 ± 5.1 2.3 ± 2.1
saline, alchem, RF 226.9 ± 0.4 224.0 ± 0.6 2.9 ± 0.5
saline, alchem, LS 231.5 ± 0.5 225.8 ± 0.6 5.7 ± 0.4
saline, coalch, RF 227.0 ± 2.8 225.0 ± 4.0 1.9 ± 1.8
saline, coalch, LS 222.3 ± 2.5 225.4 ± 3.5 3.2 ± 2.5

CHB water, alchem, RF 193.6 ± 0.3 183.8 ± 0.4 9.8 ± 0.2
water, alchem, LS 187.5 ± 0.4 185.7 ± 0.6 1.8 ± 0.3
water, coalch, RF 192.3 ± 2.9 185.6 ± 4.2 6.7 ± 1.6
water, coalch, LS 182.8 ± 3.6 185.4 ± 5.1 2.6 ± 2.2
saline, alchem, RF 183.0 ± 0.5 180.6 ± 0.7 2.4 ± 0.5
saline, alchem, LS 189.0 ± 0.6 183.5 ± 0.7 5.5 ± 0.4
saline, coalch, RF 185.4 ± 2.7 183.8 ± 3.9 1.6 ± 2.2
saline, coalch, LS 179.0 ± 2.9 183.1 ± 4.1 4.1 ± 2.0

CPOS water, alchem, RF 16.2 ± 0.4 1.9 ± 0.5 14.3 ± 0.3
water, alchem, LS 9.5 ± 0.4 4.2 ± 0.4 5.3 ± 0.1
water, coalch, RF 16.5 ± 3.6 4.5 ± 5.2 13.0 ± 1.7
water, coalch, LS 0.8 ± 3.6 2.6 ± 5.1 1.9 ± 2.0
saline, alchem, RF 4.7 ± 0.4 1.3 ± 0.6 3.4 ± 0.6
saline, alchem, LS 10.0 ± 0.6 0.8 ± 0.7 9.2 ± 0.4
saline, coalch, RF 9.5 ± 2.6 4.7 ± 3.7 4.8 ± 2.8
saline, coalch, LS 0.9 ± 2.8 3.5 ± 3.9 2.6 ± 2.0

CNEG water, alchem, RF 355.9 ± 0.3 353.1 ± 0.3 2.8 ± 0.1
water, alchem, LS 351.2 ± 0.5 353.5 ± 0.5 4.8 ± 0.1
water, coalch, RF 352.9 ± 3.8 354.3 ± 5.4 1.3 ± 1.6
water, coalch, LS 349.1 ± 3.5 351.7 ± 5.0 2.6 ± 1.9
saline, alchem, RF 345.3 ± 0.8 347.5 ± 0.9 2.2 ± 0.4
saline, alchem, LS 351.6 ± 0.6 350.3 ± 0.6 1.2 ± 0.4
saline, coalch, RF 345.3 ± 3.5 346.0 ± 5.0 0.7 ± 2.0
saline, coalch, LS 341.8 ± 2.5 347.4 ± 3.5 5.6 ± 2.1

aThe effects of the total artifacts in the free energies of charging (ΔΔGcor = ΔΔGraw − ΔΔGraw, see eq 4) are reported in the last column. All values
are reported in kJ/mol.
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in the coalchemical ion strategy. However, the discrete solvent
effect is reduced in the case of RF or completely eliminated
in the case of LS electrostatics (ΔGdsm in Table 3). This was
expected, as according to eqs 8, and 9 this artifact is propor-
tional to the solvent density around the perturbed moieties.
In the case of LS elecrostatics, the solvent interactions of both
coalchemical partners is calculated over the entire simulation
box, while in the case of RF, these interactions are calculated
over a sphere with a defined cutoff radius that was defined a
priori. Here, the difference in the solvent density between both
cutoff spheres of the coalchemical partners depends mainly on
the volume of the solvent-excluded host cavity. In the case
of simulations of the unbound ligand, the value for ΔGdsm is
roughly 0 for the lack of a solvent-excluded cavity.
From both raw and corrected free energies, physically more

meaningful contributions of the charging process to the binding
free energies were calculated from the raw and the corrected
values (Tables 4 and 5). The size of the electrostatic artifacts
contained in the raw free energies (ΔΔGcor = ΔΔG − ΔΔGraw)
diminished compared to the artifacts contained in the alchemical
raw free energies (ΔG − ΔGraw in Tables 2 and 3). It follows
that a major part of the artifacts is eliminated upon application
of a thermodynamic cycle. However, in neither case (RF vs LS,
alchemic vs coalchemic, water vs saline) do the artifacts

Table 5. Raw and Corrected Free Energies of Charging (ΔΔGraw, ΔΔG) Using Different Methodologies with
Methylammonium (MAM) in the Closed Buckyballsa

LIG HOST scheme ΔΔGraw ΔΔG ΔΔGcor

MAM CAPO water, alchem, RF 166.6 ± 0.4 186.0 ± 0.4 19.4 ± 0.2
water, alchem, LS 174.9 ± 0.4 182.9 ± 0.5 8.0 ± 0.2
water, coalch, RF 173.7 ± 2.8 186.7 ± 3.9 13.0 ± 2.4
water, coalch, LS 184.1 ± 2.9 185.6 ± 4.1 1.5 ± 1.5
saline, alchem, RF 151.4 ± 0.5 178.9 ± 0.6 27.5 ± 0.3
saline, alchem, LS 176.9 ± 0.7 178.1 ± 0.7 1.1 ± 0.3
saline, coalch, RF 166.9 ± 1.4 177.8 ± 2.0 10.9 ± 1.8
saline, coalch, LS 173.4 ± 2.5 177.3 ± 3.7 3.9 ± 3.2

CHB water, alchem, RF 132.0 ± 0.3 150.0 ± 0.4 18.0 ± 0.3
water, alchem, LS 142.6 ± 0.4 150.3 ± 0.5 7.7 ± 0.2
water, coalch, RF 139.0 ± 1.8 151.3 ± 2.6 12.3 ± 2.5
water, coalch, LS 149.7 ± 3.3 150.9 ± 4.8 1.3 ± 2.1
saline, alchem, RF 116.4 ± 0.5 143.0 ± 0.6 26.6 ± 0.3
saline, alchem, LS 142.9 ± 0.4 147.3 ± 0.7 4.4 ± 0.6
saline, coalch, RF 131.6 ± 1.5 147.8 ± 2.1 16.2 ± 3.5
saline, coalch, LS 140.7 ± 3.3 147.8 ± 4.7 7.1 ± 2.7

CPOS water, alchem, RF 295.0 ± 0.4 316.9 ± 0.6 21.8 ± 0.4
water, alchem, LS 306.4 ± 0.5 317.9 ± 0.5 11.5 ± 0.2
water, coalch, RF 300.0 ± 3.0 318.4 ± 4.3 18.3 ± 2.4
water, coalch, LS 315.7 ± 3.6 319.2 ± 5.1 3.5 ± 1.6
saline, alchem, RF 279.1 ± 0.4 310.7 ± 0.6 31.6 ± 0.3
saline, alchem, LS 303.5 ± 0.4 310.0 ± 0.6 6.5 ± 0.4
saline, coalch, RF 291.9 ± 1.5 309.6 ± 2.1 17.6 ± 0.9
saline, coalch, LS 306.1 ± 2.8 307.7 ± 4.0 1.6 ± 2.1

CNEG water, alchem, RF −71.7 ± 0.3 −57.6 ± 0.4 14.2 ± 0.3
water, alchem, LS −60.3 ± 0.4 −56.2 ± 0.4 4.1 ± 0.1
water, coalch, RF −62.2 ± 3.0 −56.0 ± 4.3 6.1 ± 2.3
water, coalch, LS −57.4 ± 3.2 −56.7 ± 4.5 0.8 ± 2.0
saline, alchem, RF −86.0 ± 0.8 −61.7 ± 1.0 24.4 ± 0.6
saline, alchem, LS −59.3 ± 0.6 −58.5 ± 0.7 0.8 ± 0.4
saline, coalch, RF −69.1 ± 1.2 −59.3 ± 1.7 9.8 ± 1.7
saline, coalch, LS −64.7 ± 2.6 −61.1 ± 3.8 3.5 ± 2.3

aThe effects of the total artifacts in the free energies of charging (ΔΔGcor = ΔΔGraw − ΔΔGraw, see eq 4) are reported in the last column. All values
are reported in kJ/mol.

Figure 2. Comparison of the methodological differences between free
energies from RF and LS methods (y-axis), for raw and corrected
data. Each box plot represents 16 datapoints for the different systems
in different solvents.
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disappear completely. Figure 2 compares the spread in the
differences between free energies from RF and LS methods for
the different systems in different solvents. Application of correction
terms reduces the differences between both methods by a con-
siderable amount. This shows the requirement for post-simulation
correction terms to achieve methodological independence and is
true for both alchemical and coalchemical free energies.
Figure 3 compares the size of the artifacts between the dif-

ferent methods (RF/LS, alchemic/coalchemic, water/saline).
In total, the spread of the artifacts seems to be bigger for the
RF methods compared to the LS method and for the alchemical
perturbation scheme compared to the coalchemical scheme. The
impact of the solvent (water vs saline) seems to be negligible.
Further, the artifacts reported as ΔGpol + ΔGdir and ΔGdsm were
averaged over the different systems (ACE/MAM, CAPO/CHB/
CPOS/CNEG, see Table S1). The terms ΔGpol + ΔGdir are not
significantly different for coalchemical free energies compared to
their alchemical counterpart. The ΔGdsm term, however, is
significantly lower for free energies that were calculated using LS
electrostatics compared to the RF method. However, this is true
for the test systems where the water molecule densities for the
guest/host systems were roughly the same compared to the free
guests, while the densities within the cutoff radii differ by a

Figure 3. Comparison of the total size of the artifacts for the eight
different systems (2 ligands, 4 hosts) using different methods. The
y-axis represents the total correction estimates for the charging free
energies.

Table 6. Raw Alchemical Free Energies (ΔGraw
⊖, alch), Correction Terms (ΔGpol + ΔGdir, ΔGdsm), and Corrected Alchemical Free

Energies (ΔG⊖, alch) for both Guests Acetate (ACE) and Methylammonium (MAM) in all Four Opened Hosts with an Apolar
Cavity (CAPO), with Hydrogen-Bonding Capability (CHB), with a Positively-Charged Cavity (CPOS), with a Negatively-
Charged Cavity (CNEG), and as Free in Solutiona

LIG HOST ΔGraw
⊖, alch ΔGpol + ΔGdir ΔGdsm ΔG⊖, alch

ACE CAPO −214.7 ± 1.0 −0.4 ± 0.1 68.1 −147.0 ± 1.0
CHB −233.3 ± 1.9 −0.1 ± 0.1 68.3 −165.2 ± 1.9
CPOS −371.2 ± 1.6 −0.5 ± 0.2 68.4 −303.3 ± 1.6
CNEG −108.7 ± 5.7 −0.3 ± 0.1 68.7 −40.3 ± 5.7
free −357.7 ± 0.7 −3.7 ± 0.0 79.1 −282.3 ± 0.7

MAM CAPO −138.1 ± 4.1 −2.5 ± 0.2 −68.4 −209.0 ± 4.1
CHB −146.2 ± 3.8 −1.7 ± 0.1 −68.7 −216.7 ± 3.8
CPOS 28.1 ± 1.7 −5.0 ± 0.4 −68.7 −45.6 ± 1.7
CNEG −248.2 ± 7.2 0.1 ± 0.0 −8.1 −316.3 ± 7.2
free −230.0 ± 1.3 −3.8 ± 0.1 −79.1 −312.9 ± 1.3

aFree energies in the bound state are corrected for the standard states. All values are reported in kJ/mol.

Table 7. Raw Binding Free Energies (ΔGraw
⊖, path) from Path Sampling (Using RF Electrostatics)a

LIG HOST ΔGraw
⊖, path state ΔGpol + ΔGdir ΔGdsm ΔG⊖, path

ACE CAPO 139.1 ± 0.8 bound −0.3 ± 0.1 66.9
unbnd −0.4 ± 0.1 76.3 129.9 ± 0.8

CHB 124.8 ± 1.2 bound 1.4 ± 0.2 67.4
unbnd 0.3 ± 0.1 77.8 115.6 ± 1.2

CPOS −13.9 ± 1.1 bound −0.4 ± 0.1 0.0
unbnd −1.1 ± 0.3 7.2 −20.4 ± 1.1

CNEG 236.3 ± 1.8 bound 7.1 ± 0.6 138.0
unbnd −1.5 ± 0.2 140.2 242.7 ± 1.9

MAM CAPO 96.9 ± 1.0 bound −0.6 ± 0.2 −68.3
unbnd −0.5 ± 0.1 −73.9 102.4 ± 1.0

CHB 91.9 ± 0.9 bound −0.9 ± 0.3 −66.3
unbnd −0.5 ± 0.1 −73.6 98.8 ± 1.0

CPOS 257.5 ± 1.7 bound 6.6 ± 0.5 −138.7
unbnd −1.3 ± 0.2 −141.8 268.5 ± 1.8

CNEG −10.9 ± 1.4 bound −0.5 ± 0.1 1.4
unbnd −1.7 ± 0.4 −6.8 −1.5 ± 1.5

aCorrection terms (ΔGpol + ΔGdir and ΔGdsm) are reported for the bound and unbound stateS in two separate lines. The corrected binding free
energies (ΔG⊖, path) are reported in the last column. All values are reported in kJ/mol.
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greater amount. In the case of coalchemical free energies
calculated with LS electrostatics, the ΔGdsm term drops out
completely, thereby reducing the total artifacts. However, note
that, for the coalchemical approach with LS electrostatics, in a
solvent with mobile charges (as recommended by Chen et al.28),
the corrections still count to 4 kJ/mol, roughly the accepted
accuracy of alchemical methods in drug design.1,64

Alchemical Transformations and Path Sampling in
the Opened Hosts. The raw free energies and corresponding
standard-state corrections for both the alchemical and the path
sampling approaches are reported in Table S1.
Electrostatic artifacts in the raw free energies from simu-

lations of the open buckyballs were analyzed for both methods:
alchemical and path sampling. The artifacts for the alchemical
DDM method were calculated analogously to the method used
for the closed buckyballs, and the reporting is similar. All values
for the correction terms are on a comparable scale relative to the
closed buckyballs (compare Tables 2 and 6). The exact size of the
individual correction terms calculated using both eqs 6 and 7
shown in Table S4. A root-mean-square difference between the two
approaches of 0.27 kJ/mol (maximum deviation of 0.7 kJ/mol) was
observed. In the case of path sampling, the artifacts were calculated

for λ = 0 (bound state) and λ = 1 (unbound state). These were
used to correct raw free energies from path sampling (Table 7).
As expected, raw binding free energies from alchemical
modifactions and path sampling were not in agreement with
each other using the RF method. The free energies from path-
sampling were also artifacted, with the size and sign of the
artifacts mainly depending on the charges of the individual
molecules. Eliminating these artifacts by applying the correction
terms to the free energies from both methodologies gave con-
sistent results (Table S2). The total size of the artifacts depends
on the charges of the molecules.
The total artifacts for both alchemical transformations and

path sampling are on a very comparable scale on average but
not for the individual systems (Figure 4). The corrections
applied to pathway methods are not less compared to those
applied to alchemical methods. Mind that, in the case of
alchemical perturbations, these values report the artifacts for
the perturbed molecule. In the case of path sampling, these
report the artifacts for both binding partners (compare eqs 12
and 13). Root-mean-square differences (RMSD) between free
energies from alchemical and pathway methods were calculated
for the raw data and for the corrected data (Table 8). The
RMSD decreased from 6.4 to 2.4 kJ/mol, indicating much
smaller deviations between the corrected values compared to
the raw values. Both groups of errors (from cutoff artifacts and
the summation scheme) are equally important, dependent on
the charge configuration in the system. Table S3 reports the
individual contributions to the artifacts. This is an important
consideration since ΔGdsm would be zero for path sampling in
case a LS scheme would have been used (as long as the water
molecule density would not change between bound state vs.
unbound state). However, artifacts would still play a role,
arising from spurious polarization and electrostatic energies
arising from the periodicity. To estimate the size of the artifacts
for pathway methods using LS electrostatics, the conforma-
tions that were generated using RF electrostatics were analyzed
using LS conditions (Table 9, also see values for LS in Table S1).
The estimated values of ΔGcor

path for LS schemes are smaller than
under RF conditions but still amount to about 5−6 kJ/mol for
ligands and hosts of equally signed net charges.

■ CONCLUSIONS
Two methodologies were studied in terms of their capabilities
to eliminate methodology-dependent artifacts in the electro-
static free energies: (i) a coalchemical-ion approach where the
elimination of a charged ligand is coupled to the charging process
of a distant ion and (ii) explicit sampling of the dissociation path

Figure 4. Comparison of the total size of the artifacts for the 8
different systems (2 ligands, 4 hosts) between free energies from
alchemical perturbations vs path sampling. The y-axis represents the
total correction estimates for the binding free energies.

Table 8. Comparison of Raw and Corrected Binding Free Energies (Using RF Electrostatics) for Alchemical and Path-
Sampling Methods with Root-Mean-Square Differences (RMSD) between thema

LIG HOST ΔΔGraw
⊖, alch ΔGraw

⊖, path ΔΔG⊖, alch ΔG⊖, path ΔGcor
alch ΔGcor

path

ACE CAPO 143.1 ± 1.2 139.1 ± 0.8 135.3 ± 1.2 129.9 ± 0.8 7.3 ± 0.1 9.2 ± 0.8
CHB 124.4 ± 2.0 124.8 ± 1.2 117.2 ± 2.0 115.6 ± 1.2 7.2 ± 0.1 9.2 ± 1.2
CPOS −13.5 ± 1.7 −13.9 ± 1.1 −21.0 ± 1.8 −20.4 ± 1.1 7.5 ± 0.2 6.5 ± 1.1
CNEG 249.0 ± 5.7 236.3 ± 1.8 242.0 ± 5.7 242.7 ± 1.9 7.0 ± 0.1 6.4 ± 1.9

MAM CAPO 91.9 ± 4.3 96.9 ± 1.0 103.9 ± 4.3 102.4 ± 1.0 12.0 ± 0.2 5.5 ± 1.0
CHB 83.8 ± 4.0 91.9 ± 0.9 96.2 ± 4.0 98.8 ± 1.0 12.5 ± 0.1 6.9 ± 1.0
CPOS 258.0 ± 2.1 257.5 ± 1.7 267.2 ± 2.2 268.5 ± 1.8 9.2 ± 0.4 11.0 ± 1.8
CNEG −18.3 ± 7.3 −10.9 ± 1.4 −3.4 ± 7.3 −1.5 ± 1.5 14.9 ± 0.0 9.4 ± 1.5
RMSD 6.4 2.4

aThe total artifacts in the binding free energies are reported for alchemical energies and free energies from path sampling. All values are reported
in kJ/mol.
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to avoid a change in the net charge of the system. Both methods
were proven insufficient to eliminate methodology-dependent
artifacts completely. Using RF electrostatics, errors still arise from
spurious polarization of the solvent, wrong solute−solute
interactions, and the use of a summation scheme over point
charges, a necessity arising from periodic boundary conditions.
These errors remain due to the fact that the situations for a
distant ion versus the bound ligand or the unbound ligand
versus the bound ligand are different in terms of electrostatic
potentials and solvent densities. Using LS electrostatics, artifacts
due to the summation over solvent point charges are succesfully
eliminated. However, a spurious solvent polarization and wrong
solute−solute interactions still contribute to artifacted potentials.
As a consequence, the application of a post-simulation correction
scheme (as the one used within this study, which is based on tools
provided within the GROMOS++ simulation package)20 is highly
recommended to achieve consistent results, independent of the
applied methodology.
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Christoph Öhlknecht − Institute of Molecular Modeling and
Simulation, University of Natural Resources and Life Sciences,
Vienna 1190, Austria; orcid.org/0000-0003-1847-1719

Jan Walther Perthold − Institute of Molecular Modeling and
Simulation, University of Natural Resources and Life Sciences,
Vienna 1190, Austria; orcid.org/0000-0002-8575-0278

Bettina Lier − Institute of Molecular Modeling and Simulation,
University of Natural Resources and Life Sciences, Vienna
1190, Austria; orcid.org/0000-0002-8032-0084

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jctc.0c00719

Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS

J.W.P. and B.L. are recipients of DOC Fellowships of the
Austrian Academy of Sciences (ÖAW) at the Institute for
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