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Purpose: Numerous angiographic images with high variability in quality are obtained
during each ultra-widefield fluorescein angiography (UWFA) acquisition session. This
study evaluated the feasibility of an automated system for image quality classification
and selection using deep learning.

Methods: The training set was comprised of 3543 UWFA images. Ground-truth image
quality was assessed by expert image review and classified into one of four categories
(ungradable, poor, good, or best) based on contrast, field of view, media opacity,
and obscuration from external features. Two test sets, including randomly selected
392 images separated from the training set and an independent balanced image set
composed of 50 ungradable/poor and 50 good/best images, assessed themodel perfor-
mance and bias.

Results: In the randomly selected and balanced test sets, the automated quality assess-
ment system showed overall accuracy of 89.0% and 94.0% for distinguishing between
gradable and ungradable images, with sensitivity of 90.5% and 98.6% and specificity of
87.0% and 81.5%, respectively. The receiver operating characteristic curve measuring
performance of two-class classification (ungradable and gradable) had an area under
the curve of 0.920 in the randomly selected set and 0.980 in the balanced set.

Conclusions: A deep learning classification model demonstrates the feasibility of
automatic classification of UWFA image quality. Clinical application of this systemmight
greatly reduce manual image grading workload, allow quality-based image presenta-
tion to clinicians, and provide near-instantaneous feedback on image quality during
image acquisition for photographers.

Translational Relevance: The UWFA image quality classification tool may significantly
reducemanual grading for clinical- and research-related work, providing instantaneous
and reliable feedback on image quality.

Introduction

Fluorescein angiography is a critical tool in the
diagnosis and management of retinal disease, such as
diabetic retinopathy.1 In recent years, advancements in
angiographic imaging technology have enabled ultra-

widefield fluorescein angiography (UWFA) capable of
capturing 200° fields of view and visualizing up to 3.2
times more retinal area compared with conventional
imaging.2,3 More of the retina can be imaged with a
single image, which often translates to greater ease for
the patient and photographer.4 In addition to being
more time consuming, conventional angiography also
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Table 1. Grading Criteria

Field of View
Optic Disc/Macula

Visualization Contrast Macular Centering

Ungradable <50% Poor visualization Poor contrast Optic disc and macula
may be off-centered

Poor 50%+ Moderate blurring Lower contrast Optic disc and macula
may be off-centered

Good 70%+ Visible with slight
blurring

Moderate contrast Optic disc and macula
may be slightly
off-centered

Best 90%+ Fully visible
without blurring

Great contrast throughout Optic disc and macula
are centered

suffers from variable image quality. According to one
study, 31.6% of conventional angiographic images were
ungradable, primarily due to media opacities and poor
eye dilation.5

Although eye dilation is less of a factor in non-
mydriatic UWFA systems, UWFA is similarly affected
by media opacities (e.g., vitreous debris, hemorrhage,
cataract), lid artifacts, optimal eye–camera distance,
sufficient dye infusion, injection-to-image time, and
centration.6 Due to the variable quality, typical sample
sizes range from20 to 50 images to ensure that sufficient
numbers of good-quality images are obtained. Follow-
ing acquisition, physicians must manually review this
large quantity of images. This time-consuming process
can significantly limit work-flow efficiency, particularly
in busy retina clinics, and can reduce the time avail-
able to review the optimal images. Moreover, if it is
discovered that no images of sufficient quality were
obtained, it is likely that the patient is no longer at
the camera, thus requiring an additional angiography
study. Finally, significant human reader time is required
for reading centers and clinical trials to identify images
of optimal quality for review.

Consideration of image quality is an integral step
toward obtaining high-value clinical diagnostics. Previ-
ous studies on image quality in other imaging modal-
ities, such as optical coherence tomography angiogra-
phy (OCTA), have demonstrated significant impacts on
measurements made by automated segmentation and
analysis software when image quality was reduced.7
BecauseUWFA images are often highly complex, inter-
pretation errors can be propagated when a reliable
image quality assessment is lacking.

An automated quality assessment system could
dramatically improve workflow, enhance physician
interpretation efficiency, optimize image acquisition,
and enable automated computational image analysis.
In the short term, such a tool could provide immedi-

ate feedback to photographers during image acquisi-
tion to enable repeat imaging. Deep learning convolu-
tional models have significantly enhanced the ability to
segmentmedical images for optical applications, as well
as address complex classification tasks.8,9 These quali-
ties make them an excellent candidate for automating
image quality verification and feedback.

Methods

Images and Grading

UFWA images previously obtained during clini-
cal assessment of retinal disease were used to create
the datasets utilized for this study. Institutional review
board approval was obtained as part of a retrospec-
tive UWFA image analysis study. UWFA images were
acquired from both the Optos 200Tx and California
imaging systems (Optos plc, Dunfermline, Scotland).
A total of 3543 images were selected for the training
set for this model. The test set was composed of 392
independent images for evaluating model performance
and inter-reader agreement. This quality assessment
was diagnosis and UWFA-indication agnostic.

Ground-truth image quality for images used in
training was assessed by an image analyst review and
classified into one of four categories (ungradable, poor,
good, or best) based on key factors such as field of
view, obscuration from external features, contrast, and
centering (Table 1). Best images had at most one minor
quality issue, such as the presence of eyelashes with
greater than 90% field of view. Good images had at
most two minor or one moderate quality issue, such
as slight optic disc and macula centration issues, or
greater than 70% field of view. Poor images had at most
two moderate or one significant quality issues, such
as poor optic disc and macula centration, or greater
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Figure 1. Convolutional model architecture.

than 50% field of view. Specific criteria for ungradable
quality included complete obstruction of the optic disc
ormacula, poor dye visibility, and highly restricted field
of view less than 50%.

The testing set was manually graded by two trained
image analysts (HL, JRA) with disagreements resolved
by a third independent expert reader (DDS). Inter-
reader reliability was calculated by taking the number
of pairwise comparisons in agreement between the first
and second reader over the total number of pairwise
comparisons. In addition, a balanced set across quality
categories was created using manually graded images
of the eyes that were not included in the training set.

Machine Learning Training

The convolutional model is similar to many models
used previously, using the encoding layers of a U-net
style model, with fully connected layers at the end
for classification.10 This convolutional model was fed
into a two-layer fully connected network before final
classification. The model architecture is illustrated in
Figure 1. This model also uses a 5 × 5 convolu-
tional kernel, which allows for slightly more contex-
tual information to be used, which has been shown to
improve performance.11 The deep learning model was
trained on a Quadro M620 graphics card (NVIDIA,
Santa Clara, CA), using fivefold cross validation with
80% training, 10% validation, and 10% internal testing
separate from both independent training sets. The
selected model was the model with the best perfor-
mance on the internal test set. The training loss
function was binary cross entropy, with an Adam
optimizer and a loss rate of 1e-4. (Fig. 1)

Model Testing and Performance

Automated classificationwas completed on a testing
set of 392 images to assess model performance. Images
were automatically sorted into quality categories of
ungradable, poor, good, and best. Machine learn-
ing performance was determined by calculating the
sensitivity, specificity, and accuracy of the model
when evaluated on testing sets. Performance was also
assessed via a receiver operating characteristic (ROC)
curve. Because ROC curves are restricted to two-
classifier problems, performance was reported using
the class separation between ungradable and gradable
images. A balanced set of 100 images independent
from the training set was used to evaluate the potential
bias of the unbalanced training data on the machine
learning model. This balanced set included 50 ungrad-
able/poor images and 50 good/best images.

Results

Image Classification

A total of 3935 clinical UWFA images were
graded by an expert reader to establish ground-truth
image quality. For the 3935 images used in this
study, 1627 (41.3%) were ungradable, 1156 (29.4%)
were poor, 1042 (26.5%) were good, and 110 (2.8%)
were best. Manual and automated grading distribu-
tions of the 392 testing set images are presented
in Table 2, which shows the consistency of grading
distributions during automated classification. Inter-
reader reliability was calculated to be 84.2%, which
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Table 2. Grading Distribution in Testing Set Images

Testing Set, n (%)

Manual Classification Automated Classification

Ungradable 162 (41.3) 152 (38.8)
Poor 115 (29.3) 117 (29.8)
Good 104 (26.5) 105 (26.8)
Best 11 (2.8) 18 (4.6)

Figure 2. Representative imagequality assessment (U, ungradable; 1, poor; 2, good; 3, best). Representative images are selected to demon-
strate the quality characteristics of each grade, as determined by the expert image reader. Column A represents images with varying fields
of view, column B shows the ranges of visualization of the optic disc/macula region, column C shows the degrees of optic disc centering,
and column D shows the various levels of image contrast.

took the pairwise comparisons in agreement between
two readers (HL, JRA) over the total number of
comparisons. Examples of graded images are provided
in Figure 2, showing key factors affecting grade in each
category.

Machine Learning Performance

During cross-fold validation, the model reported an
average F-score performance of 0.74, with a standard
deviation of 0.06. The best performing model that
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Figure3. ROCcurve for the testing set: ungradable versusgradable
images (P, poor; G, good; and B, best).

was used for subsequent analysis had an F-score on
the internal test set of 0.78. The automated classi-
fier showed a sensitivity of 90.5% and specificity of
87.0% for distinguishing between gradable (poor, good,
best) and ungradable images. The automated classifier
showed a sensitivity of 78.9% and specificity of 94.1%
for distinguishing between optimal quality (good, best)
and limited quality (poor, ungradable) images. The
overall accuracy of our classifier was calculated to be
89.0% for gradable versus ungradable and 89.3% for
recognizing optimal quality versus limited quality. The
ROC curve indicates an area under the curve (AUC) of
0.920, measuring performance in a two-class classifica-
tion between ungradable and gradable images (grades
1–3) (Fig. 3).

When considering eyes that the expert reader graded
as ungradable in the test set, 99.4% (161/162) were
classified as ungradable or poor by the automatic
classifier, demonstrating important consistency at both
the high end and low end of the quality spectrum.
In the testing set, eight out of 14 best images were
classified correctly by our automated tool, whereas six
images were classified as good. In addition, 77 out
of 99 good images were classified correctly, whereas
six were incorrectly classified as best, 15 were classi-
fied as poor, and one was classified as ungradable
(Table 3). Good-quality images that were classified in
lower grades tended to have lower contrast ormoderate
quality issues in media opacity. The good images incor-
rectly graded higher generally had two minor issues,
such as minor eyelash obscuring the field of view or
slightly decreased contrast that prevented expert-based
classification as best.

A balanced testing set of 100 images, including 23
ungradable, 27 poor, 31 good, and 19 best images,
was sorted using the classifier tool. Assessment of the

Table 3. Automated Classification Versus Expert
Reader

Expert Reader (n)

Algorithm Assessment Ungradable Poor Good Best

Ungradable 140 20 1 0
Poor 21 72 15 0
Good 1 25 77 6
Best 0 0 6 8

Table 4. Automated Classification Versus Expert
Reader Using a Balanced Testing Set

Expert Reader (n)

Algorithm Assessment Ungradable Poor Good Best

Ungradable 22 4 0 1
Poor 1 23 2 0
Good 0 0 27 16
Best 0 0 2 2

balanced dataset showed a sensitivity of 98.6%, speci-
ficity of 81.5%, and accuracy of 94.0% when differ-
entiating between gradable and ungradable images.
For high-quality versus low-quality images, the model
showed a sensitivity of 100.0%, specificity of 94.3%,
and accuracy of 97.0%. The distribution of grades in
automated classification were 27 ungradable, 26 poor,
43 good, and four best images (Table 4). The model is
more likely to identify best images as good, which can
be attributed to the lower number of best images in the
training set (2.8%).

Discussion

In this study, a deep learning method was evalu-
ated for the assessment of image quality in UWFA
images. The automated quality assessment system
achieved a sensitivity of 90.5%, specificity of 87.0%,
and overall accuracy of 89.0% in identifying gradable
versus ungradable images. In addition, in differen-
tiating between optimal quality (good/best) images
versus limited quality (poor/ungradable) images, the
automated classifier performed with a sensitivity
of 78.9% and specificity of 94.1%. This model
can provide rapid image classification-based, clini-
cally relevant image features that can be used to
provide near-instantaneous feedback on image quality
during acquisition and during the image review
process.

Optimization for the deep learning model was
centered toward reducing misclassification of gradable
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images that were incorrectly classified as ungradable.
Although six best images were incorrectly classified as
good, the results still demonstrate a low number of
false negatives in higher quality images, as none was
classified as poor or ungradable. Only 1% (1/99) of the
good images were classified as ungradable. The single
image classified as ungradable had a high degree of
leakage, which may have impacted the classifier tool.
Incorrect classifications were heavily biased toward
poorer quality images. The complexity and hetero-
geneity of poor-quality images likely contributed to
challenges in accurate automated classification of these
images. However, when considering expert-reader-
determined ungradable eyes, the automated classifier
identified 99.4% (161/162) of these images as either
poor or ungradable. This is likely among the most
important factors for utilizing a system such as this for
automated selection of images for clinician review or
quantitative analysis.

Although wide-kernel convolutional models have
been used for medical imaging analysis,12–14 our review
of the literature did not reveal that this approach has
been applied to UWFA image quality classification.
Artifacts such as eyelashes and media opacities, as well
as other variations in UWFA image quality, provide
a challenge for model adaptation. For this reason, we
used a larger training set that was disease agnostic.
Previous studies have demonstrated the feasibility of
automated image quality classifiers for other modali-
ties, such as fundus photography and OCTA.15–17

Interestingly, in en face OCTA, fewer training
samples were needed to distinguish superficial vascu-
lar structures. The algorithmwas trained on 200OCTA
images evaluated by a single image reader and achieved
sensitivity, specificity, and accuracy of 90.0% each.17
Another application of automated image quality classi-
fication can be seenwith an artificial intelligence fundus
image assessment tool recently approved by the Food
and Drug Administration. The fundus photograph
quality assessment component measures multiple crite-
ria, such as retinal area, focus, and exposures, and
then appoints either an adequate or inadequate quality
assignment to the image.15,18 Themodel was trained on
9963 fundus images and achieved an AUC of 0.978 for
predicting gradable retinal fundus images, with sensi-
tivity of 93.9% and specificity of 90.9%.15 Although
there are differences in imaging modality and grading
standards when compared with previous work, this
study achieved similarly high sensitivity and specificity
when identifying gradable versus ungradable images
(90.5% and 87.0%, respectively) and when identify-
ing optimal versus limited quality images (78.9% and
94.1%, respectively). Our method achieved an AUC
of 0.920 in two-class classification between ungradable

and gradable images, demonstrating a large separa-
tion between positive and negative classes. Because this
algorithm allows the user to adjust operating thresh-
olds, settings can be adjusted to maximize either sensi-
tivity or specificity. This is especially advantageous in
clinical settings to minimize false-negative results.

One challenge in developing these systems is the
underlying ambiguity in image quality assessment by
expert readers, particularly for images that do not
neatly fit into a given category. Our UWFA classi-
fier tool outputs four categories of image quality
and can also provide binary criteria of gradable and
ungradable. Overall, image quality assessment remains
a crucial and necessary step to ensure reliable data
before identifying disease patterns and characterizing
disease progression.19–21

There are important limitations to this study that
should be acknowledged. The training set contained
only 2.8% best images, reflecting the nature of the
dataset used and also frequently what is seen clini-
cally in the acquisition of UWFA images. This may
have produced bias in the algorithm to sort images
to more commonly seen grading categories. Training
with a more balanced dataset may decrease bias in
future models. Furthermore, adding training data with
more pathologic images could help reduce the number
of higher pathology images being sorted into lower
quality categories. However, the performance of this
model on the balanced independent test set was also
quite good. The grading system developed for image
quality, though detailed and structured, relies on the
subjective interpretation of a trained reader which has
the potential to introduce important bias. Another
potential limitation is that, although explicit features
were utilized during the manual selection process (e.g.,
field of view, contrast) to grade images, the deep
learning model may be using other features buried in
the images that are unknown to the reader and may
ultimately result in unpredictable behaviors in other
datasets.11

In this report, a platform for quality assessment and
image selection of UWFA was developed to optimize
clinical imaging management. This tool (1) provides
automated image selection for clinical review, (2) can
provide rapid real-time feedback to photographers
regarding current image quality and enable additional
images to be obtained prior to the patient leaving
the camera, and (3) may accelerate clinical research
by reliably assessing image quality in datasets with
numerous images. This is a crucial step that, depend-
ing on the image review strategy for the clinician,
could take several minutes to achieve but could be
reduced to seconds.7 Further research will include
applying this tool to additional datasets, assessing
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disease-specific performance, and evaluating phase-
specific image selection.
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