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Abstract 

Background

Rapid and early detection of SARS-CoV-2 infections, especially during the pre- or 

asymptomatic phase, could aid in reducing virus spread. Physiological parameters 

measured by wearable devices can be efficiently analysed to provide early detection 

of infections. The COVID-19 Remote Early Detection (COVID-RED) trial investigated 

the use of a wearable device (Ava bracelet) for improved early detection of SARS-

CoV-2 infections in real-time.
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Trial design

Prospective, single-blinded, two-period, two-sequence, randomised controlled cross-

over trial.

Methods

Subjects wore a medical device and synced it with a mobile application in which they 

also reported symptoms. Subjects in the experimental condition received real-time 

infection indications based on an algorithm using both wearable device and self- 

reported symptom data, while subjects in the control arm received indications based on 

daily symptom-reporting only. Subjects were asked to get tested for SARS-CoV-2 when 

receiving an app-generated alert, and additionally underwent periodic SARS-CoV-2 

serology testing. The overall and early detection performance of both algorithms was 

evaluated and compared using metrics such as sensitivity and specificity.

Results

A total of 17,825 subjects were randomised within the study. Subjects in the 

 experimental condition received an alert significantly earlier than those in the con-

trol  condition (median of 0 versus 7 days before a positive SARS-CoV-2 test). The 

 experimental algorithm achieved high sensitivity (93.8–99.2%) but low specificity 

(0.8–4.2%) when detecting infections during a specified period, while the con-

trol algorithm achieved more moderate sensitivity (43.3–46.4%) and specificity 

(66.4–65.0%). When detecting infection on a given day, the experimental algorithm 

also achieved higher sensitivity compared to the control algorithm (45–52% versus 

28–33%), but much lower specificity (38–50% versus 93–97%).

Conclusions

Our findings highlight the potential role of wearable devices in early detection of 

SARS-CoV-2. The experimental algorithm overestimated infections, but future itera-

tions could finetune the algorithm to improve specificity and enable it to differentiate 

between respiratory illnesses.

Trial registration

Netherlands Trial Register number NL9320.

Introduction

The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), associated 
with the coronavirus disease 2019 (COVID-19), caused a global pandemic leading to 
over 775 million cases and seven million deaths worldwide [1]. During the pandemic, 
the standard approach to controlling the spread of SARS-CoV-2 relied upon individ-
uals seeking a diagnostic test when developing symptoms and isolating after being 
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exposed. However, this approach was complicated by the fact that most infected individuals became infectious before 
symptom onset, with an average incubation period of 6.57 days [2]. During this incubation period, the viral load of SARS-
CoV-2 increases, such that pre-symptomatic individuals can transmit the virus unknowingly. It has been suggested that 
over 40% of infected individuals were asymptomatic [3], and that pre- and asymptomatic cases were responsible for more 
than half of all COVID-19 transmissions [4–6].

Rapid and early detection of SARS-CoV-2 during the pre- or asymptomatic phase could facilitate isolation of cases 
before transmissions occur. Inviting individuals exposed to an infected person for testing (as was a common temporary 
policy in many countries and was recommended by the World Health Organisation [7,8]) ignores individuals unaware of an 
exposure. Frequent testing of healthy populations poses logistical and budgetary challenges, while screening for easy-to-
measure physiological signs that predict infection prior to symptom onset could facilitate timely identification of infected 
individuals while limiting the operational and financial impact [9–11].

Physiological monitors that can detect increased body temperature and pulse rate related to fever [12], which is one 
of the most common symptoms of COVID-19 [13,14], are commercially available, including wearable devices. Many 
wearable devices also register changes in breathing rates, associated with shortness of breath and tachycardia [13,14]. 
Ingested by machine learning algorithms, these physiological signals can be efficiently processed and analysed to support 
early detection of SARS-CoV-2 infections.

A systematic review published in 2022 identified multiple studies that support the use of wearable devices to detect 
SARS-CoV-2 infection prior to symptom onset [9]. However, these studies were relatively small and used retrospective 
study designs which increased their potential for bias while limiting their ability to evaluate efficacy in a real-world context. 
After publication of the review, a prospective study of 1,163 individuals in Liechtenstein [10] reported that the use of a 
wearable device (the Ava bracelet) could detect SARS-CoV-2 infections two days prior to symptom onset in 68% of cases. 
The study was performed in a sample of relatively young individuals (mean age of 44, maximum age of 51) and there-
fore lacked generalisability to older and more vulnerable populations. A prospective study in 2021 aimed to detect early 
infection in 3,318 participants using data from various wearable devices [15]. This study detected most pre- and asymp-
tomatic individuals, with presymptomatic individuals identified at a median of three days before symptom onset. However, 
many asymptomatic cases were likely missed due to reliance on self-reported positive tests in this study. Enrolling 38,911 
individuals between March 2020 and April 2021, another prospective study used self-reported symptoms as well as wear-
able device data for SARS-CoV-2 detection [16]. While high performance metrics (Area Under the Curve [AUC]) for both 
symptomatic (AUC = 0.83) and asymptomatic (AUC = 0.74) cases were achieved, performance in presymptomatic cases 
was not reported on. A prospective study in the United States in 2020 achieved similar performance when differentiating 
between cases and non-cases among symptomatic individuals (AUC = 0.80) [17] but did not investigate performance for 
asymptomatic infections. Additionally, none of these prospective studies included a control group.

The COVID-19 Rapid Early Detection (COVID-RED) study was organised in May 2020 by a consortium of academic 
and industry partners to investigate the possibility of using physiological data from a wearable medical device for improved 
early detection of SARS-CoV-2. This trial included nearly 18,000 individuals living in the Netherlands, thereby comprising 
one of the largest randomised trials examining early detection of SARS-CoV-2 in real-time to date. Subjects wore a med-
ical device measuring various physiological parameters on their wrist while sleeping. Using algorithms based on physio-
logical parameters, as well as subjects’ self-reported symptoms, this study aimed to improve the detection of SARS-CoV-2 
and, in particular, pre- or asymptomatic infections.

Using laboratory-confirmed SARS-CoV-2 infections as the gold standard, this study aimed to compare the perfor-
mance of two algorithms in their ability to detect first-time SARS-CoV-2 infection, including early detection of pre- or 
asymptomatic cases: (1) an algorithm ingesting data from a wearable medical device coupled with self-reported daily 
symptom data (i.e., experimental condition), and (2) an algorithm using self-reported daily symptom data only (i.e., 
control condition).
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Materials and methods

Study design

COVID-RED was a single-blinded, two-period, two-sequence, randomised controlled crossover trial. The study was 
reviewed and approved by the ethical review committee at the University Medical Centre Utrecht and registered in the 
Netherlands Trial Register on February 18, 2021, with number NL9320. The study protocol has been previously published 
[18].

Subjects

Eligible subjects recruited from various sources including public outreach campaigns and pre-existing cohort studies were 
enrolled during the first half of 2021. All subjects were Dutch speaking residents of the Netherlands over the age of 18 
who had not knowingly had a prior SARS-CoV-2 infection and were willing to use a wearable device alongside an accom-
panying smartphone application. Exclusion criteria were prior self-reported SARS-CoV-2 infection, participation in another 
COVID-19 clinical trial, the use of an electronic implanted device, pregnancy, or suffering from cholinergic urticaria (a 
known contraindication for the wearable device). While initially an exclusion criterion in the first month of subject recruit-
ment, subjects who received a COVID-19 vaccine were enrolled when it became clear that rapid uptake of vaccinations in 
the Netherlands was inevitable.

As the severity and predispositions to SARS-CoV-2 infection can vary based on demographic and health features [19], 
both “normal” and “high” risk individuals were actively recruited. High-risk individuals were defined as individuals fulfilling 
any of the following self-reported criteria: age of 70 years or older; body mass index (BMI) over 40; employed in a hospital 
or care home with regular patient/client contact; having a chronic medical condition; or, long term use of specific medica-
tions or treatments (e.g., medication for high blood pressure, heart disorders, diabetes, human immunodeficiency virus, 
chemotherapy, immunotherapy, radiotherapy, immunosuppressive medication).

All subjects gave informed consent prior to enrolling in the study and could withdraw from the study at any time for any 
reason.

Randomisation and masking

Recruited subjects received a wearable device (the Ava bracelet) and were asked to download a smartphone application 
on their personal device (“Ava COVID-RED”). Subjects were randomised 1:1 to either Sequence 1 (experimental condi-
tion followed by control condition), or Sequence 2 (vice versa). The study started with a learning phase (maximum three 
months) for determining baseline physiological parameters, followed by three months in period 1 (in which the first con-
dition was applied), then three months in period 2 (in which the second condition was applied). Subjects were blinded to 
condition at all times by wearing the Ava bracelet and having access to their data, even if the wearable-generated data 
was not ingested by the algorithm.

Wearable device and symptom diary

The Ava bracelet (Ava AG, Zurich, Switzerland) was an FDA-cleared and CE-certified fertility aid that was worn on the 
user’s wrist while sleeping. The Ava bracelet contains three sensors that measure five physiological parameters every 10 
seconds: respiratory rate, heart rate, heart rate variability (in milliseconds), wrist-skin temperature (in degrees Celsius), 
and skin perfusion.

All subjects wore the Ava bracelet while sleeping and synchronised it with the “Ava COVID-RED” smartphone appli-
cation upon waking. In the app’s daily diary, subjects were instructed to record any physical symptoms they experienced 
(e.g., headache, nausea), as well as factors that could affect their physiological parameters (e.g., alcohol, drug, or medi-
cation use), and diagnostic SARS-CoV-2 test results when they had undergone testing. Subject compliance with bracelet 
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and app usage was periodically reviewed by the study team, who contacted subjects with low compliance for additional 
follow-up. Help desks were set up to allow subjects to report any technical issues and adverse events experienced during 
the trial (e.g., rash from the wristband).

For both the experimental and control conditions, algorithms were applied to predict the presence of a SARS-CoV-2 
infection. The control condition’s algorithm was designed to mimic the Dutch SARS-CoV-2 testing policy; only subjects 
reporting certain symptoms (e.g., common cold symptoms, coughing, shortness of breath, elevated temperature or fever, 
and sudden loss of smell and/or taste) were advised to get tested. For the experimental condition, a machine learning 
algorithm was developed that ingested app-reported data, as well as the physiological parameters measured by the Ava 
bracelet. Both algorithms could trigger a “red alert”, which indicated that a subject should seek SARS-CoV-2 testing as 
data suggested a potential infection. Fig 1 shows the messages that subjects could receive from the app.

For the algorithm to be able to use the physiological data, a baseline of subjects’ “normal” physiological patterns was 
needed. This baseline was determined during the learning phase, and a first version of the algorithm was applied in real-
time during period 1. All main analyses, however, were performed based on the predictions from version 2 of the algo-
rithm, which was developed using data from both the learning phase and period 1 and implemented in real-time during 
period 2. Upon study completion, version 3 of the algorithm was developed using all available data. This algorithm was 
applied retrospectively only and is beyond the scope of the current paper. Fig 2 shows a schematic overview of the differ-
ent study periods and algorithms.

Fig 1. Illustration of the in-app messages given in case of unlikely indication for infection (left) and in case of a “red alert” (right). 

https://doi.org/10.1371/journal.pone.0325116.g001

Fig 2. Schematic illustration of the study periods and algorithms applied during the COVID-RED study.

https://doi.org/10.1371/journal.pone.0325116.g002

https://doi.org/10.1371/journal.pone.0325116.g001
https://doi.org/10.1371/journal.pone.0325116.g002
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SARS-CoV-2 testing

When subjects received a “red alert”, they were advised to get tested by PCR and/or antigen test. Subjects were asked to 
seek testing at the Dutch Public Health Service. When this was not possible (e.g., asymptomatic individuals did not qualify 
for testing), study staff sent PCR sampling kits to subjects by post; completed test kits were then mailed to a central labo-
ratory (Sanquin, Amsterdam, The Netherlands) for analysis. 941 self-tests were sent out, of which 731 were returned and 
analysed.

Additionally, all subjects were asked to take at-home capillary blood samples four times over the course of the study 
using finger pricks [20]: at baseline, and at the end of the learning phase, period 1, and period 2. Learning phase and 
period 2 samples underwent serology testing using in-house developed and validated total antibody assays [21,22] to 
determine whether a SARS-CoV-2 infection had occurred in the preceding interval. Seroconversion was confirmed by 
testing baseline or period 1 samples in case of a positive test after the learning phase or period 2, respectively. Initially, 
antibodies against the SARS-CoV-2 spike protein were assessed (anti-S serology test), but this approach cannot discrimi-
nate between infection- and vaccination-induced antibodies [23]. With the removal of COVID-19 vaccination as an exclu-
sion criterion, a test detecting anti-nucleocapsid protein (anti-N serology) had to be used, because anti-N antibodies are 
elicited by infection only. Both tests have good concordance [22].

Algorithm development

The first version of the experimental algorithm used a recurrent neural network (RNN) with two hidden layers based on 
Long Short Term Memory (LSTM) units. The algorithm leveraged time series data to detect deviations in physiological 
parameters compared to a healthy baseline. This version relied on data from 66 subjects who tested positive, either 
through PCR or serology testing, for SARS-CoV-2 in the COVI-GAPP study [10], which used the Ava bracelet on a sample 
of subjects from Liechtenstein. The algorithm was then enhanced using data from period 1 of the COVID-RED trial to 
develop version 2, which was applied in real-time during period 2. This iteration of the algorithm only included data from 
positive PCR tests during period 1 and not from serology tests, as results of those serology tests were not available in 
time for the algorithm to be released at the start of period 2. Refinement of the algorithm itself was done by investigating 
additional features and incorporating transfer learning. The algorithm would calculate the probability of infection for every 
participant on a given day and an alert would be given when this probability exceeded a specific threshold. Sensitivity was 
prioritised over specificity in deciding this threshold to be able to, amongst others, better detect asymptomatic infections.

Outcomes

The primary endpoints of the study were app-provided, real-time, daily indications of potential SARS-CoV-2 infections, and 
diagnostic SARS-CoV-2 infection status as determined by self-reported positive SARS-CoV-2 test and/or serology results 
during follow-up.

Statistical analysis

Analyses were performed on different analysis sets defined in the statistical analysis plan and evaluated in a Blinded Data 
Review Meeting. The intention-to-treat (ITT) set included all subjects randomised to one of the two study sequences. The 
efficacy analysis (EA) set included all ITT individuals who did not report a SARS-CoV-2 infection before the start of period 
2, submitted all necessary serology samples, and were at least 80% compliant with wearable syncing and daily symp-
tom diary completion during period 2. For the partial compliance (PC) set, the same criteria were applicable, except that 
people were also included if they were at least 80% compliant in either bracelet wearing or submitting the daily symptom 
diary. A Safety Analysis set was defined as anyone in the ITT that wore the bracelet at least once during the study to char-
acterise the frequency and characteristics of reported adverse events. The primary analyses were performed on the EA 
and PC analysis sets.
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Four primary analyses were conducted, which evaluated different aspects of the primary objective: 
 time-to-infection; time-to-indication; ever-infected; and per-day. All analyses were performed using R statistical soft-
ware version 4.1.2 [24].

Time-to-infection analysis. The time-to-infection analysis aimed to test the hypothesis that infection occurred at 
similar rates across groups and that being in either study condition did not change individuals’ risk of getting infected 
or the likelihood of seeking a test in case of infection. The date of a first laboratory-confirmed SARS-CoV-2 infection 
(determined through self-reports in the Ava COVID-RED app, biweekly surveys, provided PCR self-sampling kits or 
periodic serology tests) was used as the clinical endpoint. Time until this date was compared between study conditions 
using a stratified log-rank test which assessed whether hazard functions were equal between groups.

Time-to-indication analysis. In the time-to-indication analysis, within-person time-to-indication was compared 
between study conditions by applying both algorithms to the same individual in the week prior to infection. Only subjects 
in the experimental condition in period 2 with a first-time SARS-CoV-2 infection, as confirmed through a SARS-CoV-2 test, 
were included in this analysis. The clinical endpoint of interest was the first red alert indicator in the week prior to the date 
at which the SARS-CoV-2 infection was confirmed through testing. The indications provided to the infected subjects in 
the week prior to their infection were compared to the predictions they would have received if they had been in the control 
condition such that it could be assessed how early both algorithms were able to detect an incoming infection. A Wilcoxon 
signed rank test was used to assess the significance of differences.

Ever-infected analysis. The ever-infected analysis assessed condition-based differences in the algorithms’ 
performance to detect if a SARS-CoV-2 infection occurred during period 2. The number of subjects with at least 
one reported infection was cross-tabulated with the number of subjects with at least one “red alert” indication. The 
infection status in period 2 was considered positive if: (1) the subject reported a positive PCR or antigen test during 
period 2; or, (2) the serology test at the end of period 2 was positive while it was negative at the end of period 1. 
The indication status of a subject was considered positive if the subject received at least one red alert during period 
2. For both study conditions, the performance of the algorithm was assessed based on the agreement between 
infection and indication status. This was done through calculation of the positive predictive value (PPV), negative 
predictive value (NPV), sensitivity, and specificity.

Per-day analysis. The per-day analysis compared the performance of both algorithms for detecting symptomatic 
SARS-CoV-2 infections per day of period 2. Only days for which a SARS-CoV-2 indication status was provided 
to the subject were included. Two different definitions were applied for infection status. In definition 1 (diagnostic 
test results only), a subject was considered SARS-CoV-2 positive three days prior to self-reported symptom onset 
until and including the first day of symptom onset; they were considered SARS-CoV-2 negative all other days. 
Symptom onset was defined as the day on which any COVID-19 symptoms were logged in the Ava COVID-RED 
app in combination with a positive SARS-CoV-2 test result a maximum of 14 days later. In definition 2 (addition of 
serology tests), subjects with a positive serology test at the end of period 2 and a negative test at the end of period 
1 were also included as infections in the analysis. For those cases, the first day during period 2 on which COVID-19 
associated symptoms were logged in the Ava COVID-RED app was considered the day of symptom onset. As with 
definition 1, the positive SARS-CoV-2 period was 3 days before symptom onset until the day of symptom onset. The 
indication status was the daily alert status generated by the app. The analysis was performed for both definitions 
separately.

All days for which both infection and indication status were known were classified into one of four outcomes: true posi-
tive (TP, both indication and infection status positive), false positive (FP, positive indication status with a negative infection 
status), true negative (TN, both indication and infection status negative), and false negative (FN, negative indication status 
with a positive infection status). This resulted in a total number of days that subjects were classified into one of the four 
categories, which could be used to calculate sensitivity, specificity and accuracy.
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Results

Between 22 February and 3 June 2021, 57,161 subjects were screened, and 17,825 fulfilled inclusion criteria to be 
randomised (Fig 3). Most randomised subjects (n = 10,822) were considered “normal risk”, while 7,003 were considered 
“high-risk”. 511 adverse device effects were reported of which four severe, but none serious (S1 Table in S1 File). During 
a Blinded Data Review Meeting, it was decided to also use a 60% compliance threshold to generate EA and PC analysis 
sets in addition to the a priori specified 80% compliance threshold, given the observed compliance rates (16% and 21% 
compliant in EA set for 80% and 60% threshold respectively; 22% and 26% compliant in PC set for 80% and 60% respec-
tively). In this paper, we report results for the 60% compliance threshold given its higher external validity; results for the 
80% compliance threshold can be found in the S3–S10 Tables and S4–S8 Figs in the S1 File.

Applying the 60% compliance threshold, the numbers of subjects in the EA and PC analysis sets were 3,811 and 4,619, 
respectively. The following analyses report the primary analysis results using these analysis sets and version 2 of the 
algorithm, which was applied in real-time during period 2.

Table 1 shows demographics and baseline characteristics for the EA and PC sets. The mean age of subjects was 
approximately 51 across analysis sets and study conditions, and the majority of subjects were females. Further baseline 
characteristics are presented in S2 Table in S1 File.

The time-to-infection analysis only included subjects who reported a first-time SARS-CoV-2 infection during period 2. In 
the EA set, these were 110 (5.8%) subjects for the control condition, and 129 (6.7%) for the experimental condition. In the 
PC set, these numbers were 143 (6.3%) and 162 (6.9%). Test statistics and p-values of the stratified log-rank test compar-
ing time-to-infection between study conditions are shown in Table 2. The null hypothesis was not rejected for either of the 
analysis sets, suggesting that the experimental condition did not affect the time until confirmed infection. S1 and S2 Figs 
in S1 File present the corresponding Kaplan-Meier curves.

Fig 3. CONSORT diagram of the COVID-RED trial.

https://doi.org/10.1371/journal.pone.0325116.g003

https://doi.org/10.1371/journal.pone.0325116.g003
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The time-to-indication analysis included subjects from the experimental condition with a first-time SARS-CoV-2 infection 
during period 2. This resulted in a sample size of 27 for the EA set and 30 for the PC set. The within-person comparison 
in time-to-indication between study conditions led to the same conclusion in both analysis sets. Namely, subjects infected 
during the experimental condition received a positive indication significantly earlier compared to those infected during the 
control condition, with a median of 0 versus 7 days prior to the positive SARS-CoV-2 test. Table 3 shows the results of this 
analysis, with corresponding Kaplan-Meier plots in S3 and S4 Figs in S1 File.

The ever-infected analysis assessed the performance of the algorithms for detecting infections during period 2. In the 
EA set, 67.7% of subjects received a red alert at least once, with 6.3% testing positive. The percentages are 65.2% and 
6.6%, respectively, in the PC set. Table 4 shows a cross-tabulation of infection versus indication for both analysis sets. 
In the EA set, the experimental algorithm achieved 99.2% sensitivity and 0.8% specificity, while the control algorithm 
achieved 46.4% sensitivity and 65.0% specificity. In the PC set, the experimental algorithm achieved 93.8% sensitivity 
and 4.2% specificity, while the control algorithm achieved 43.4% sensitivity and 66.4% specificity. Thus, the experimental 

Table 1. Baseline characteristics of the 60% compliance EA and PC analysis sets.

EA set PC set

Control
N = 1,891

Experimental
N = 1,920

Control
N = 2,286

Experimental
N = 2,333

Age (years) Mean (SD) 51.3 (12.9) 51.7 (12.6) 50.9 (13.1) 51.2 (12.9)

Median (IQR) 52.0 (43.0, 61.0) 53.0 (44.0, 61.0) 52.0 (42.2, 61.0) 52.0 (43.0, 60.0)

Sex Male 517 (27.3%) 519 (27.0%) 627 (27.4%) 639 (27.4%)

Female 1,374 (72.7%) 1,401 (73.0%) 1,659 (72.6%) 1,649 (72.6%)

Risk group High risk 785 (41.5%) 784 (40.8%) 946 (41.4%) 948 (40.6%)

Normal risk 1106 (58.5%) 1136 (59.2%) 1340 (58.6%) 1385 (59.4%)

Body mass index (BMI) Mean (SD) 26.6 (4.9) 26.6 (4.9) 26.7 (4.9) 26.7 (5.0)

Medical history Any risk factor 603 (31.9%) 609 (31.7%) 728 (31.8%) 713 (30.6%)

Medication use Any medication use 805 (42.6%) 808 (42.1%) 961 (42.0%) 958 (41.1%)

https://doi.org/10.1371/journal.pone.0325116.t001

Table 2. Results of the time-to-infection analyses.

EA set PC set

Control
N = 1,891

Experimental
N = 1,920

Control
N = 2,286

Experimental
N = 2,333

Number of subjects with first-time infection 110 (5.8%) 129 (6.7%) 143 (6.3%) 162 (6.9%)

Hazard ratio experimental vs. control 0.86 0.84

p-value of stratified log-rank test 0.24 0.34

https://doi.org/10.1371/journal.pone.0325116.t002

Table 3. Time-to-indication and corresponding p-values.

EA set
N = 27

PC set
N = 30

Control Experimental Control Experimental

Time-to-indication (days prior to positive SARS-CoV-2 test) Minimum 3 7 3 7

Median 0 7 0 7

Maximum 0 0 0 0

p-value of Wilcoxon signed-rank test < 0.001 < 0.001

https://doi.org/10.1371/journal.pone.0325116.t003

https://doi.org/10.1371/journal.pone.0325116.t001
https://doi.org/10.1371/journal.pone.0325116.t002
https://doi.org/10.1371/journal.pone.0325116.t003
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algorithm was able to identify most infections, but generated many false positive indications. The control algorithm, on 
the other hand, detected fewer than half of the infections, but also generated fewer false positives. The NPV and PPV did 
not differ significantly between study conditions, although both were slightly higher in the control condition (S3 Table in S1 
File).

The aim of the per-day analysis was to determine the experimental and control algorithms’ likelihood of detecting a 
SARS-CoV-2 infection on a given day. Subjects who discontinued within one month after the start of period 2, or had a 
positive SARS-CoV-2 infection test within five days after the start of period 2, were excluded from the per-day analysis. 
Table 5 shows the number of included subjects and days that were used for analyses, as well as the measures of interest 
for both definitions.

The experimental algorithm achieved higher sensitivity than the control condition in both the EA and PC sets and for 
both definitions (45–52% versus 28–33%), but much lower specificity (38–50% versus 93–97%). The accuracies of the 
experimental algorithm were also much lower compared to those of the control algorithm. Experimental algorithm sensi-
tivity was lower when self-reported test results were used without serology results, while the opposite held for the control 
algorithm (Table 5). Specificity was higher when serology was included for both algorithms.

Discussion

Results of this study show that alerts based on both physiological data and self-reported symptoms were given sig-
nificantly earlier than those based solely on self-reported symptoms, but this increased alert rate came at the cost of 
increased false positive rates. Moreover, the experimental algorithm achieved high sensitivity when detecting SARS-
CoV-2 infections during a specified period, but specificity was low. Similarly, for the detection of infections on a given day, 
the experimental algorithm achieved higher sensitivity than the control algorithm, but specificity was much lower for the 
algorithm ingesting wearable device data. This low specificity also influences the interpretation of the results of the early 
detection analysis. The experimental algorithm’s tendency to generate many false positive alerts increased the likelihood 
of an alert on any given day, which in turn contributed to individuals in the experimental condition being alerted earlier than 
those in the control condition. Despite the complex interpretation of the results, the unprecedented scale of this study pro-
vided invaluable lessons on the development and evaluation of novel machine learning algorithms for infectious disease 
detection and a large multidisciplinary dataset that will facilitate future research in the domain.

This work builds on previous literature on the use of wearable devices for detecting SARS-CoV-2, which often lacked 
applicability in the real world due to retrospective study designs [9]. Some prognostic studies have been conducted, 
but these enrolled less generalisable subject populations [10], and did not include a control group [10,15–17]. The 

Table 4. Cross-tabulation of infection versus indication status for both analysis sets and study conditions.

EA set PC set

Infected Not infected Infected Not infected

Overall

 Indication positive 179 2400 214 2798

 Indication negative 60 1172 91 1516

Experimental condition

 Indication positive 128 1777 152 2079

 Indication negative 1 14 10 92

Control condition

 Indication positive 51 623 62 719

 Indication negative 59 1158 81 1424

https://doi.org/10.1371/journal.pone.0325116.t004

https://doi.org/10.1371/journal.pone.0325116.t004
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COVID-RED study was one of the first and largest randomised prospective studies to apply an algorithm based on phys-
iological parameters for early detection of SARS-CoV-2 and to alert subjects in real-time, often before symptom onset. It 
was also unique in its use of serology testing in addition to self-reported test results. The COVID-RED study was con-
ducted during an ongoing pandemic, thereby making it representative of a real-world scenario where wearable devices 
are used for tracking changes in physiological parameters.

While the experimental algorithm achieved high sensitivity in the ever-infected and per-day analyses, and shorter 
time-to-indication than the symptom-only algorithm, the algorithm generated numerous false positive alerts, which resulted 
in very low specificity. This might be partially explained by the algorithm’s inability to differentiate between SARS-CoV-2 
and other (respiratory) infections. Moreover, the algorithm was, amongst others, developed with the aim to detect asymp-
tomatic infections, which informed decisions in algorithm development to prioritise sensitivity over specificity. Partly due to 
the low specificity, an economic evaluation of the trial indicated that the use of the wearable device and the experimental 
algorithm in the general population would likely not be cost-effective [25]. Results of the study remain relevant for limit-
ing virus spread and could potentially be of use for early treatment of disease. Further research can look into finetuning 
the algorithm and improve its specificity, while also evaluating the potential of using wearable device data for detecting 
influenza and viral diseases in general. The possibility of doing this has already been discussed in the literature [26,27]. 
As detailed in the methods, we developed a third version of the algorithm based on data from across all three study 
periods; its retrospective and iterative performance is beyond the scope of this paper but will be detailed in a forthcoming 
publication.

Table 5. Results of the per-day analysis for both definitions.

Results using definition 1 (diagnostic test results only)

EA PC

Experimental Control Experimental Control

Number of subjects 6 7 6 7

Number of days 272 298 272 298

TP 9 9 9 9

TN 96 254 96 254

FP 156 17 156 17

FN 11 18 11 18

Sensitivity 45.0% 33.3% 45.0% 33.3%

Specificity 38.1% 93.7% 38.1% 93.7%

Accuracy 38.6% 88.3% 38.6% 88.3%

Results using definition 2 (including serology)

EA PC

Experimental Control Experimental Control

Number of subjects 17 19 20 21

Number of days 615 715 688 779

TP 33 21 37 23

TN 276 623 302 682

FP 275 18 312 18

FN 31 53 37 56

Sensitivity 51.6% 28.4% 50.0% 29.1%

Specificity 50.1% 97.2% 49.2% 97.4%

Accuracy 50.2% 90.1% 49.3% 90.5%

https://doi.org/10.1371/journal.pone.0325116.t005

https://doi.org/10.1371/journal.pone.0325116.t005
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Even though the current paper focuses on the performance of the algorithm that was applied in real-time during the 
COVID-RED trial (version 2), we envision multiple ways in which the algorithm could be improved to achieve better spec-
ificity. A first suggestion would be to use additional methodologies, such as the Youden index [28], to determine a better 
cut-off point for the algorithm to generate red alerts. While this adjusted cut-off would lead to decreased sensitivity, the 
specificity and overall accuracy could be improved. Other machine learning methodologies to better balance sensitivity 
and specificity could also be considered. The cut-off point could also be improved using metrics like the AUC, which was 
not presented due to the inability to access proprietary model outputs. It is therefore not possible to compare the AUC 
to those achieved in previous studies investigating the use of a wearable device for detecting SARS-CoV-2 infections. 
However, given the algorithm’s low specificity with the current decision threshold and the highlighted differences between 
the interventions, reporting and comparing the AUC would not influence the conclusion of this study. Additionally, we could 
collect more detailed infection data in the training dataset by testing for multiple viruses, not just for SARS-CoV-2. Finally, 
implementing continuous learning in the experimental algorithm might lead to improved performance. The algorithm was 
developed when much was still unknown about SARS-CoV-2 and conditions changed continuously over the course of 
the trial. The algorithm was frozen from the start of a period, with its training datasets limited to data previously collected. 
Thus, the algorithm could not be adapted to changing epidemiological settings without jeopardising the ability to compare 
its performance over time. Setting up the algorithm from the start for continuous learning could have enabled dynamic 
updating in a way that best reflected changing settings. Such a set-up would also have allowed for implementing dynamic 
cut-off points for generating red alerts, which could adapt to the epidemiological context at any point in time.

Many of the current study’s limitations relate to the ever-changing environment in which it was performed. At the time of 
study, much was still unknown about SARS-CoV-2 and the epidemiological setting was constantly evolving. For instance, 
this study only investigated first-time infections, and subjects were not followed up after reporting a first-time infection 
due to the assumption that people could only get infected with SARS-CoV-2 once. However, it is now widely known that 
individuals can get infected multiple times, with the likelihood of re-infection increasing with more recent variants [29,30]. 
With that knowledge, an algorithm with a high per-day sensitivity and specificity that can detect any infection, regardless 
of potential previous infections, would be more applicable in a real-world scenario. The ever-changing environment also 
meant that, while initially it was assumed that only anti-S serology tests would be needed, anti-N serology tests had to be 
added during the study due to the widespread uptake of vaccination. This could have introduced measurement biases, 
although a systematic review identified no significant difference in sensitivity and specificity between both tests [31].

Compliance to study conditions could also be considered a limitation of this study. Even after lowering the compliance 
threshold from 80% to 60%, the number of participants included in the main analyses was much lower than the number of 
participants initially randomised. However, given the unique circumstances and the decentralised nature of this study, it is 
extremely difficult to determine what a realistic compliance rate would have been. Over the course of the study, additional 
compliance interventions were tested [32].

A final limitation is that the exact timing of infection could not be determined from only positive serology tests. Because 
of this, it was not always clear whether a red alert and reported symptoms pertained to the same infection, which intro-
duced uncertainty into several primary analyses. For example, in the time-to-infection analysis, the inclusion of serol-
ogy testing, through which most infections were detected, meant that finding differences between the study conditions 
in time-to-infection was more challenging. Future research can investigate alternative approaches and evaluate the 
time-to-infection in more detail.

Conclusions

The COVID-RED study was the largest wearable device study during the course of the pandemic, enrolling over 17,000 
subjects. Despite its establishment in the early days of the COVID-19 pandemic and the ever-changing epidemiolog-
ical and societal context, the study findings may serve as a prelude to the potential future role of wearable devices in 
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infectious disease surveillance. Currently the experimental algorithm achieved high sensitivity at the cost of low specificity. 
Further research could look into finetuning the algorithm to improve specificity, or into repurposing the algorithm to serve 
for detecting respiratory disease in general. The large amount of valuable data collected in the COVID-RED study were 
made publicly available [33], with the hope that its publication will contribute to further research on SARS-CoV-2 and pro-
vide a unique wearable-based repository for future scientific inquiry.
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