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Aims One of the most important complications of heart transplantation is organ rejection, which is diagnosed on endomyocardial 
biopsies by pathologists. Computer-based systems could assist in the diagnostic process and potentially improve reprodu
cibility. Here, we evaluated the feasibility of using deep learning in predicting the degree of cellular rejection from pathology 
slides as defined by the International Society for Heart and Lung Transplantation (ISHLT) grading system.

Methods 
and results

We collected 1079 histopathology slides from 325 patients from three transplant centres in Germany. We trained an at
tention-based deep neural network to predict rejection in the primary cohort and evaluated its performance using cross- 
validation and by deploying it to three cohorts. For binary prediction (rejection yes/no), the mean area under the receiver 
operating curve (AUROC) was 0.849 in the cross-validated experiment and 0.734, 0.729, and 0.716 in external validation 
cohorts. For a prediction of the ISHLT grade (0R, 1R, 2/3R), AUROCs were 0.835, 0.633, and 0.905 in the cross-validated 
experiment and 0.764, 0.597, and 0.913; 0.631, 0.633, and 0.682; and 0.722, 0.601, and 0.805 in the validation cohorts, re
spectively. The predictions of the artificial intelligence model were interpretable by human experts and highlighted plausible 
morphological patterns.

Conclusion We conclude that artificial intelligence can detect patterns of cellular transplant rejection in routine pathology, even when 
trained on small cohorts.
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Introduction
In patients with end-stage heart failure, organ transplantation constitu
tes the desired curative treatment concept.1 This has been made pos
sible in recent decades, in particular, by the advent of new 
immunosuppressive drugs, which can ensure long-lasting organ preser
vation. However, organ rejection by the host immune system remains 
one of the major complications in these patients.2 Despite the increas
ing importance of noninvasive methods in the detection of graft rejec
tion, endomyocardial biopsy remains the gold standard for detecting 
rejection, especially in the first year after transplantation.3,4 The patho
logical assessment of such specimens is reserved for highly specialized 
pathologists and has massive clinical consequences. In 1990, the 
International Society for Heart and Lung Transplantation (ISHLT) pub
lished a guideline for histopathologic diagnosis of acute cellular rejection 
to standardize this assessment, which has been revised in 2004.5

Nevertheless, the purely subjective assessment of pathological sections 
has certain disadvantages, such as the dependency on appropriately 

trained experts, as well as remaining inter- and intra-observer variabil
ity.6 In addition, endomyocardial biopsies are obtained either as routine 
surveillance protocol diagnostics or as a diagnostic investigation in pa
tients with allograft dysfunction and clinically suspected rejection.

Computer-based image analysis programmes can potentially support 
pathology experts in performing diagnostics. In several histopathologic
al applications, it could be shown that such computer-based image ana
lysis programmes can show a high level of concordance with human 
observers, and in some cases, the combination with the human experts 
can improve the consistency of the findings.7 In particular, the technol
ogy of artificial neural networks has brought very good results in many 
clinically relevant prediction tasks in recent years.8,9 A recent extension 
of this technology is the so-called attention-based multiple instance 
learning (MIL),10 in which the artificial neural network can learn which 
areas of the whole slide image are more relevant than other areas.11,12

In contrast to solid tumours, in which many studies have examined 
computer-based prediction of clinically relevant biomarkers in the 
last 3 years,9 there are only comparatively few studies in the context 
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of transplantation medicine. Precedent cases exist in the prediction of 
organ rejection after kidney transplantation,13 as well as applications of 
simple, handcrafted feature-based image analysis methods to cardiac bi
opsies after transplantation.14,15 Handcrafted features may provide a 
benefit in interpretability and are well established, but in almost all ap
plications of computational pathology, deep learning methods are 
emerging as more powerful and more versatile methods.11,16 A recent 
study by Lipkova et al.17 used the deep learning pipeline ‘CRANE’ to 
predict cardiac allograft transplantation, yielding a very high and clinical- 
grade performance.18

However, several open questions remain regarding the data require
ments to train such systems, as Lipkova et al. trained their system on 
thousands of patient samples, but this large number of samples is rarely 
available. Additional questions remain open regarding the generalizabil
ity of such systems and the biological interpretability which can be 
drawn from their predictions. Finally, new technical approaches such 
as self-supervised learning (SSL) to pre-train pathology deep learning 
models could yield an improved performance,19 but this has not yet 
been evaluated in the prediction of cardiac allograft rejection.

In the present study, we collected four cohorts from three hospi
tals of cardiac transplant patients undergoing cardiac biopsy routinely 
and based on clinically relevant changes. We trained our own deep 
learning pipeline using an SSL-based feature extractor combined 
with attention-based MIL and compared the performance to the 
CRANE method for the prediction of cellular transplant rejection in 
a multicentric data set.

Methods
Patient cohorts and experimental design
In this study, we included four case series (‘patient cohorts’) from three 
different medical centres in Germany. The first cohort was obtained 
from the pathological archive of the University Hospital Regensburg and 
contained 393 pathological sections from 107 patients from the period 
2016 to 2018. The second cohort also originated from the pathological 
archive of the University Hospital Regensburg and contained 356 patho
logical sections from 95 patients from the period 2019 to 2021. The third 
cohort was obtained from the pathological archive of the University 
Medical Center Hamburg-Eppendorf. This cohort contained 189 patho
logical sections from 86 patients from the period 2019 to 2021. The 
fourth cohort was obtained from the pathological archive of the 
University Hospital Aachen containing 141 pathological sections from 
37 patients from the period 1999 to 2014. Cohorts were consecutive 

retrospective case series. We did not perform any formal sample size cal
culation, but rather pragmatically aimed to maximize the sample size of 
training and testing cohorts. The ground truth was obtained by two ex
pert pathologists during routine work-up at each participating centre, 
grading the degree of rejection in consensus, following the 2004 revision 
of the ISHLT grading system.5 All patient samples without information on 
ISHLT grading were not eligible for inclusion. A detailed presentation of 
the clinical characteristics of all patients in the corresponding cohorts 
can be found in Table 1. We used two categorizations of the ISHLT 
2004 grading system as our prediction target. The first is a binarized target 
(ISHLT 2004 rejection ‘yes/no’), summarizing slides with ISHLT 0R on the 
one hand (class ‘no’) and all signs of rejection on the other hand (ISHLT 
1R, 2R, 3R; class ‘yes’). For the second target (‘ISHLT 2004 rejection 
grade’), we aimed for a more granular classification splitting the second 
class giving three classes comprising ISHLT 0R, ISHLT 1R, and ISHLT 2R 
and 3R. We combined the higher order rejection due to shortage of 
ISHLT 3R cases in the training set (Table 1). Our study adheres to the 
STARD guidelines (see Supplementary material online, Table S1).20

Sample processing and image pre-processing
Routine tissue sections were obtained from the pathology archives at the 
above-mentioned institutions. All slides were stained with haematoxylin 
and eosin (H&E) according to the standard clinical protocols at each centre. 
Pen marks were removed from the slides of the training cohort. All images 
were digitized at ×40 magnification with an Aperio AT2 Slide scanner 
(Aperio, Leica Camera AG, Wetzlar, Germany) centrally at the University 
Hospital Düsseldorf (Figure 1A). All images were available in ScanScope 
Virtual Slide (SVS) format and were tessellated in tissue patches of 512 ×  
512 pixel size using https://github.com/KatherLab/preprocessing-ng accord
ing to the ‘The Aachen Protocol for Deep Learning Histopathology: A 
hands-on guide for data preprocessing’ (Figure 1B).21

Deep learning workflow
For all deep learning experiments, we used our in-house pipeline 
‘Marugoto’, which is publicly available at https://github.com/KatherLab/ 
marugoto and has been previously used for analysis of images obtained 
from cancer tissue.22 In this approach, each image tile was translated into 
a 2048-dimensional feature vector by a pre-trained histology-specific en
coder RetCCL (https://github.com/Xiyue-Wang/RetCCL).23 This encoder 
has been pre-trained on a large data set of histopathology images with 
clustering-guided contrastive learning. We used attention-based multiple in
stance learning,10 in which all feature vectors obtained from all tiles from 
one whole slide image constitute a ‘bag’ which is processed by the neural 
network (Figure 1B). The multiple instance learning network is structured 
as follows: The feature vectors of each of the bag’s tiles are first projected 
into a length 256 feature space using a fully connected layer. Based on these, 
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Table 1 Clinical characteristics of all cohorts

Cohort 1 Cohort 2 Cohort 3 Cohort 4

Contributing centre Regensburg Regensburg Hamburg Aachen

Use in this study Train Test Test Test
N patients 107 95 86 37

N slides 393 356 189 141

Recruitment years 2016–18 2019–21 2019–21 1999–2014
Age at biopsy in years (median, IQR) 57 (12) 59 (13.5) 52 (17) 55 (12)

Gender (F:M per slides) 55:338 55:301 70:121 47:94

ISHLT rejection
No 312 271 130 84

Yes 81 85 59 57

ISHLT 0R 312 271 130 57
ISHLT 1R 51 77 51 24

ISHLT 2/3R 30 8 8 60

http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
https://github.com/KatherLab/preprocessing-ng
https://github.com/KatherLab/marugoto
https://github.com/KatherLab/marugoto
https://github.com/Xiyue-Wang/RetCCL
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an attention module consisting of two fully connected layers calculates an 
attention score for each of the tiles. All of a bag’s attention scores are 
then normalized using softmax. We then calculate a bag-level feature vector 
by taking the sum of the tiles’ feature projections weighted by their respect
ive attention scores. The final classification is then done with an additional 
fully connected layer (Figure 1C, Supplementary material online, Figure S1). 
During training, we limited our bag size to a maximum of 512 tiles from each 
slide, randomly resampled in each epoch (median number of tiles = 403, 
interquartile range = 468). For slides containing less than 512 tiles, we pad
ded with zeros. During training, we validated the model’s performance at 
each epoch on the validation data set using all available tiles from each slide. 

For training, we used an optimal learning rate finder provided by the Python 
library ‘fastai’ (learner.lr_find). We used the Adam optimizer during train
ing.24 We stopped the training of our model if no reduction in the validation 
loss was present for the 16 following epochs while training for a maximum 
of 32 epochs. For deployment, we used all of the slides’ tiles. We compared 
our approach to CRANE as presented by Lipkova et al.17 To do so, we fol
lowed the workflow of the CRANE study, pre-processing the slides with 
the CLAM repository, which uses a ResNet50 pre-trained on ImageNet 
as a feature encoder and performed 10-fold Monte-Carlo cross-validation 
on our training cohort, deploying the best performing model on our test 
cohorts.25

Figure 1 Outline of the study procedures. (A) Routine endomyocardial biopsies of the right interventricular septum were taken from heart- 
transplanted patients. These biopsies were then prepared into H&E-stained histopathology slides, before being digitized and turned into whole slide 
images (WSIs) by use of a slide scanner (icon from smart.servier.com). (B) To make these WSIs processable for our attention-based deep learning 
models, in a first step, they need to be cut into smaller tiles while the background and artefacts are removed (tessellation). In the next step, feature 
maps are extracted from all tiles from all slides using a publicly available neural network, which has been pre-trained by self-supervised learning 
with thousands of histopathology images. (C ) The resulting bags of feature maps per slide, together with expert pathologists’ opinion on the occurrence 
of rejection on a slide level as target label, are then used as training input for an attention-based deep learning model. (D) In a first experiment, three-fold 
cross-validation is performed within Cohort 1 and repeated five times. In a second experiment, the best performing model from Experiment 1 is ex
ternally validated on Cohorts 2, 3, and 4.

http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
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Experimental design and hardware
We pre-specified the following experimental design. First, we trained and 
evaluated our SSL-attention algorithm in the first cohort via three-fold 
cross-validation and repeated this experiment five times. Specifically, we 
used the sklearn.model_selection.StratifiedKFold() function of sklearn 
with n_splits = 3 forming three equally sized splits with equal distribution 
of classes. Accordingly, two parts of the cohort were used for training 
and validation while the third part was used as a test cohort within this 
cross-validation experiment. To generate the validation set from the two 
cohort parts used for training, we applied the sklearn.model_selection.
train_test_split function, which by default splits these parts randomly into 
a training set of 75% and a validation set of 25%. Subsequently, we evaluated 
the performance of the best performing model on the second, third, and 
fourth cohorts (Figure 1D). When applying the CRANE pipeline on our 
training cohort, we used the built-in Monte Carlo k-fold cross-validation 
with 10 folds for training and validation, then evaluating the best performing 
model exactly like our SSL-attention model. All ground truth labels were 
available on the level of slides. All statistics were calculated on the level of 
slides. The primary evaluation metric was the area under the receiver op
erating curve (AUROC). For cross-validation, we calculated the mean per
formance as the mean of all AUROCs from all folds of all repetitions, 
together with the 95% confidence interval (95% CI) calculated by assuming 
a normalized distribution of AUROCs and using its standard error of the 
mean to identify the boundaries. For the deployment on the validation co
horts, we calculated the 95% CI of the AUROCs applying 10 000 times 
stratified bootstrapping with replacement. For the multiclass prediction, 
we used micro-averaging to obtain an overall AUROC of the experiments. 
We calculated P-values for each class in each experiment using a two-sided 
t-test and, for cross-validation, averaged these values over folds and repeti
tions of the experiments. The P-value in this case is a measure of distinct
iveness of the classes’ prediction scores within the normalized range 
(zero to one) for each test set. We used the ‘metrics’ module of ‘scikit learn’ 
(https://scikit-learn.org/stable/modules/model_evaluation.html) to calculate 
accuracy, average precision, precision, recall, and F1-score. For visualization 
approaches, we deployed the best performing model on the test cohorts. 
All experiments were run on local desktop workstations with Nvidia 
RTX Quadro 8000 graphics processing units (GPUs).

Visualization and explainability
We plotted three tiles for the four slides of each validation cohort giving the 
highest bag label scores for the binarized prediction of (true) rejection when 
deploying the best performing model. Additionally, we generated 
Grad-CAM images for these tiles to get a better understanding of the mod
el’s attention.26 To gain further insight into our model’s decisions, we gen
erated heat maps showing the attention, as well as the attention multiplied 
by the prediction scores.

Code availability
All source codes for pre-processing are available at https://github.com/ 
KatherLab/preprocessing-ng. All source codes for deep learning are avail
able at https://github.com/KatherLab/marugoto.

Results
Deep learning can predict rejection and 
rejection grade from pathology images
We trained an attention-based multiple instance deep learning algorithm 
on bags of features, extracted from patches of whole slide images. In the 
cross-validated experiment carried out on Cohort 1, we found a mean 
AUROC of 0.849 (95% CI 0.822–0.877) for binary prediction (rejection 
yes/no) (Figure 2A, see Supplementary material online, Table S2 for indi
vidual results). The best fold’s AUROC was 0.910 with a P-value of 
<0.001. For the prediction of the ISHLT grades 0R, 1R, and 2/3R, the 
mean AUROCs were 0.835 (95% CI 0.807–0.862), 0.633 (95% CI 
0.582–0.684), and 0.905 (95% CI 0.874–0.937), respectively (Figure 2B, 
see Supplementary material online, Table S3 for individual results). The 

micro-averaged AUROC for this task was 0.814 (95% CI 0.773–0.854). 
The best fold’s AUROCs for this task were 0.890, 0.808, and 0.968, re
spectively, with a P-value <0.001 and a micro-averaged AUROC of 0.885. 
These results show the capacity of our network to predict rejection and 
rejection grade directly from histopathology images.

Deep learning classifiers generalize to 
hold-out and external patient cohorts
To further validate the performance of our network, we deployed the 
best performing model for each target on three validation cohorts. The 
validation experiments for Cohort 2 yielded an AUROC of 0.734 (95% 
CI 0.665–0.800, P-value <0.001) for binary prediction (rejection yes/ 
no) (Figure 2C). For the prediction of the ISHLT grades 0R, 1R, and 
2/3R, the AUROCs were 0.764 (95% CI 0.702–0.822, P-value 
<0.001), 0.597 (95% CI 0.521–0.667, P-value 0.099), and 0.913 (95% 
CI 0.869–0.955, P-value <0.001) (see Supplementary material online, 
Figure S2A), respectively. The micro-averaged AUROC was 0.731 
(P-value 0.021). For external validation on Cohort 3, we obtained an 
AUROC of 0.729 (95% CI 0.647–0.805, P-value of <0.001) 
(Figure 2D). For the prediction of the ISHLT grades 0R, 1R, and 2/3R, 
the AUROCs were 0.677 (95% CI 0.587–0.760, P-value <0.001), 
0.646 (95% CI 0.560–0.731, P-value 0.028), and 0.442 (95% CI 
0.220–0.655, P-value 0.417), respectively (see Supplementary material 
online, Figure S2B). The micro-averaged AUROC was 0.659 (P-value 
0.025). The external validation on Cohort 4 yielded an AUROC of 
0.716 (95% CI 0.628–0.798, P-value <0.001) on the binary task (rejec
tion yes/no) (Figure 2E). For the prediction of the ISHLT grades 0R, 1R, 
and 2/3R, the AUROCs were 0.722 (95% CI 0.635–0.803, P-value 
<0.001), 0.601 (95% CI 0.477–0.718, P-value 0.247), and 0.805 (95% 
CI 0.730–0.872, P-value <0.001), respectively (see Supplementary 
material online, Figure S2C). The micro-averaged AUROC was 0.737 
(P-value 0.042). Our findings show that our models are in principle gen
eralizable to external patient cohorts, albeit with a performance drop 
which is common for deep learning classifiers.17,27

Comparison of the deep learning classifier 
with CRANE
We compared our method to the CRANE method, the current state of 
the art in rejection prediction of heart transplant tissue slides.17 We re- 
trained CRANE on the same training cohort and evaluated it in the same 
cohorts as our own model. In the training cohort, the cross-validated 
mean AUROC of the CRANE models for the binarized target (rejection 
yes/no) was 0.776 (95% CI 0.717–0.835) (Figure 2F, see Supplementary 
material online, Table S4 for individual results), lower than the perform
ance obtained by our attention-MIL pipeline (0.849). The best perform
ing CRANE model yielded an AUROC of 0.882, which was again slightly 
lower than the performance achieved by our in-house attention-MIL 
pipeline (0.910). When deploying the CRANE model to our test cohorts, 
we received AUROCs of 0.831 (95% CI 0.778–0.879, P-value <0.001), 
0.616 (95% CI 0.529–0.700, P-value 0.077), and 0.483 (95% CI 0.387– 
0.581, P-value 0.931) for Cohorts 2, 3, and 4, respectively (Figure 2G), 
overall underperforming compared to our SSL-attention model (which 
reached 0.734, 0.729, and 0.716, respectively). Further statistics can be 
seen in Supplementary material online, Table S5. In summary, our findings 
show that SSL-attention-MIL outperforms CRANE.

Attempt to explain attention-based 
predictions
To make the model’s prediction explainable and to identify reasons for 
failure cases, we performed a reverse engineering task to see the spatial 
distribution of the network’s attention layer for the most confident true 
classification of binary prediction. First of all, our attention maps show 

https://scikit-learn.org/stable/modules/model_evaluation.html
https://github.com/KatherLab/preprocessing-ng
https://github.com/KatherLab/preprocessing-ng
https://github.com/KatherLab/marugoto
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
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that our model is concentrating only on tissue regions and not on the 
background or artefacts (see Figure 3C and G). This means that the pres
ence of such artefacts (e.g. pen marks) in the test set is not problematic, 
and that only a simple quality control algorithm might be sufficient for 
clinical implementation. Analyzing whole slide attention and prediction 
maps on a higher resolution, we found that our model’s focus apparently 
seems to lie mainly in regions with a high lymphocyte density. Yet it 
seems to focus more on the interface of lymphocyte aggregations with 
the neighbouring myocardium than on these dense regions themselves 
(see Figure 3). We also found evidence that our model apparently was 
confused by the presence of a Quilty lesion,28 which was observed in a 
misclassified patient (see Supplementary material online, Figure S3). 

When analyzing the top tiles and the corresponding Grad-CAM images 
of the external validation cohorts, it seems that the model is concentrat
ing on lymphocytes, confirming the findings made in heat maps at another 
spatial scale (Figure 4). These findings show that despite being trained on 
only a few hundred patients, the model has learned clinically relevant 
morphological patterns from whole slide images.

Discussion
Heart transplantation remains the gold standard therapy for end-stage 
heart failure.29 Due to this pronounced shortage of donor organs, there 

Figure 2 Deep learning can predict rejection and rejection grade from pathology images. Receiver operating characteristic curves (ROC) and area 
under the receiver operating curve (AUC) with its 95% confidence interval (CI), as measure of performance of the classifier for heart transplant re
jection following 2004 revision of the International Society for Heart and Lung Transplantation (ISHLT) grading system. Showing binarized prediction 
(ISHLT rejection yes/no) (A, C, D, and E) and rejection grade (ISHLT 0R, 1R, and 2/3R) (B) for cross-validation (A and B) and external validation (C, D, and 
E) experiments, as well as cross-validation (F ) and external validation (G ) for binarized prediction (ISHLT rejection yes/no) using the CRANE algorithm.

http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztad016#supplementary-data
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Figure 3 Explaining the models’ decisions by visualizing the model’s high attention regions. Different zoom levels of areas of the whole slide images (B 
and F ) containing one patch of the endomyocardial biopsy of two different slides (A and E) together with the attention-based heat map of the corre
sponding slide region (C and G) and a heat map showing the attention scores multiplied by the prediction scores (D and H ). In attention-based heat 
maps, dark red indicates regions with a high attention, while dark blue indicates regions with a low attention [see scale in (C ) and (G)]. The network is 
focusing on areas of the whole slide image containing tissue, ignoring artefacts, like air bubbles and pen marks (D and H ). The network was trained on 
Cohort 1 for the binarized target (rejection yes/no) and deployed on Cohort 2. For those two slides, the network was the ‘the most confident’ about its 
decision (reflected by the highest attention and prediction scores). The network is highlighting regions with a high number of lymphocytes between 
heart muscle tissues.
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is not only a need for risk adjustment tools to optimize recipient selec
tion.30,31 In addition, a particularly good risk stratification and early ad
justment of immunosuppression therapy is necessary in organ 
recipients because the possibility of re-transplantation is very limited. 
New diagnostic methods based on artificial intelligence (AI) could 
change and improve medical decision making in transplantation medi
cine in the future.18 A potential key benefit would be to reduce diagnos
tic uncertainty and hence reduce the need for frequent re-biopsies in 
the first year after transplantation, which represents a burden for 
healthcare systems and patients alike.

In the present study, we trained an AI method to evaluate the recog
nition and grading of cardiac transplantation using routine biopsies. We 
found high performance in the training set (by cross-validation). When 
deploying our model at the external validation cohorts, we found a 
stable, but moderate performance. A few other studies have addressed 
similar problems in recent years. Peyster et al.15 used handcrafted fea
tures to grade cellular rejection reporting good performance, already in 
2021. Most prominently, Lipkova et al.17 presented the CRANE meth
od, which yielded very high AUROCs in their study, after being trained 
on thousands of patients. Lipkova et al.17 report an external validation 
AUROC of around 0.83, which is better than the AUROCs of around 
0.72 which we report in the validation cohorts. Yet, they report a simi
lar decrease of performance regarding the AUROCs of around 0.12 in 
external validation. This is in line with other medical deep learning stud
ies and highlights a known problem of deep learning algorithms which 
tend to overfit towards their training data due to their enormous num
ber of parameters.32,33 However, our training data set comprised 10 
times fewer patients, and in a head-to-head comparison of CRANE 
and our SSL-attention, our method outperforms CRANE. While in 
many computational pathology projects we have found that hyperpara
meter optimization does not have a pronounced impact on the final 
performance statistics of the whole pipeline, we admit that a more stan
dardized approach of hyperparameter tuning might have slightly im
proved our performance.17,25,34,35 The small size and the 
underrepresentation of higher rejection gradings of the training cohort 
might on the other hand also be the reason for the modest generaliz
ability of our models. It is noteworthy that we used routinely collected 
specimens and, contrary to Peyster et al.15, did not exclude slides from 
our cohorts using a quality control software. Accordingly, like in the real 
world, our cohorts had staining differences between slides which may 
impair performance. Another reason might be the presence of Quilty 
lesions within the ISHLT 0R group which can cause false positive pre
dictions. Interestingly, this misclassification is also a known problem in 
human readers.15,36 The agreement between the CACHE-Grader 
model from Peyster et al. and the recorded ISHLT grade also differed 
between hold-out and external test set (0.89 vs. 0.83) for the binary 
task. Our findings are in line with other recent studies showing the use
fulness of pre-training feature extractors with SSL, boosting classifica
tion performance in computational pathology.19 Our classifier also 
outperforms other studies which date back to the year 2017, when 
Tong et al.14 constructed a shallow neural network based on hand
crafted features derived from 43 whole slide images (Children’s 
Healthcare of Atlanta cohort). This data set has been used several times 
afterwards, improving the performance of the cross-validated model 
while adopting newer methodology, but remains limited due to the 
very small data set size.37-39

While the application of attention heat maps is an important and fun
damental step toward improved human interpretability of deep learn
ing, they need to be interpreted with caution. This shortcoming is still 
seen as a major limitation for the clinical application of deep learning 
methodology, even though the number of Food and Drug 
Administration–approved tools applying deep learning in histopath
ology has recently been growing with speed.

Figure 4 Explaining the models’ decisions by visualizing the model’s 
high attention 512 × 512 tiles. The three tiles (columns) with the high
est average attention and prediction scores (attention = a, prediction 
score = s) for the four slides (rows) with the highest average predic
tion scores when deploying the best performing model to detect re
jection (rejection yes/no) on the three test cohorts (A, B, and C ). 
Together with the corresponding Grad-CAM images showing the net
work’s spatial attention for each of the tiles. Regions with higher atten
tion are yellow, while regions with low attention are in dark purple. 
The top tiles contain many lymphocytes infiltrating the myocytes, 
while the network’s attention also appears to be lying on these im
mune cells.
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Our model was only trained on cellular rejection, while graft failure is 
a complex process including not only additional immunological reac
tions like antibody-mediated rejection but also proliferative cellular 
processes like cardiac allograft vasculopathy. Future model develop
ment should therefore go beyond immunological rejection but try to 
comprise all aspects of allograft failure.

A fundamental limitation affecting all published studies is the limita
tion of the gold standard. The ISHLT classification itself is an imperfect 
predictor of clinical outcome, and future studies should train AI models 
directly on outcome data to overcome these limitations. This is further 
supported by the observation that detection and grading of heart trans
plant rejection can suffer from a suboptimal concordance among 
pathologists in the assignment of ISHLT 2004 grading of 71%, with 
most agreement coming from the class 0R.36 Future studies should in
vestigate the performance of pathologists who are guided by the AI 
model, especially non-expert pathologists.

In summary, our study is adding evidence to existing proof-of- 
concept studies to show potential applications of AI systems in trans
plantation medicine. In particular, our study might set a new technical 
state of the art, which however requires validation in larger cohorts. 
On the other hand, our study is also a reminder that larger training co
horts of a few thousand patients are probably required for clinical- 
grade AI biomarkers.32,40 Future studies should compare our technical 
approach on larger cohorts, which could be efficiently assembled with 
federated or swarm learning.41,42 Our study adds to the growing evi
dence of AI models being to a moderate extent capable of recognizing 
heart transplant rejection which potentially might in the future help 
pathologists with pre-screening slides or standardize grading across dif
ferent centres. Also, future studies should and could include multimodal 
input models which can in principle improve performance.43,44 Even 
though conclusive evidence for cost-effectiveness of AI systems in 
healthcare is not yet available, our study creates an incentive to inves
tigate further development of AI in diagnostics in transplantation medi
cine, potentially even reducing cost and time in this sector of the 
healthcare system.
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Supplementary material is available at European Heart Journal – Digital 
Health.
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