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This research aims to design and prototype a tool to perform intelligence on open sources
(OSINT), specifically on official medical bulletins for the detection of false news. MedOSINT
is a modular tool that can be adapted to process information from different medical official
bulletins. From the processed information, intelligence is generated for decision making,
validating the veracity of the COVID-19 news. The tool is compared with other options
and it is verified that MedOSINT outperforms the current options when analyzing official
bulletins. Moreover, it is complemented with an expert explanation provided by a Case-
Based Reasoning (CBR) system. This is proved to be an ideal complement because it can
find explanatory cases for an explanation-by-example justification.

� 2021 Elsevier Inc. All rights reserved.
1. Introduction

In December 2019, Wuhan, one of the largest cities in Hubei, a province of China, became the center of an outbreak of
pneumonia of unknown cause. This pneumonia attracted a lot of attention not only within China but also internationally.
Most of the initially identified patients were vendors at a poultry, seafood, and live wildlife market in China. Soon after, con-
firmed cases were not only limited to Wuhan but also spread throughout the world. The World Health Organization (WHO)
declared this disease a pandemic, which was named ‘Coronavirus Disease 20190 or COVID-19. Until April 13, 2020, a total of
1,773,084 confirmed COVID-19 cases and 111,652 deaths were documented globally across 5 continents [44].

As the COVID-19 pandemic spreads around the world, the proliferation of online disinformation weakens the world’s
response to the virus. Frommiraculous cures to conspiracy theories, social media, news apps and mobile notifications spread
messages that contain useless, incorrect, or even harmful information and advice. The spread of false information related to
the epidemic has become such a problem that the WHO has labelled it as an ‘infodemic’: an excessive amount of information
about the health emergency spread together with rumors and disinformation, causing confusion and distrust to people [46].
At the same time, conspiracy theories related to the origins of the coronavirus have been created. These theories have been
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shared by both, websites known to benefit from disinformation [38], and legitimate news sites falling into the trap of
broadcasting incorrect information.

Closely related to the diffusion of falsehood on COVID-19, cases of xenophobia and racial prejudice against Asian people
have been publicly reported. Particularly, the prejudices against people from China [38] led to the Twitter campaign
#JeNeSuisPasUnVirus in France, a hashtag created to support China’s fight against intolerance, which rapidly became a
trending topic in various languages.

In this context, governments, agencies and multiple organizations have taken steps to tackle disinformation during the
epidemic: The WHO in conjunction with search and media companies like Facebook, Google, Pinterest, Tencent, Twitter,
TikTok, YouTube and others, has launched the website ‘MythBusters’ [47]. Besides, the European Observatory Against Dis-
information (SOMA) [39] has decided to collect and debunk the most common false news to provide support to the European
community. From the news industry, leading fact-checkers and verification experts have created tools, and implemented
web resource hubs offering advice, and free online training to help journalists report on COVID-19 [15]. However, many
users are still exposed to unfounded medical advice, rumors and other false information that could risk public health. Within
this framework, the detection of fake news, defined as ‘‘the prediction of the chances that a particular news article is an
intentional deception” [13], has become a central discussion topic. This research develops an OSINT based tool namedMedO-
SINT for the verification of the content of official bulletins such as those of the WHO. MedOSINT contributes to know the
veracity of the information that is generated daily on the Internet. Thus, by consulting MedOSINT’ official websites you will
be able to verify whether the information is false or true quickly and reliably. Moreover, by integrating MEdOSINT with a
Case-Based Reasoning (CBR) system, an explanation of the result will be provided.

This paper is organized as follows: (1) Introduction. The present introduction; (2) State of art. By reviewing existing lit-
erature, we define the concepts of both ‘‘fake news” and ‘‘disinformation” and provide the context to address their dissem-
ination on social media. We also present state-of-art tools for fake news detection and conclude with the advances that
MedOSINT provides to overcome their limitations; (3) MedOSINT tool. The proposed tool is described, firstly its architecture
is introduced, then its design and working methods are explained from the technical point of view; (4) Results analysis and
evaluation. This section shows the operation of the MedOSINT tool from the user’s point of view. Besides, it includes a com-
parison with related tools, and the evaluation showing that the initial requirements are met; (5) Conclusions. Finally, we
draw the conclusions and propose future work.
2. State of the art

2.1. The dissemination of disinformation on social media

Although misleading information has existed since the news exists, it has gained attention since the 2016 U.S. presiden-
tial election campaign because of the deliberate spread of false information on social media platforms such as Twitter and
Facebook [2,20]. During the campaign, the top twenty most-discussed false election contents generated 8,711,000 shares,
comments, and reactions on Facebook, whereas the top twenty most-discussed items of news disseminated by the 19 most
important news websites generated a total of 7,367,000 [37]. After being present in a large number of electoral processes in
countries such as France, the UK, Germany and Spain, concern has increased due mainly to its ability to erode democracy by
diminishing trust in public institutions and boosting political polarization [34]. From all the issues regarding the spread of
false, manipulated, or inaccurate information, the one that draws the most attention is the so-called ‘fake news’ defined as
‘fabricated information that mimics news media content in form but not in organizational process or intent’ [25]. Nonethe-
less, despite being quite popular, the term ‘‘fake news” is very imprecise. In order to deal with the inaccuracy of the term, the
Council of Europe refers to ‘‘information disorder”, a concept which encompasses a) ‘Misinformation’, related to false content
or inaccurate information shared unintentionally; b) ‘Disinformation’, or false information shared to cause harm; and c)
‘Mal-information’, when genuine information is shared in order to cause harm, for example by making public information
that should stay private [12]. In this work, we focus on ‘disinformation’, which encompasses two key features: ‘Intention’
(from the publisher/source) and lack of authenticity (content).

The continuous increase of disinformation online is closely connected to the widespread crisis of confidence in traditional
media and public institutions, and the growth in the use of social media to find news. Social media are spaces where con-
suming news takes less time and is less expensive. Moreover, it is easier to further share and discuss the news with others
[36]. As a result, the media landscape has changed: traditional news media have lost their central status as gatekeepers and
distributors [9]. The media landscape is now dominated by digital, mobile, and social media platforms that currently shape
news consumption, thus acting as the new gatekeepers, so users are exposed to content that has not necessarily verified [4].
This kind of consumption may have other detrimental effects on user’s perceptions. On these spaces, ‘content flows and
reaches web users in an isolated way, with no context and with a weak link to the particular medium which publishes
the news’, thus there is no formal cue to interpret or detect bias [10]. Moreover, news reaches social media users through
automated processes, driven by algorithms that filter a selection of news tailored to each user’s personal interests and pref-
erences. As a result, users may only receive information which reinforces their existing views and even their prejudices [7].
This phenomenon, known as ‘‘echo chamber” or ‘‘filter bubble” [33], challenges to dispel disinformation, and can lead to rad-
icalization, outburst of racial prejudices and xenophobia. Two main motivations lie behind the creation and dissemination of
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disinformation: economic (false content fabricated in pursuit of advertising revenues) and ideological (for example, there
were more than 100 news sites that made up pro-Trump content traced to Macedonia, according to a BuzzFeed News inves-
tigation [2]). Once created, research reveals the role of social bots in spreading disinformation [42]. The low cost of creating
social media accounts also encourages the creation of malicious users accounts such as cyborg users, who set automated pro-
grams to perform activities in social media, and trolling behaviors [36]. Users themselves may knowingly share false content
due to its psychological utility: for example, when they prioritize the expressive functions of language to information. In this
case, false content spreads faster since linked to basic feelings such as indignation, fear, or distrust [18]. Moreover, as users
prefer to receive news that satisfy their prior opinions, they tend to favor content that confirms one’s pre-existing beliefs,
ignoring information that challenges them (‘confirmation bias’) [49]. Furthermore, on social networks, blogs, and platforms
such as YouTube, users can start a rumor thanks to the so-called ‘cascade effect’ [42].

The deliberate spread of online false content has been subject of study in relation to its prevalence in the political area [3].
However, as the COVID-19 crisis escalates, political and health misleading information co-exist in the media ecosystem. In
response to the growth in the volume and diversity of disinformation, the number of fact-checks concerning the pandemic
has increased [8]. Though previous research has laid the groundwork, disinformation about the pandemic poses new chal-
lenges: 1) the characteristics inherent in scientific information, that sometimes may appear obscure and confusing for a part
of the audience (even the journalists who ‘translate’ scientist information into items of news may find it challenging); 2) the
lack of previous experience in a crisis of such magnitude; and 3) the generalized climate of mistrust generated from the myr-
iad of contradictory and confusing information emanating from official sources.

2.2. Fake news detection

The detection of inaccurate or misleading content in traditional news media has relied mainly on the analysis of the meta
information related to a piece of news. The attributes analyzed are divided into two general categories: 1) source (publisher
or author of the news article); 2) content (headline, body text, image/video, or the language, amongst others). These attri-
butes match the key features of disinformation: ‘Intention’ and lack of authenticity. On the Internet, technical implementa-
tions to detect disinformation are based on the content attributes, while at the same time, analyze extra context information
inherent in the digital substrate (engagement or diffusion dynamics, amongst others). Related works focus mainly on social
media and provide their specific datasets, own usable set of tools and several detection strategies based on machine learning,
data mining, natural language processing, information retrieval and social search. For example, from a data mining perspec-
tive, different types of feature representations can be built based on news content attributes, to extract discriminative char-
acteristics that help discriminate false content [36]. At the level of contextual information, multiple aspects can be
considered such as users’ characteristics and profiles (User-based features), characteristics and language of the post (Post-
based) and dynamics of each network (Network-based features) [36]. By implementing machine learning methods, others
categorize posts as ‘‘false” or ‘‘true”, comparing the performance of several algorithms [24], or study the probability that
a given post is true through the analysis of contextual information such as ‘‘likes” or followers [11]. The prediction of the
information veracity by identifying the features that characterize the information spread has also been analyzed [41]. Other
works study the application of deep learning techniques to discriminate fake contents using only text and propose several
neural network architectures [22]; or focus on capturing local features of texts and images of the news, applying Convolu-
tional Neural Networks (CNNs) [48]. Recently, the blockchain technology has been proposed to verify news [23].

2.3. The impact of the COVID-19 in Spain

In Spain, the first COVID-19 case (imported) was reported on 31 January 2020, and the first death, on 13 February 2020.
These figures increased to a total of 2965 confirmed cases and 84 deaths on 13 March 2020. On 14 March 2020, the Spanish
government declared a State of Emergency to slow down the coronavirus outbreak, which lasted until 11 May 2020. Under
this status, people’s movement were severely restricted, and most shops and businesses were closed. The impact of the dis-
ease in Spain during those first days is shown in Figs. 1 and 2. Given the severity of the pandemic and the ease of virus
spread, numerous studies on its propagation dynamics have been conducted [16,14,21].

2.4. Fake news detection via the OSINT technique

Information is the resolution of uncertainty, which is given as a set of data on a phenomenon to increase knowledge about
it. It has four main dimensions which are meaning, importance, validity, and value. Information management has a 6-phase
life cycle: 1) Planning; 2) Creation of information from the data obtained; 3) Storage and distribution of the information by
means of computer media; 4) Maintenance and updating; 5) Decision making using the information; 6) Destruction [43]. The
importance of information has been accentuated as technology and access to it by institutions and individuals advance.
Given its importance, information is an asset that must be protected. Sometimes cybercriminals access information illegally
using hacking techniques. However, sometimes these techniques are not needed as the information is openly available on
the Internet. This is where OSINT techniques come into play. The collection and processing of information from public
sources to generate intelligence has existed for many years. The United States began conducting OSINT through the Foreign
Broadcasting Monitoring Service (FBIS) created in 1941. During the SecondWorld War, this agency carried out OSINT obtain-
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Fig. 1. Confirmed cases in Spain from March 13th to April 13th, 2020. . Source: [44]

Fig. 2. Deaths in Spain from March 13th to April 13th, 2020. . Source: [44]
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ing information as valuable in a war context as knowing whether the railway bridges had been successfully bombed using
the price of oranges in Paris as an indicator [5]. With the advance of technology and telecommunications this practice has
been facilitated. In fact, in 2005 the US national intelligence agency announced the creation of the National Open Source Cen-
ter (NOSC) to collect open information available in the media, including the Internet [31]. The private sector (both companies
and individuals) has also been involved by developing tools that help collect and analyze the available information. These
tools enable the collection of information (legislative, political, geospatial, personal, financial, electronic, telemetric, etc.)
on targets (individuals, organizations, companies, and countries) for subsequent analysis and intelligence generation. Some
examples of these OSINT tools are FOCA, Shodan and Maltego, as shown in Table 1.

The open-source intelligence is the intelligence that meets these requirements [29]:

1) It is produced from information that is publicly accessible (media, public information from government sources, for-
ums, RRSS, blogs, papers, online libraries, free or paid video on demand, etc.).

2) It provides specific intelligence.
3) It is collected, processed, and disseminated to a specific audience.
Table 1
Examples of tools to perform OSINT. Source: Own elaboration.

Name Description

FOCA Tool Search for information contained in file metadata.
Shodan Search for information about computers connected to the Internet.
Maltego Open source intelligence and forensic software to analyze relationships between

social networks, websites, domains, networks, etc.
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The first point means that access to information does not require specialized techniques or knowledge, not requiring
extraordinary effort or illegality. The technologies and technical knowledge required are for the automation of information
collecting and processing. The concepts of data, information and intelligence should not be confused. Data are collected val-
ues. Information is formed from the relationships between data. Intelligence arises from information with the knowledge we
have about it. From the data, the information is generated, and from the information, intelligence is generated, as shown in
Fig. 3.

Examples of open sources are official gazettes. An official gazette is a written medium by which an entity in an admin-
istrative region, such as a State, publishes legal regulations of a public nature. The first publication of this type was La Gaz-
ette, in 1631 in France by the journalist Théophraste Renaudot [5]. The following are official gazettes from Spain:

1. Supranational level: Official Journal of the European Union (OJEU).
2. National level: Official State Gazette (BOE) and Official Gazette of the Commercial Registry (BORME).
3. Sub-national level: Autonomous Community bulletins (autonomous communities and cities) and provincial bulletins (in

the case of multi-provincial Autonomous Communities).

The services currently available to carry out OSINT in official bulletins are reviewed below. The first tools are the usual
search engines such as Google, using for example dorks to refine the search on the newsletter. You can filter by the newslet-
ter you need to consult and by keywords. This method has several limitations. For example, it does not allow to search for
certain information in more than one bulletin at a time. Besides, it does not represent the information making its access
easier. Moreover, the way of searching by keywords limits the selection of information. Another disadvantage of this method
is that there are numerous bulletins not indexed by search engines, by the will of the government or for legal reasons such as
the right to forget. At present, there are approximately 20,000 official state bulletin documents de-indexed from search engi-
nes using the robot exclusion protocol (robots.txt file). Another possibility to search for information are the search engines of
the web pages of the bulletins themselves, but the search is limited to a specific bulletin. Furthermore, this form of search is
not available in all bulletins, such as the official bulletin of the autonomous city of Ceuta. One of the best current alternatives
is IBOOF. This service has the advantage that it allows to search in several official bulletins at the same time, doing a search
by keywords. As a disadvantage, it is not a generic search engine with the capacity to adapt to any bulletin (for example, it
does not consider the official bulletin of the Spanish commercial registry or the bulletin of the European Union). On the other
hand, it does not represent the information facilitating its analysis. Another tool is LibreBOR.me. This is a platform to consult
and analyze the Official Gazette of the Commercial Registry. While this tool does not facilitate data analysis and does not
provide all the historical data, the LibreBOR.me tool does. Table 2 summarizes the characteristics of each of the current alter-
natives. It should be noted that some bulletin websites do not have an internal search engine. In addition, the Google search
engine blocks content using robots.txt [19].

The possibility of obtaining information from open sources and facilitating its subsequent analysis is the motivation of
this work. The aim is to design and prototype a modular tool for this purpose. It must be modular to adapt to the different
input formats, since each bulletin has its particular characteristics when representing the information (for example, different
formats: PDF, TXT, HTML, etc.). It should also be modular when processing the captured information to study it. A prototype
is developed, and some example cases show that this tool improves to a greater or lesser extent the deficiencies detected in
other tools, maintaining the possibilities that already exist. Moreover, through a Case-based Reasoning (CBR) system, the tool
provides an explanation about the classification of the news. The proposed CBR-based tool, called MedOSINT (Medical OSINT),
is described in the next section.
Fig. 3. Relationship between data, information, and intelligence. . Source: [5]
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Table 2
Comparison of current tools. Source: Own elaboration.

Feature Google
search

Internal search engine of each
newsletter

www.who.int
bulletin

IBOOF LibreBOR.
me

Locked content Yes No No No No
Restricted search No Depending on each

bulletin
No No No

Indexed search and not just by words No No No No Yes
Display information from any newsletter Yes No No No No
Representation of the information to carry out

OSINT
No No No No Yes

Supports complementary external information for
analysis

No No No No No
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3. MedOSINT tool

3.1. Objectives

Since there is currently no effective tool for analyzing official bulletins, the aim of this work has been to design and pro-
totype a tool for this purpose. The general objective is that MedOSINT can show the complete information of the BOE, BORME
and the official bulletin of the European Union in a precise way by means of indexed searches of the information and with a
good representation to carry out OSINT.

The specific objectives in terms of capabilities of MedOSINT are the following:

1. Displaying information without blocking it.
2. Precise search through indexed searches.
3. Using a representation that facilitates the analysis of the information.
4. To be able to use information external to bulletins to improve the outcome of the analysis (charts and tables).
5. Through a CBR explanatory system all news are classified as false (4 types) or true, enabling an explanation.

3.2. Architecture

The architecture of the proposed coronavirus news verification tool has 3 stages. Fig. 4 shows the architecture of MedO-
SINT. The first stage is the verification of the news by MedOSINT. News is taken randomly from the internet. This news may
be false or true. MedOSINT first classifies the news. Then it checks the veracity of the news on authorized websites. Once its
veracity is detected, the news item is sent to the case database (second step). In the third step the CBR feeds on cases in the
Fig. 4. Architecture of MedOSINT. Own source.
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database. The CBR, using the reuse, retrieve, retain and revise technique, classifies news when it finds one with a close sim-
ilarity index in its knowledge database. Fig. 4 shows the general diagram of fake news detection. MedOSINT appears in the
first place. The function that MedOSINT has is the detection of fake news, verifying the news with official sources such as the
WHO. There are five official sources with which the news is commonly contrasted. In this step it is necessary for a systems
analyst to take the news and process it in MedOSINT to detect whether the news is false or not. In a second step, the systems
analyst takes this news to the database, which stores both true and false news. This database is used, in a third step, by the
CBR. The CBR takes all the case studies and classifies them as true or false. If a news item has already been validated, it omits
it to work faster. The CBR does not detect the veracity of the news because this is done by MedOSINT, but rather classifies
them. Fake news tends to reproduce in several portals or unreliable sources such as social networks, and thus become viral,
so the CBR is very useful because it establishes whether the news tends to be more false or true using a similarity metric.
3.3. Design and working of the MedOSINT tool

In this and next sections, the MedOSINT tool is described and its design and working method are explained from the pro-
grammer and technical points of view. MedOSINT is a tool to analyze information from official bulletins for intelligence pur-
poses. It collects a series of information, processes it and presents it properly. It allows queries on the information loaded,
which has been previously processed to organize it and facilitate consultation. The development of the prototype has two
distinct parts. First, a solution is needed to store the information and do the processing. This is a development on an Oracle
Database Express Edition 18c, which is a modern technology capable of supporting this implementation. On the other hand,
the MedOSINT tool must show the information to the user. This information is intended for a professional intelligence ana-
lyst. The second part of MedOSINT is a web application to show the information. The Ionic and Angular frameworks have
been used for the web application because they are state of the art technologies, with great support, that allow an easy main-
tenance and that are flexible allowing the execution in multiple devices. Table 3 shows a list with all the technologies used
and their versions.
3.4. MedOSINT flowchart

The steps and the operating characteristics of the tool are described below. Fig. 5 shows the MedOSINT flowchart. This is
the process to verify the news. To explain the detail of the diagram it has been divided into 11 steps. They are described
below from sections 3.5 to 3.16. When stage 11 finishes, the next step is to enter the classified information into the oracle
database. Then, this news feeds the CBR so that, when a false or true news is repeated, it is searched in the repository and
classified based on the similarity metric.
3.5. Step 1) Selection of the information to be analyzed

In this paper we show five examples of system use to facilitate the reader’s understanding, but any other data could be
analyzed. These examples provide a guide to repeating the process with any other topic. The classifications chosen for the
analysis are as follows: ‘Economy/Companies’, ’Politics’, ’Legal’ and ’Miscellaneous’. Within ’Economy/Companies’ the topics
selected are: ’Announcements of company incorporation by province’ and ’Relationship between company incorporation
announcements and COVID-19 information search’. For the other three classifications, three topics have been selected, as
shown in Table 4.
Table 3
Technologies used for the development of MedOSINT. Source: Own elaboration.

Technology Version Remarks

body-parser Library 1.19 Data Parsing (JSON)
cors Library 2.8.5 HTTP Access Control
Framework Angular 8.2 Web application development
Framework Express 4.17.1 HTTP requests
Framework Ionic 5 Functionality and visual details
Lenguaje Typescript 3.4.5 Programming language
Materials Module 8.2.3 Visual details and charts
ng2-charts Module 2.3.0 Charts
Node.js Environment 12.13 Asynchronous execution environment
npm package manager 6.12 Package management for Node.js
Oracle Database Express Edition 18c 18.0.0.0.0 Database
Oracle SQL Developer 19.2 Oracle Development Environment
oracle-db Module 4.2 Access to Oracle Database
Visual Studio Code 1.44.2 Angular development environment
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Table 4
Classifications and subjects of the analysis. Source: Own elaboration.

Classification Topics

Economy & Companies Company Formation Announcements by Province (Topic A, TA)
Relationship between company incorporation announcements and COVID-19 information search (Topic B, TB)

Politics Evolution of policy type development (Theme C, TC)
Legal List of pardons (Theme D, TD)
Miscellaneous Evolution of the development of the amount of legislation (Theme E, TE)

Fig. 5. MedOSINT Flow chart. Source: Own elaboration.
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3.6. Step 2) Selection of the bulletins involved

The bulletins involved are the Official State Gazette, the Official Gazette of the Commercial Registry, and the Official Jour-
nal of the European Union. These are selected because they contain the information needed to make the analysis as shown in
Table 5. This does not mean that the MedOSINT tool can only work with these 3 bulletins, but for this concrete test devel-
opment, modules for these 3 bulletins will be implemented. It is perfectly feasible to use MedOSINT with any other bulletin
considering the same particularities that are considered for these 3 bulletins in the following parts of the process. For TA and
TB, the information is in the BORME. For TC and TE the information is in the BOE and the DOUE, since they are the official
legislative communication journals. For TD, the information is in the BOE, in provisions of the Ministry of Justice.

3.7. Step 3) Obtaining the bulletins

For each of the 3 bulletins indicated in Table 5, the sample files to be uploaded to the database are obtained during the
first 4 months of the year 2020 as a reliable sample. It should be noted that it is unfeasible to do this development without
Table 5
Bulletins from which the necessary information is obtained by subject. Source:
Own elaboration.

Topics Bulletins from which the necessary information is obtained

TA BORME
TB BORME
TC BOE and DOUE
TD BOE
TE BOE and DOUE
WHO World Health Organization Newsletter
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obtaining the bulletins locally instead of processing the files directly from the repository website of each bulletin service
because of the huge volume of existing files.

3.7.1. Obtaining bulletins from the BOE
In the case of the BOE, this institution offers open access to the archives. It also offers, in its open data section, a PHP script

for downloading by date.
Obtaining bulletins of the DOUE:
For the DOUE, the EUR-Lex institution also offers open access to the archives. In fact, it is possible to download packages

by language and year, but currently it is not possible to download a file with all the bulletins of the year 2020. Therefore, it is
necessary to create a script for automatic retrieval. Then, you have to get all the links of the year 2020 bulletins from the
repository. The repository search engine looks for the year 2020 newsletters and their download URL, finds the newsletter
identifier of the link, and lists all the identifiers of all the newsletters obtained. In this way it is possible to create a list of all
the download links of all the newsletters from the general link and the specific identifiers of each one that are available in the
source code of the page.

3.7.2. Obtaining bulletins from the BORME
For the BORME the process is the same as for the BOE, except for the script to be used. The PHP download script is avail-

able on the website of the Official State Gazette [6].

3.8. Step 4) Loading of raw bulletins

This section explains how the raw data obtained is stored. Regarding the table scheme for loading the raw bulletins, a
table is required for the coding of the bulletins. In this table, you define the types of bulletins to be processed and assign
a unique identifier for them. The second table is for sub-coding bulletins, since there are several types of bulletins, such
as supplemental bulletins. The third table for coding provinces is required specifically for TA. The numbering chosen is
the one proposed by the INE. These 3 tables are preloaded with the necessary data (Table 6 shows the required data for bul-
letin coding and sub-coding tables).

The fourth table shown in Table 7 is where the sample bulletin files are loaded. The ’ID’ field takes auto-incremental
numeric values to be used as unique file identifiers. The code fields are for sorting data according to the the 3 tables above
mentioned. We also have a field for the name of the original document (e.g. ’BOE-A-2020–4738.pdf) and another field of type
BLOB to load the file. The other 3 fields are a CLOB field for uploading the adapted file (which will be explained in steps 5 and
6), a field for the date of the document publication/signature, and another field for the date when the upload is made.

Once the tables have been created, all the documents that will be in a directory on the machine are loaded. With their
name it is possible to know the bulletin code and the bulletin detail code. For example, with the file name ’BOE-A-2020-
4738.pdf’, you can know that the bulletin code is 1, corresponding to the BOE according to the bulletin coding table, and
you can know that the bulletin detail code is A, corresponding to ’General’ according to the bulletin detail coding table. This
is processed at the technical level with regular expressions. The field for the adapted document and the publication/signa-
ture date will also be filled in, if the file is in a valid format for uploading, e.g. in plain text. This will be known in advance by
the file extension and the bulletin code.

3.9. Step 5) Valid format for processing

For each type of newsletter downloaded, there is a file extension and a presentation format for the information it con-
tains. If these are not suitable for reading and processing, an adaptation will be needed.

3.10. Step 6) Convert to a valid format

The downloaded files of the BOE and the BORME bulletins are in PDF format, while the DOUE file is in HTML format. These
formats are not adequate for reading text from the files automatically. For example, HTML contains an excessive number of
tags, spaces, tabs and other characters that increase the size of the file and do not help in loading and reading efficiently.
Therefore, the files are converted to *.TXT format. This conversion is done with available tools that allow massive file
conversions.

3.11. Step 7) Uploading bulletins in a valid format for processing

Once converted to the valid *.TXT format, each document is loaded into the CLOB-type field with the name ’ADAPTED_-
DOCUMENT’ adding the signature date field by reading the line number where the date is and using regular expressions. If
the gazette code is 3, the province code field is also filled in with a regular expression using the province code table, since this
gazette has editions by province and will be used for TA.
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Table 6
Bulletin file upload tables. Source own.

Bulletin coding table:

Nombre ¿Nulo? Tipo

———————————— —————— ———————————

CODIGO_BOLETIN NOT NULL NUMBER(3)

DESCRIPCION VARCHAR2(200)

CODIGO_BOLETIN DESCRIPCION

———————————— ————————————————————————————————————

1 Boletín Oficial del Estado

2 Boletín Oficial del Registro Mercantil

3 Diario Oficial de la Unión Europea

Bulletin sub-coding table:

Nombre ¿Nulo? Tipo

———————————————————— —————— ———————————

CODIGO_BOLETIN NOT NULL NUMBER(3)

CODIGO_DETALLE_BOLETIN NOT NULL VARCHAR2(3)

DESCRIPCION VARCHAR2(200)

CODIGO_BOLETIN COD DESCRIPCION

———————————— — ————————————————————————————

1 A General

1 S Suplemento

2 A Actos

2 C Convocatorias

2 S Suplemento

3 L Legislación

3 C Comunicaciones e informaciones

Table 7
Sample bulletins table. Source own.

Documents table:

Nombre ¿Nulo? Tipo

———————————————————— —————— ———————————

ID NOT NULL NUMBER(6)

CODIGO_BOLETIN NUMBER(3)

CODIGO_DETALLE_BOLETIN VARCHAR2(3)

CODIGO_PROVINCIA NUMBER(2)

NOMBRE_DOCUMENTO VARCHAR2(200)

DOCUMENTO_ORIGINAL BLOB

DOCUMENTO_ADAPTADO CLOB

FECHA_FIRMA DATE

FECHA_CARGA DATE
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3.12. Step 8) External information required for analysis

At this point it is necessary to identify whether it is necessary to add external information to the database to carry out the
analysis. For TB it is necessary, as this topic is about the relationship between certain data in the BORME with data obtained
from Internet searches.
3.13. Step 9) Loading external information

The necessary data on Internet search trends identified in the previous section will be obtained from Google Trends as
shown in Fig. 6. From the website the data is exported in CSV format. Then, this data is inserted into a new auxiliary table
called ’GOOGLE_COVID_190. The data is inserted as offered by Google and making the monthly average. This will be
explained in steps 10 and 11.

Nombre ¿Nulo? Tipo

------------ ------ ---------

ENERO_2020 NUMBER(8)

FEBRERO_2020 NUMBER(8)

MARZO_2020 NUMBER(8)

ABRIL_2020 NUMBER(8)
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Fig. 6. Search trend of the term ’COVID-190 in relation to interest over time . Source: [19]
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ENERO_2020 FEBRERO_2020 MARZO_2020 ABRIL_2020

---------- ------------ ---------- ----------

02 53 62
3.14. Step 10) Processing all the information.

The following explains how to implement the processing of the information loaded in MedOSINT for the topics described
in step 1. To obtain the number of company incorporation announcements from each BORME bulletin and from each pro-
vince, the regular expression shown below is used.

REGEXP_COUNT(DOCUMENTO_ADAPTADO, ’ Constitución. ’, 1, ’i’)

Each coincidence in the expression will correspond to a declaration of company incorporation as shown in Fig. 7. The PDF
document in the figure shows two company incorporation announcements, which when converted to a valid format for pro-
cessing, remain as a character string that complies with the above regular expression.

In this way, considering that the bulletin files are already classified by date and province, a list is obtained with the num-
ber of company incorporation announcements by province and date. Note that the date of the beginning of the company’s
activity and the date of the announcement of its incorporation in the BORME do not have to coincide exactly.
3.15. Relationship between company incorporation announcements and information search

The data obtained in the previous step and those obtained in step 9 in Google Trends are processed to check if there is a
relationship between them. For this purpose, we obtain the total number of company incorporation ads from all the pro-
vinces grouped by month. This development has been limited to 4 months. At the end, the percentage that each month rep-
resents with respect to the statistical average of the 4 months is shown. Fig. 8 shows an example of the statistical average
resulting from the 4-month sample.
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Fig. 7. Identification of company incorporation announcements in the BORME. Source: Own elaboration.
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3.15.1. Evolution of policy developments
To analyze policy development over time, three different types of policy have been selected as a sample: health, economic

and environmental/ecological. One way to approximate what kind of policies are being developed in official journals is to
find keywords related to each of these policies. For each of these three policies, the keywords that appear in Table 8 have
221



Fig. 8. Example of a sample calculation of the statistical average and COVID-19 search.

Table 8
Key words associated with each type of policy. Source: Own elaboration.

Policy type Associated keywords

Health ’health’, ’nurse’, vaccine’, ’medical’, ’covid’ and ’coronavirus’
Economic ’debt’, ’employment’, ’bonds’, ’fund’, ’liquidity’ and ’provision’
Environment/Ecology ’CO20 , ’carbon’, ’transition’, ’ecology’, ’green’ and ’environment’
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been selected. The keywords are selected considering the whole family of associated words. This means that from the key-
word ’medical’, all the words in the family will be found as medication or medicines.

Once the words have been selected, it is necessary to obtain the number of occurrences of each group associated with a
type of policy, grouped by bulletin and by the study time interval. To find the frequency of occurrence, the query with the
following regular expression is used with each group of keywords.

SUM(REGEXP_COUNT(replace(UPPER(DOCUMENTO_ADAPTADO), chr(10), ’’), UPPER(’health|nurse|vaccine|

medical|covid|coronavirus’), 1, ’i’))

Finally, in the same way that it is done for TB, the percentage that each month represents with respect to the statistical
average of the 4 months is obtained.

3.15.2. List of pardons
To obtain the name of the persons pardoned from the BOE, the regular expression shown below is used.
UPPER(REGEXP_REPLACE(REGEXP_REPLACE(REGEXP_REPLACE(REGEXP_REPLACE(REGEXP_REPLACE(REGEXP_REPL

ACE(REPLACE(DOCUMENTO_ADAPTADO, chr(10), ’’), ’([[:print:]]+, por el que se indulta a)([[:print:]] + )(.

[[:print:]] + )’, ’\20), ’ don ’, ’’), ’ doña ’, ’’), ’[ ]{2,}’, ’ ’), ’\.’, ’’), ’ Visto el expediente de indulto

de.*’, ’’))

This expression returns the full name of each pardoned person, which will correspond to an announcement. The PDF doc-
ument in Fig. 9 shows a pardon announcement, fromwhich, when converted to a valid format for processing, the name of the
person pardoned with the above regular expression can be obtained.

3.15.3. Evolution of the development of the amount of legislation
In a similar way to TB processing, the amount of legislation is obtained as the percentage of each of the 4 months to be

represented with respect to the average. The quantity of legislation is defined as the size it occupies when stored. The size is
directly proportional to the number of characters it contains. The function dbms_lob.getlength() is used to check the size of
each BOE and BORME bulletins.

3.16. Step 11) Presentation of the processed information

For the presentation of the information, a website developed in Angular was implemented. This website presents a simple
interface to make queries on the data obtained in step 10. To perform database queries, the ’oracle-db’ module available on
the NPM website [32] is used. The results of the queries are sent to the web page through the ’express’ module also available
in NPM. Once on the query web page, the previous data will be accessed through a service in Angular. A series of components
from the Material and ’ng2-charts’ libraries of Angular are used. To represent the information, the users must select which
information they want to consult. To select the topic and the theme to be consulted from Table 3 of step 1, the system uses a
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Fig. 9. Identification of pardon announcements. Source: Own elaboration.
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component ’mat-horizontal-stepper’, components ’mat-select’ and a component ’mat-form-field’ to filter by name in the case
of TD. Finally, the information is represented by tables with the component ’mat-table’ and by graphics with the module
’ng2-charts’. For each theme, there is a consultation section with a Typescript module that obtains the information from
the database and shows it as a table or a graph, as required by each theme.

3.17. Using Case-based reasoning (CBR) to classify news

Case-based reasoning is the process of solving new problems based on solutions to previous problems. This works to
remember previous cases of fake news. For example, if a news item has the same features and is only differentiated by
the information source, it is probably a copy-paste from another site. This is how fake news spreads through the internet
and social networks. CBR can utilize the specific knowledge of previously experienced cases. A new problem is solved by
finding a similar past case and reusing it in the new problem situation. CBR is an incremental approach, sustained learning,
since a new experience is retained each time a problem is solved, making it immediately available for future problems.
Therefore, CBR allows solving a new problem by remembering a previous similar situation and by reusing information
and knowledge of that situation. Let us illustrate this by looking at some typical problem-solving situation. For example,
a physician - after having examined a particular patient in his office - remembers a patient he treated two weeks ago because
of the similarity of symptoms. Therefore, the physician uses the diagnosis and treatment of the previous patient to determine
the disease and treatment for the patient in front of him. As this example shows, reasoning by re-using past cases is a pow-
erful and frequently applied way to solve problems for humans. This claim is also supported by results from cognitive psy-
chological research.

We build a classifier based on CBR to classify Fake News. We use a Case-Based Reasoning (CBR) system proved to be an
ideal complement because it finds explanatory cases for an explanation-by-example justification [1]. Common algorithms
are trained with large volumes of data, including articles, newspapers records and official bulletins. However, these solutions
do not provide an explanation of the classification made. CBR systems have a ‘‘natural” transparency as they are based on the
reuse of previous experiences or examples.

Case-based reasoning is a paradigm for combining problem-solving and learning that has become one of the most suc-
cessful applied subfields of artificial intelligence in recent years. CBR is based on the intuition that problems tend to recur,
so that new problems are often like previously encountered problems and, therefore, past solutions may be used in the cur-
rent situation [26]. CBR basically consists of a retrieval stage where the cases similar to the given query are retrieved, and an
adaptation stage that combines the retrieved cases to build a solution. When applied to classification problems, CBR is con-
sidered a lazy learning approach because, instead of generating an abstract representation of the set of training examples, it
uses those training examples closer to the problem example (k Nearest Neighbors) to determine its class.

As CBR is considered a transparent technique, then it is applied to explain opaque machine-learning techniques such as
neural networks [40]. CBR systems follow an explanation-by-example approach where the explanation given to the user is
based on the comparison of the input with similar examples obtained by the CBR system. This way, every instance in the
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dataset can be considered as an explanatory case. However, the performance of the CBR process is influenced by the number
of features/variables that represent each case due to the underlying nearest neighbor method.

In our system, the attributes analyzed are divided into two general categories: 1) source (publisher or author of the news
article); 2) content (headline, body text, image/video, or the language, amongst others). The prediction is explained by the
most similar cases, following the explanation-by-example paradigm. The information given by MedOSINT has been reused to
start with explanatory cases of classification of true or fake news as reported in official bulletins. This allows to create a case
repository for the CBR system. The classification given by the CBR system consists of 4 types of non-authorized news and one
type of authorized news as shown in Table 9. Table 10 shows the relevance percentage from the variables selected to
describe the explanatory cases.

Fig. 10 shows the relationship between MedOSINT and the CBR. It starts with the incoming news, whose source can be the
internet, an email, or a social network. Then, MedOSINT takes this news and contrasts it with the official media such as the
Table 9
Variables selected to describe the explanatory cases. Source: own.

Acronym Class Description

FN1 Fabricated news Completely fictitious medical facts or events (for example, stories related to disease negation)
FN2 Manipulated news Generally true basic information, but false conclusions or recommendations coming from the over-

interpreted or overly extrapolated results (for example, data from in vitro studies presented as a readily
available option for patients)

FN3 Advertisement news Stories about diseases, often critical towards conventional therapies, designed to advertise ‘miracle
products’ (for example, alternative treatments)

FN4 Irrelevant news Not directly related to health (for example, name of the disease used as a metaphor)
GN Sufficient news Generally true and evidence-based information about the disease

Table 10
Relevance percentage from the variables selected to describe the explanatory cases. Source: own.

Relevance

Acronym From To Percentage Explanation

FN1 301 400 100% Completely fraudulent
FN2 201 300 75% Falsification of content
FN3 101 200 50% Mixture of truth and lies
FN4 1 100 25% True news mixed with false incongruities
GN 0 0 0% Real News

Fig. 10. Relationship between MedOSINT, dataset information and CBR results. Source: own.
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WHO. Once the news is classified as true or false, it is stored in a database. From this database the CBR takes the news as an
input source for the process of solving new problems based on the solutions of previous problems. This means that from a
piece of news, which is false but spread in 5 different newspapers, the case-based reasoning cycle classifies such news into
cases in different sub-processes. Specifically, the cycle is divided into 4 clearly differentiated processes:

RECALL cases similar to the one we are analyzing.
RE-USE the information and knowledge of similar cases to solve the problem.
REVIEW the proposed solution.
RETHINK the parts of this experience that can be useful for solving future problems.
All the news items are included within the CBR explanatory system and are classified according to the types indicated in

the Table 9. Finally, the CBR explains why the incoming news is false or true and classifies it as a new case according to its
falsity or veracity (see Fig. 10).

4. Results analysis and evaluation

This section shows the operation of the MedOSINT tool from the user’s point of view. Firstly, the general interface of
MedOSINT is presented and secondly, the processing results are presented. Next, a review of the tool and its operation is
made to check if it meets the requirements initially established. Finally, it is compared with the other competing tools
described in the state of the art section.

4.1. MedOSINT general interface

MedOSINT interface works on the World Wide Web (WWW). MedOSINT has a menu on its left side with several sections.
The first section is ‘data query’, which allows to query data of each topic according to the classifications of Economy/Com-
panies, Politics, Legal and Miscellaneous described in Table 4. Fig. 11 shows the query web page with the left side menu and
the data query section.

The second section entitled ‘Explanation of processing’ shows how the information has been processed. This section and
the previous one are the most important as they show the information processed and how the processing was done. This is
very important for an intelligence analyst. The third section entitled ‘Official Bulletins’ shows the bulletins processed by
MedOSINT. These bulletins are those described in Table 5. In the fourth section entitled ‘About’, additional information about
the tool is shown.

4.2. MedOSINT fake news study cases

4.2.1. International fake news
According to an article [28] ‘‘Nearly 99 per cent of COVID-19 patients who are vitamin D deficient die, according to a ter-

rifying study that adds to mounting evidence that the ’sunshine’ nutrient could be a coronavirus life-saver.” However, ver-
ification shows that this COVID-19 study linking deaths to low vitamin D levels is flawed.

MedOSINT, in a simple query, detects that this is fake news. The article had been analysed by the WHO [45].

4.2.2. Spain fake news
Another source claims that masks create serious health risks [27]. MedOSINT detects that it is fake news, as reported by

the WHO web site [45].

4.3. MedOSINT queries

This section shows how to query and the result obtained for the different topics mentioned in Table 4. It should be noted
that the analysis, study, and interpretation of the results is not the object of this research. This task concerns only the user.
Fig. 11. MedOSINT data consultation section. Source: Own elaboration.

225



S.M. Martinez Monterrubio, A. Noain-Sánchez, E. Verdú Pérez et al. Information Sciences 574 (2021) 210–237
MedOSINT only shows the information. The information contained is the exclusive property of the official gazettes and third-
party sources.

4.3.1. Topic A) Announcements of incorporation of companies by province
The classification corresponding to the topic is Economy/Companies (as shown in Table 4). Then, the user must select the

category Economy/Companies. Fig. 12 shows the way to consult and the result in a table. The date of incorporation of a com-
pany can be up to 2 months prior to its announcement in the BORME. This is indicated to the user with a message and with
the reference to the BOE that justifies it.

4.3.2. Topic B) Relationship between company incorporation announcements and COVID-19 information search
This topic is contained in the Economy/Companies classification. To consult about it, the user must select this classifica-

tion. Fig. 13 shows the query form and the result of the query in a bar chart.

4.3.3. Topic C) Evolution of policy development
This topic is contained in the Policy category, so the user must select this category to view the evolution of policy devel-

opment. The results are presented by two bar charts, one for the BOE and the other for the DOUE. Each chart shows one bar
for each type of policy, as shown in Fig. 14.
Fig. 12. TA query form and results. Source: Own elaboration.
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Fig. 13. TB query form and results. Source: Own elaboration.
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4.3.4. Topic D) List of pardons
This topic is contained in the Legal classification. Then, the user must select this category to query about this topic. Fig. 15

shows the query form and the result of the query in a table. Fig. 16 shows the result of the query by filtering through the
’Name’ field that appears in step 2 of the ’mat-horizontal-stepper’ element.

4.3.5. Topic D) Evolution of the development of the amount of legislation
The user must select the Miscellaneous classification to query about this topic. Fig. 17 shows the query form and the

result of the query using a bar chart.

4.4. Evaluation

4.4.1. Objective 1) Showing information without blocking it
Search engines, e.g. Google, must remove search results according to the content of the robots.txt file. Then, when using

Google to perform OSINT, there will be blocked information. In the case of MedOSINT, since the process of obtaining the bul-
letins does not consider the restriction of the robot exclusion protocol because it is not a search engine, it does not block
information. Therefore, this objective is fulfilled.

4.4.2. Objective 2) Precise search through indexed searches
Indexing is to make an index to order a series of data to facilitate their consultation and analysis. The MedOSINT tool pro-

cesses the loaded information from bulletins and other sources (as detailed in step 10) and stores it in a series of tables. There
is a table for each of the topics. MedOSINT also allows to consult by filtering information. Therefore, this requirement is ful-
filled through the processing form described in step 10. The demonstration of this objective is shown in Figs. 16 and 18. In
both figures a person’s name is consulted to find out if he or she has received a pardon. As shown in Fig. 16, MedOSINT imme-
diately shows that this person has been pardoned thanks to the indexed search. As shown in Fig. 18, the BOE state agency
search engine [6], on the contrary, does not show this information directly, and the user has to search through more than
2000 results of the 44 pages.

4.4.3. Objective 3) Using a representation that facilitates the analysis of information
The information should be presented in a format that facilitates consultation and analysis. MedOSINT uses a series of

graphs and tables to meet this objective. In addition, the processing method for each topic is explained in a section in the
web. It also indicates the bulletins and external sources where the information for each topic has been obtained. This has
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Fig. 14. CT results. Source: Own elaboration.
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been shown in previous figures. For example, in Fig. 16 MedOSINT shows the results with a simple table with two columns,
one for the date of the pardon and the other for the name of the person pardoned. On the other hand, Fig. 18 shows the
results retrieved from the search engine of the state agency of the BOE [6]. These are distributed in 44 pages that do not facil-
itate the consultation and the analysis of the information.

4.4.4. Objective 4) To be able to use information external to the bulletins to improve the outcome of the analysis
The use of information external to bulletins is an important objective because this provides more complete information

for the user. This objective is met by steps 8 and 9. In step 8 it is analyzed if external information is necessary, and in step 9 it
is loaded in MedOSINT. Fig. 6 shows how MedOSINT uses external information loaded from Google Trends [19].

4.4.5. Objective 5) Through a CBR explanatory system all news are classified as false (4 types) or true, enabling an explanation
To evaluate the explanation method, we have analyzed the common features between the query – Fake/Good News

description- and the header cases, using this metric as an estimation of their quality. The intuition behind this metric is that
an explanatory case should be as similar as possible to the query. This way, the explanation given to the user will contain
more feature-level justifications as we describe in Fig. 19. It means that the dataset contains two different types of categories.
20,000 are non-fake news from verified official sources as the WHO and the BOE from Spain. In the other side there are
20,000 records obtained from Internet fake news. These records are classified into five different categories (see Table 9), Fake
News 1 (FN1) means 1) Fabricated news; Fake News 2 (FN2) means 2) Manipulated news; Fake News 3 (FN3) means 3)
Advertisement news; Fake News 4 (FN4) means 4) Irrelevant news; Real News 1 (RN1) means 5) Sufficient News.
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Fig. 15. TD query form and results. Source: Own elaboration.

Fig. 16. TD results filtering by name. Source: Own elaboration.
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Concretely, we have obtained the three most suitable explanations for every case and analyzed the percentage of common
features between them. By using a nearest neighbor retrieval method, we obtain the most similar cases to the given query.
Then the adaptation stage combines the most similar explanatory cases to generate the explanation. For example, we found
3,221 fabricated news on the Internet. Header and content of fabricated news are compared with each other to identify sim-
ilarities. Similarity is a core concept in case-based reasoning (CBR) because case base building, case retrieval, and even case
adaptation, all use similarity-based reasoning. The notion of a metric of distance between objects is used in many contexts as
a measure of similarity between elements. Similarity and the nearest neighbor algorithm play a major part in CBR. The CBR
classifies according to the distance or similarity between a new item and an item in the database. For example, if its distance
to a fabricated news item is less than its distance to a manipulated news item, it is classified as a fabricated news item.
Firstly, it examines the origin of the news item and, if it is issued by reliable sources such as WHO or the BORME, it directly
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Fig. 17. TE query form and results. Source: Own elaboration.
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classifies it as true. Note: previously to the CBR stage, the classification is done by the systems analyst with the support of
MedOSINT. He/she contrasts this news with official sources such as theWHO. Once the news item is verified, it is classified as
fake or true. The CBR provides a more detailed classification of Fake news as shown in Table 9.

Table 11 shows an example of this comparative analysis. For each query, the identifier of the most similar neighbors is
provided together with the percentage of common features. As we can observe in this example, the most suitable explana-
tory case has a higher percentage of common features (81%), corresponding to irrelevant news, the second one also corre-
sponds to irrelevant news. Percentage 0% corresponds to good news and others are in the middle (e.g. 24% is FN1 -
fabricated news -). Each case has its own ID and a unique solution. As the database grows, more similarities can be found
between the news. The explanatory CBR will find the level of falsehood of a news item based on this percentage.

To understand the global efficiency of the CBR explanatory system, we have computed the average common features
between the query and explanatory cases for the whole case base. The average common features for the three nearest
explanatory cases are 58% for 3NN (nearest neighbor), 78.88% for 2NN and 97.38% for 1NN in the FN1 cases. This suggests
that the reduction of the number of cases from the 40,000 available instances to 1,000 cases has no impact in the perfor-
mance of the explanation system as the CBR method can still find several explanatory examples. The choice of 1,000 cases
for the case base was made based on preliminary experimentations. Future work could analyze the behavior of the system
when decreasing that value to reduce the size of the case base and analyze its impact in the performance of the CBR system.
To feed the system with the classification reported in Table 9, we used 1,000 cases of which 50% were false news and 50%
were true news. The system correctly predicted the falsehood of 93.33% of fake news in Spain.
4.5. Comparison with other tools

4.5.1. Tool 1) Google search engine
Table 2 of the state-of-the-art section shows the following deficiencies found in the Google search engine to carry out

OSINT on official bulletins: 1) Lack of information in certain bulletins blocked by the robot exclusion protocol 2) Impossibil-
ity to carry out indexed searches 3) Low quality in the representation of the information for analysis 4) Impossibility to add
information to this representation to improve the user’s analysis. All these points have been improved in MedOSINT. For
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Fig. 18. Search for a pardon in the BOE state agency search engine. Source: Own elaboration.
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example, MedOSINT does not block information. MedOSINT is focused on intelligence analysis since it facilitates the study of
information with an adequate and friendly representation. MedOSINT allows indexed searches and complementary external
information. Fig. 20 shows the result of a Google search of a person’s name to check if he/she has been pardoned. When com-
paring this figure with Fig. 16, it is verified that MedOSINT offers the information directly and with a friendly format. Besides,
Google may show no results if the web of the state agency of the BOE [6] blocked the information by means of the protocol of
exclusion of robots. This would not happen using MedOSINT since it does not use this protocol.
4.5.2. Tool 2) internal search engine of each newsletter
This tool is the least suitable to carry out OSINT on official bulletins. MedOSINT can use any bulletin. Moreover, not all the

websites that publish the bulletins have a search engine. The other characteristics described in Table 2 are also improved by
MedOSINT. For example, MedOSINT allows to make indexed searches as shown in Figs. 16 and 18 in which the same query is
made in MedOSINT and in the internal search engine of the BOE, respectively.
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Fig. 20. Google search for a pardon. Source: Own elaboration.

Fig. 19. News database detection for CBR. Source: Own elaboration.
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Table 11
Most similar neighbors comparative analysis. Source: own.

Table 12
OSINT tools comparison versus MedOSINT Source: Own elaboration.
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4.5.3. Tool 3) IBOOF
The deficiencies found in IBOOF to carry out OSINT are: 1) Impossibility to carry out indexed searches 2) Limitation of

some bulletins 3) Low quality in the representation of the information for its analysis 4) Impossibility to add information
to the representation to improve the analysis. These characteristics have been improved in MedOSINT.

4.5.4. Tool 4) LibreBOR.me
This tool, unlike the 3 previous ones, allows to make indexed searches and represents the information in a way that facil-

itates the analysis to the user. These two features are also present in MedOSINT. However, LibreBOR.me cannot use comple-
mentary external information and cannot work with any bulletin. LibreBOR.me only processes information from the BORME.
MedOSINT can work with any newsletter from which information is loaded and with external information.

As a summary, Table 12 compares the tools of Table 2 and MedOSINT.
MedOSINT satisfactorily fulfils all the analyzed characteristics and outperforms the other analyzed tools.

5. Conclusions

MedOSINT has proven to be a reliable and secure tool that contributes to the detection of false news about the coron-
avirus. MedOSINT also works with other types of news as economic news. Besides it can work with different official bulletins
such as those of the European Union and, specifically, Spanish bulletins. The collection and processing of open access infor-
mation to generate intelligence through its analysis is very relevant to individuals, companies, and institutions. In fact, gov-
ernment agencies have been created exclusively for this purpose. Furthermore, considering that official bulletins are a source
of important official information, it is necessary to carry out OSINT on these sources. The hypothesis raised at the beginning
of this research was: MedOSINT outperforms IBOOF, LibreBOR.me, Google and the bulletins’ search engines in the task of
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OSINT in the dimensions of content blocking, restricted search, indexed search, simultaneous search on multiple bulletins,
and representation of information, in terms of availability and quality.

MedOSINT is a tool that has two different main parts. The first part covers the acquisition and processing of the informa-
tion. The second part corresponds to the representation of the processed information. MedOSINT has a technological design
allowing to comply with the previous requirements. To perform intelligence, it is necessary to obtain data from official gaz-
ettes andMedOSINT classifies them. For each topic, information is obtained fromnewsletters and other external sources. Once
this information is processed, it is presented to the user, usually an intelligence analyst, through aweb application. MedOSINT
has a modular design that allows, from the input data, to perform multiple processing and representations according to the
topic. The system shows the result of the processing and explains the way in which each topic is processed. Sections 3 and 4
show the result of the design and prototyping. In this work, 5 specific topics have been implemented, but it is possible to
implement any other topic. It is a tool that, in addition to performing OSINT on official bulletins, has surpassed the specifica-
tions of other tools that perform a similar function. It has been demonstrated that MedOSINT does not block information,
allows for precise indexed searches, represents the information facilitating its analysis and supports information from exter-
nal sources. If in the future the entities that publish the newsletters change their presentation format, it will be necessary to
change the processing in MedOSINT. The source code of MedOSINT is available for future use and research [30].

The problem of fake news has reached the current European political scene where even a discussion was opened to figure
out how to deal with it to prevent its creation and propagation [17]. The CBR classifier demonstrated its ability to learn how
to identify fake news and then apply this knowledge to the prognosis of new cases. The system correctly predicted the false-
hood of 93.33% of fake news in Spain. Based on the fake news unique identifier, it is possible to monitor the non-authorized
news and implement preventive activities that minimize the risk of releasing a false article.

As future work, we would like to explore further ways to combine the explanatory cases and generate the explanations. In
this work, we have binarized the features to compare the most similar explanatory cases with the given fake news descrip-
tion. However, we could apply more advanced and knowledge-rich strategies that consider the magnitude of the associated
values. Additionally, as the choice of 1,000 cases for the case base was made based on preliminary experimentations, we
could analyze the impact in the performance of the CBR system when decreasing that value to reduce the size of the case
base. Finally, we would like to conduct a user-based evaluation to validate the generated explanations. As future work we
intend to extend this research to medical reports issued by the governments of each country as well as other important bul-
letins such as the WHO. Besides we are planning a study on the user experience (UX) when using MedOSINT using some
combination of existing UX questionnaires [35].

6. Glossary
Abbreviation
 Definition
BOE
 Spanish Official Gazette

BORME
 Spanish Official Gazette of the Commercial Registry

DOUE
 Official Journal of the European Union

TA (Topic A)
 Spanish Company formation announcements by province

TB (Topic B)
 Relationship between company incorporation announcements and COVID-19 information search

TC (Topic C)
 Spanish Evolution of policy development

TD (Topic D)
 Spanish List of pardons

TE (Topic E)
 Spanish Evolution of the development of the amount of legislation

NPM
 NODE Package Manager

WHO
 The World Health Organization Bulletin

CBR
 Case-based Reasoning
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