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A B S T R A C T   

To address the issues of low efficiency and high complexity of detection models for electric power 
workers in distribution rooms, the electric power worker identification approach is proposed. The 
ArcFace loss function is used as the coordinate regression loss of the target box. According to the 
score, the template box with the highest score is selected for prediction, which speeds up the rate 
of convergence. Dimensional clustering is used to set template boxes for bounding box prediction. 
The experimental results show that the improved YOLOv3 is a high-performance and lightweight 
model. The electric power worker identification approach proposed in this paper has a high-speed 
recognition process, accurate recognition results. The effectiveness of the approach is verified 
with better detection performance and robustness.   

1. Introduction 

The production site of electric power workers has very high requirements for personnel safety management [1–3]. Although some 
units have implemented door security, it is generally applied in a small range, most of which are only for office areas [4–8]. At the same 
time, there is a common situation of mixed traffic between people and vehicles, and related statistics rely on manual labor. There are 
many human factors, and statistical deviations are large, posing safety hazards [9,10]. Due to the complex environment of the power 
distribution room and the significant changes in facial angles of power workers during rapid movement, resulting in blurred move-
ment, if the identity of power workers is not accurately identified, it will affect the safety of the power distribution room [11,12]. 
Therefore, to improve the security management of the distribution room, it is necessary to identify and alert unrelated personnel 
entering the distribution room. 

Deep learning technology in artificial intelligence fields such as computer vision, face recognition, as an important component of 
computer vision technology, has also made significant progress [13–15]. It has stronger robustness and generalization ability 
compared to traditional detection algorithms [16,17]. Deep learning based face recognition methods extract generalized facial feature 
representations by training on massive face data, highlighting the distinguishability between features, which greatly improves 
detection accuracy [18]. Reference [19] proposes a DeepFace based facial recognition model that uses a single unmodified 3D surface 
face as an approximation of the input facial image. Reference [20] applied triple loss to the VGG model, and experimental results 
showed that using triple loss instead of Softmax loss can further improve recognition accuracy. Facial features learned by CNN 
(Convolutional Neural Network) networks, reference [21] proposed a face recognition model based on Center loss. Center loss learns 
the center point features of each category, and sets a penalty function to improve the recognition ability of the learned features. 
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Compared with AM softmax loss function, which maximizes the classification boundary in cosine space, ArcFace Loss function pro-
posed in Ref. [22] maximizes the classification boundary in angle space. Compared with AM softmax and other loss function, ArcFace 
has stronger geometric interpretation and stricter requirements for classification. Literature [23] combines classification and 

Fig. 1. The flowchart of the identification system for electric power workers.  
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localization tasks to obtain the position and category of targets after a single feature extraction. However, it is not sensitive enough and 
has a low accuracy when detecting small-sized targets. 

In response to the multi-scale problem, the YOLOv3 at the corresponding position of the target to perform regression processing on 
its bounding box, reducing computational complexity and making the design relatively simple. Reference [24] applied the original 
version of YOLOv3 algorithm to the field of real-time gesture recognition in experiments, and although it achieved good results with 
high accuracy, the training time is too long [25]. The network structure based on YOLOv3 algorithm in Ref. [26] uses ResNet101 
instead of DarkNet-53 feature extraction network to improve detection performance. Reference [27] used the Jaccard index as the 
evaluation and detection indicator, used the Soft IoU layer for candidate box prediction, and proposed the EM Merge unit to solve the 
problem of candidate box overlap. Reference [28] proposes a single stage detection algorithm for dense targets. 

An electric power worker identity recognition method based on YOLOv3 is proposed. Based on the YOLOv3 algorithm, facial 
detection is performed on electric power workers, and the detected facial frames are then fed into the ArcFace loss architecture. After 
the electric power worker applies for two ticket permissions, they need to enter the power distribution room for work operations, and 
the facial recognition model identifies the operator’s identity. Implement identity recognition and alarm functions through facial 
recognition technology to prevent unnecessary risks from other unrelated personnel entering the electrical room. 

2. Identification framework for electric power workers 

Power worker identification mainly includes two parts: face frame detection and face recognition [29]. Face frame detection is 
mainly based on the image target detection model of deep learning; face recognition is the process of matching the feature vector value 
of the face in the face frame detected by the target and the full feature vector stored in the database. First, perform face detection on the 
input. If a face is detected, output the coordinates of the face frame. Then perform face alignment, and combine the face frame output 
by face detection to detect the positions of the eye, nose, and mouth feature points, and the model outputs the coordinates [30]. Then, 
input the ArcFace model for feature extraction, fine-tune its model parameters. By comparing the distance and similarity of the two 
vectors, the analysis results are retrieved and matched in the face information management system, and the retrieved personnel in-
formation is returned to the front-end page to help users quickly identify personnel [31–33]. YOLO adopts the idea of regression, using 
the entire image as input to CNN, and then directly regressing the object’s bounding box and category labels in the output layer. The 
framework is shown in Fig. 1. 

3. Electricity worker identification approach based on YOLOv3-ArcFace 

3.1. Data preprocessing 

Firstly, the processed strings are used as the input of the face recognition service. Then face detection is performed on the input, and 
the identity of the worker is extracted through Haar-like features, and the 105 key points of face recognition are marked (24 points for 
eyebrows, 32 points for eyes, 6 points for nose, 34 points for mouth, 9 points for outer contour). 

It is necessary to perform face alignment and normalization on the face image. By extracting feature points of the orbit of the face, 
the center position of eyes can be obtained. According to the center position of the two eyes, the deflection angle can be determined as 
[7]: 

Fig. 2. YOLOv3 network structure.  
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α= arctan
(
|yl − yr|

|xl − xr|

)

(1)  

Where, yl and yr are vertical coordinate; xl and xr are horizontal coordinate. 

3.2. Yolov3 face detection 

YOLO algorithm is suitable for practical engineering applications. The DarkNet-53 network structure further improves the 
recognition accuracy of YOLOv3 by deepening the network structure while ensuring the real-time detection of YOLO. This paper uses 
YOLOv3 as the basic framework of the face detection module. The loss function can be described as [15]: 

loss= −
1
n
∑

x
[y ln(a)+ (1 − y)ln(1 − a)] (2)  

Where, n is sample size; x is the sample; a is the probability of information entropy; y is the probability of relative entropy. 
The proposed structure is shown in Fig. 2. The feature maps are up-sampling and tensor splicing twice respectively, and then 

outputs at three different scales are obtained. Using multi-scale to perform face detection on targets of different sizes, even if the target 
face is small, it can be successfully detected, which improves the prediction accuracy. 

Fig. 3. YOLOv3 bounding box prediction.  

Fig. 4. Training curve using ArcFace loss.  
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Dimensional clustering is used to set template boxes for bounding box prediction. Through the relevant variable, the coordinates of 
the center point can be shown in Fig. 3. Table 1 presents the Darknet53 network. 

3.3. Face recognition based on ArcFace 

The calculation formula of the ArcFace loss function is expressed as [21]: 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

LArcFace = −
1
m

∑m

i=1
log

es cos(θyi +m)

es cos(θyi +m) +
∑

j∕=yi

es cos(θj)

s.t. cos θj = WT
j xi,Wj =

Wj⃦
⃦Wj

⃦
⃦
, xi =

xi

‖xi‖

(3)  

Where, m is the number of features of the loss function; θyi is the predict values; Wj is the value of the model’s true box; xi is the category 
probability. 

In (8), to introduce the angle loss function and eliminate the variation in the radial direction in the angle space, a normalization 
strategy needs to be adopted. Unlike the A-softmax loss function, which only normalizes the weight feature vector, the ArcFace loss 
function normalizes the weight feature vector. 

Considering the case where the network initializes the ArcFace loss function at the beginning, normalize the features is a necessary 
step when the network is trained from scratch. The scaling parameter s also needs to be fixed instead of letting the network learn this 
parameter during the training phase. The value of the scaling parameter s is set to a larger integer, so that the network obtains a smaller 
training loss value and better performance. In the NSL loss function, the training loss value decreases as the value of s increases, but s is 
too small to make the network unable to converge. Therefore, in the ArcFace loss function, it is necessary to assign a large value to s to 
ensure that the network still has enough hypersphere space for feature learning when the margin value is large. The minimum 
boundary corresponding to the parameter s is [9]: 

s ≥
C − 1

C
log

(C − 1)PW

1 − PW
(4)  

Based on the above boundaries, if the number of given categories is constant, the value of parameter s needs to be expanded to get the 
optimal PW. If the number of categories increases when is PW fixed, the value of parameter s should also increase accordingly. Because 
of the increase of categories, it increases the difficulty of multi-classification tasks in a relatively compact space. 

4. Experimental verification and analysis 

4.1. Environment configuration 

The experimental parameters are shown in Table 2, and the training hyperparameter settings are shown in Table 3. At the 
beginning of training, adjust the rate to 0.01 after 10,000 iterations, 0.001 after 30,000 iterations, and 0.0001 after 40,000 iterations to 

Table 1 
Darknet53 network.   

type convolution information feature map size 

Res1 convolutional 32 3*3 416*416 
64 3*3/2 208*208 
32 1*1 – 
64 3*3 – 

residual – 208*208 
Res2 convolutional 128 3*3/2 104*104 

64 1*1 – 
128 3*3 – 

residual – 104*104 
Res8 convolutional 256 3*3/2 52*52 

128 1*1 – 
256 3*3 – 

residual – 52*52 
Res8 convolutional 512 3*3/2 26*26 

256 1*1 – 
512 3*3 – 

residual – 26*26 
Res4 convolutional 1024 3*3/2 13*13 

512 1*1 – 
1024 3*3 – 

residual – 13*13  
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further converge the loss function. 

4.2. Experimental results 

When the input is 416 × 416, the prior box distribution is shown in Table 4. A fully convolutional network with a stride of 2 is used 
to implement downsampling. In order to use deep-level features, the feature maps downsampled by 32 times and 16 times are up- 

Table 2 
Experimental environment.  

Soft and hard items Details 

MEM 256 G 
hard disk >= 500G 
operating system Ubuntu18.04 
Docker version Docker version 19 
GPU NVIDIA TESLA P4 
CUDA version CUDA 10.1 
Deep Learning Framework Tensorflow2.x, Keras  

Table 3 
Training hyperparameter settings.  

Hyperparameter Value 

Momentum 0.9 
Learning rate 0.00125 
decay 0.0005 
Batchsize 32 
Epoch 200~500  

Table 4 
Bounding box distribution.  

Down sampling magnification 32 16 8 

Feature map grid 13*13 26*26 52*52 
visual perception big middle small 
a priori box (116*90)(156*198)(373*326) (30*61)(62*45)(59*119) (10*13)(16*30)(33*23) 

According to the prior frame settings of the three scale feature maps, there are a total of 13*13*3 + 26*26*3 + 52*52*3 = 10647 a priori frames. The 
accuracy of validation set trained with ArcFace loss is shown in Fig. 4. When the network is trained to 160,000 steps, the network has basically 
converged, and the training is stopped. At this time, the accuracy is 99.67%. 

Table 5 
Performance comparison under different models.  

Model mAP F1/% 

Proposed algorithm 0.892 86.56 
Adaboost 0.845 81.32 
Faster-RCNN 0.881 79.58 
PCA-SVM 0.834 84.36  

Table 6 
Accuracy comparison under different models.  

Model Wider-Face Yale 

Proposed algorithm 90.3% 96.7% 
Adaboost 84.5% 87.3% 
Faster-RCNN 87.8% 89.4 
PCA-SVM 85.4% 87.1% 

In Tables 5 and 6, in the Yale database, the recognition effect is the best, reaching 96.7%, 
which is higher than the traditional Adaboost method, Faster-RCNN and PCA-SVM methods 
are 9.6%, 7.5% and 9.9% higher, respectively, and the recognition effect is better. The F1 
index in this paper is 86.56%, and its comprehensive performance surpasses other object 
detection algorithms. 
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sampled. A new feature map with double the size is obtained, which becomes the dimension of 16 times and 8 times downsampling. 
Conducted with the latest relevant literature methods (Adaboost [21], Faster RCNN [10], PCA-SVM [28]). The comparison of mAP 

and F1 indicators [34] under the same parameters is shown in Table 5. When using ORL face database and Yale face database [35,36], 
the comparison of recognition accuracy under different algorithms is shown in Table 6. 

5. Conclusion 

In order to prevent other unrelated personnel from entering the electric room generating unnecessary risks, an electric power 
worker identification method is proposed. Modification of loss function and regression function, the power worker identification 
model has been optimized. Compared with the Adaboost, Faster-RCNN and PCA-SVM methods, the accuracy of this paper under the 
Yale database is 9.6%, 7.5% and 9.9% higher, respectively, and the recognition effect is better. The improved algorithm meets the 
requirements of detection accuracy as well as real-time requirements, which is meaningful for better engineering applications. 

In future work, we will construct specific facial datasets for training, while designing automatic filtering algorithms to automat-
ically remove non-human facial targets, fuse multi-source information, and fuse information from multiple sources (such as action 
recognition and behavior prediction) to reduce error rate and enhance the superiority of the algorithm. 
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