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Abstract Combinatorial cis-regulatory networks encoded in animal genomes represent the 
foundational gene expression mechanism for directing cell-fate commitment and maintenance of 
cell identity by transcription factors (TFs). However, the 3D spatial organization of cis-elements and 
how such sub-nuclear structures influence TF activity remain poorly understood. Here, we combine 
lattice light-sheet imaging, single-molecule tracking, numerical simulations, and ChIP-exo mapping 
to localize and functionally probe Sox2 enhancer-organization in living embryonic stem cells. Sox2 
enhancers form 3D-clusters that are segregated from heterochromatin but overlap with a subset  
of Pol II enriched regions. Sox2 searches for specific binding targets via a 3D-diffusion dominant 
mode when shuttling long-distances between clusters while chromatin-bound states predominate 
within individual clusters. Thus, enhancer clustering may reduce global search efficiency but enables 
rapid local fine-tuning of TF search parameters. Our results suggest an integrated model linking 
cis-element 3D spatial distribution to local-versus-global target search modalities essential for 
regulating eukaryotic gene transcription.
DOI: 10.7554/eLife.04236.001

Introduction
The existence and importance of long-range interactions between distal cis-control elements and 
cognate core promoter factors in regulating gene expression programs that govern cell-fate in animals 
have been extensively studied in traditional biochemistry, genetics, and genomics (Levine and Tjian, 
2003; Levine et al., 2014). However, these earlier classical studies were unable to capture the three 
dimensional (3D) spatial organization or the temporal dynamics of the functional interactions between 
sequence-specific transcription factors (TFs) and distal enhancers. The more recent development of 
Chromosome Conformation Capture (3C) and high throughput sequencing based techniques have 
provided additional insights into long-distance chromatin looping, genome folding, and topological 
domains in the context of whole animal genomes but without providing direct spatial information 
(Dostie et al., 2006; Lieberman-Aiden et al., 2009; Dixon et al., 2012; van de Werken et al., 2012). 
Indeed, emerging evidence suggests that proximity ligation frequency based distances measured by 
3C assays may be limited in its capacity to accurately capture 3D molecular proximity (Gavrilov et al., 
2013; O'Sullivan et al., 2013; Belmont, 2014). The inherent constraints of using fixed cells or popu-
lation based assays to dissect the nature of 3D enhancer organization and transcription factor search 
dynamics can, however, be partly overcome by single live-cell imaging. Recent advances in fluorescence 
super resolution microscopy and protein labeling chemistry make possible the visualization and tracking  
of individual transcription factors as they diffuse and bind to specific targets in the nucleus of living 
mammalian cells (Mazza et al., 2012; Gavrilov et al., 2013; Izeddin et al., 2014; Chen et al., 2014b). 
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If specific and stable TF:DNA binding events can be localized and visually reconstructed at single-
molecule resolution within an intact nucleus, we would have an opportunity to map and decipher 
critical spatial features linked to the 3D organization of the functional genome and simultaneously 
measure differences in the dynamic nature of the TF target search process in distinct compartments 
within living cells.

In our recent work (Chen et al., 2014b), we described a single-cell, single-molecule imaging 
strategy to study the in vivo Sox2 and Oct4 target search process and dissect the kinetics of enhan-
ceosome formation at endogenous single-copy gene loci in live embryonic stem (ES) cells. We found 
that Sox2 and Oct4 search for their cognate targets via a trial-and-error mechanism in which these two 
TFs undergo multiple rounds of diffusion and non-specific chromatin collisions before stably engaging 
with a specific target via an ordered assembly mechanism. Single-molecule in vitro measurements 
indicate that Sox2 can also slide along short stretches of naked DNA to search for its target. Although 
our findings revealed significant mechanistic insights of the in vivo TF target search process, these 
initial single molecule tracking (SMT) studies were constrained to investigate the average behavior 
of TF dynamics in single cells. We were not able to address whether TFs behave differently within 
distinct sub-nuclear territories such as active gene enriched euchromatic regions vs the more tightly 
compacted regions of heterochromatin nor whether the 3D spatial distribution of enhancer sites might 
affect target search dynamics.

To develop new approaches to probe 3D genome organization and address some of these impor-
tant unresolved questions regarding the dynamic TF target search process, here we took advantage of 
further developments in super resolution microscopy (Chen et al., 2014a) and fluorescent dye chem-
istry (Grimm et al., 2015). We applied lattice light-sheet single-molecule imaging to selectively localize, 
track, and map endogenous Sox2 binding sites in single, living ES cells. Two-color imaging enabled us 
to quantify the spatial distribution of Sox2 binding sites (enhancers) with respect to euchromatic vs 
heterochromatic regions. We also measured potential differential rates of Sox2 diffusion and binding 
modes within enhancer clusters compared to heterochromatic regions. SMT and Monte Carlo simula-
tions of the Sox2 target search process revealed two distinct behaviors—a 3D diffusion dominant 
long-range mode when traveling between clusters and a local binding dominant search mode within 
individual binding clusters. These studies suggest that enhancer clustering may reduce global target 

eLife digest Stem cells in an embryo have the potential to become any type of cell in the body. 
When a cell begins to specialize, it loses this ability and can only become a limited number of cell 
types. These transitions are caused by changes in gene expression. Proteins called transcription 
factors bind to DNA to switch different genes on or off as cells become specialized.

One such transcription factor, called Sox2, binds to particular DNA sequences in the cell's nucleus 
to encourage nearby genes to be expressed at the right levels and keep a stem cell unspecialized. 
However, how these binding sites are positioned throughout the three-dimensional space inside  
the nucleus was unknown, as was the likelihood of Sox2 finding and binding to these sites.

Now Liu et al. have taken advantage of advanced microscopes to observe the interaction 
between Sox2 and its binding site in the nucleus of living embryonic cells. This three-dimensional 
imaging technology is powerful enough to capture images of individual molecules; and Liu et al. 
attached fluorescent tags to Sox2 to make it easier to watch them in action. By making a series of 
time-lapse movies, it was revealed that instead of being evenly scattered in the nucleus, Sox2's 
binding sites are grouped together to form individual clusters; these clusters preferably occupy 
spaces in the nucleus that are likely enriched for active genes.

Liu et al. suggest that the clustering of Sox2 binding sites makes it more difficult for a Sox2 
protein to find these sites at first, but much easier to find when the Sox2 protein is near to the 
cluster. Thus, the uneven positioning of the binding sites for transcription factors may provide an 
additional layer of control over gene expression. In the future, it would be important to map Sox2's 
binding sites while visualizing the activities of single genes in living cells. This would improve our 
understanding of how the structural organization of the contents of the nucleus can influence the 
correct timing of specific patterns of gene expression.
DOI: 10.7554/eLife.04236.002
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search efficiency but enable rapid local fine-tuning of search parameters that govern spatially con-
trolled gene regulation in the nucleus. We also probed potential links between enhancer clustering 
and epigenetic regulation. Together, these results reveal principles that integrate 3D enhancer organ-
ization with dynamic in vivo TF-DNA interactions that may play a key role in regulating stem cell pluri-
potency. The combination of methods described here also open new avenues for studying single 
live-cell genome spatial organization and function.

Results
3D localization of stable Sox2 binding sites in live ES cells
Although numerous studies have been conducted to investigate Sox2:enhancer interactions by bio-
chemical and genomic approaches, no direct sub-nuclear global spatial information of Sox2 enhancer 
sites has been attained. This aspect of dissecting TF function presents a particular challenge, because 
the majority of Sox2 molecules (>74%) in the nucleus are in a dynamically diffusing state (Kaur et al., 
2013; Chen et al., 2014b). Our recent single-molecule tracking (SMT) experiments found that Sox2 
interactions with DNA consist of two distinct populations: non-specific collisions of short duration 
(residence time ∼0.7 s) and specific ‘stable’ interactions of much longer duration (residence time ∼12 s) 
(Chen et al., 2014b). Since only ∼3% of the Sox2 molecules in the nucleus are bound to specific DNA 
sites at a given window of time, it is impossible to infer the spatial distribution of Sox2 enhancer sites 
simply from fluorescence fluctuations captured by wide-field imaging or from conventional super res-
olution images of live or fixed cells.

Currently, the only information we have that can distinguish site-specific binding from non-specific 
binding events or rapidly diffusing molecules is the relatively long specific residence times of Sox2 
at putative cognate recognition sites (Chen et al., 2014b). Therefore, we set out to devise a time-
resolved, live-cell imaging strategy to selectively localize, track, and map these longer lived ‘stable’ 
Sox2 binding events that likely represent site specific Sox2 binding events to generate a super resolu-
tion 3D Sox2/enhancer site map for the whole nucleus. To achieve this, we implemented a lattice light-
sheet based single-molecule imaging strategy (Figure 1A, see Figure 1—figure supplement 1A–B 
for details of optical layout). We first used an improved labeling method in which a HaloTag ligand 
based on a newly developed fluorophore, Janelia Fluor 549 (JF549) (Grimm et al., 2015), at ultralow 
concentrations (∼0.1 fM) was gradually diffused into HaloTag-Sox2 expressing ES cells to fluorescently 
tag individual Sox2 molecules. During the labeling, we performed iterative cycles of z tiling by light-
sheet microscopy of ES cell nuclei that allowed us to image Sox2 at single molecule resolution in 3D in 
a series of time-lapse movies. Background fluorescence contributed by rapidly diffusing free JF549-
HaloTag ligand was negligible under these imaging conditions as single molecules were only detect-
able inside cell nuclei but not in the cytoplasm or other regions lacking Sox2 binding sites (Video 1). 
Light-sheet imaging turned out to be critical for the success of this strategy because the selective 
plane illumination not only preserved the photon budget by preventing out-of-focus molecules from 
photo-bleaching but also significantly increased the signal-to-noise ratio. With 3D localization at high 
precision (xy: 14 nm, z: 34 nm, Figure 1—figure supplement 1C, Video 2) coupled to single molecule 
tracking, we were able to selectively preserve the global positions where single Sox2 molecules dwell 
(<50 nm) for at least 3 s. The average residence time of selected molecules was ∼6.92 ± 0.51 s (n = 9 cells) 
(Figure 1B), consistent with the notion that most of these events likely reflect the longer residence 
times representing specific Sox2-enhancer interactions (Chen et al., 2014b). We next calculated the 
number of local neighbors for each Sox2 enhancer site to generate a color-coded heat map for visual-
izing this data (Figure 1C and Video 3). As can be seen in Figure 1C, many local density hot spots 
were observed within a single nucleus, suggesting that instead of being uniformly distributed through-
out the nucleus, Sox2 bound enhancers form locally enriched distinct higher density clusters (EnCs).

A star burst distribution of Sox2 enhancers in the nucleus
To test whether the clustering behavior of stable Sox2 binding sites was due to potential artifacts 
introduced by our imaging strategy, we also inspected ES cells that stably expressed a control HaloTag 
fusion protein, the histone subunit (HaloTag-H2B) using the same imaging set-up followed by an iden-
tical computational pipeline and presentation scheme (Figure 2A and Video 4). In contrast to Sox2, 
we observed dramatically decreased clustering behavior of HaloTag-H2B (Figure 2A and Video 4). 
In order to establish a more quantitative description of the Sox2-enhancer clustering behavior, we 
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Figure 1. Localization of Sox2 stable binding sites in 3D by lattice light-sheet, single-molecule imaging. (A) Whole-nucleus single molecule imaging  
was performed by lattice light-sheet microscopy with 300 nm z steps and 50 ms per frame. HaloTag-Sox2 molecules were labeled by membrane 
permeable JF549 dye. The imaging scheme was cycled every 3 s for ∼500 times. The 3D positions of single molecule localization events were tracked (for 
more details, see ‘Materials and methods’). Any Sox2 molecules that dwelled at a position for more than 3 s were counted as stable bound events. 
See Videos 1 and 2 for the exemplary raw data. (B) Upper: out of total localized and tracked events, only ∼11.6 ± 3.2% had residence times longer than 
3 s. ∼88.4 ± 6.5% Sox2 molecules appeared in single frames (n = 9 cells). Lower: residence time histogram of stable bound Sox2 molecules. The average 
residence time detected by this imaging set-up is ∼6.92 ± 0.51 s (n = 9 cells). (C) 3D density map of stable Sox2 binding sites in single ES cell nucleus. 
For fair comparisons between experimental conditions, we only considered 7000 stable binding sites for each cell. The color map reflects the number  
of local neighbors that was calculated by using a canopy radius of 400 nm. The unit of the x, y, z axes is nm. See Video 3 for the full 3D rotation movie.
DOI: 10.7554/eLife.04236.003
The following figure supplement is available for figure 1:

Figure supplement 1. Optics layout, PSF, and localization uncertainty estimation. 
DOI: 10.7554/eLife.04236.004

adapted a pair-correlation function used by cosmologists to describe the clustering behavior of stars 
in galaxies (Peebles, 1973; Peebles and Hauser, 1974) (Figure 2B, see details in Equations 3–7). 
Briefly, the pair correlation function, g(r), describes the density of spots in a volume element at a sep-
aration r from single spots relative to the average density in the whole volume. If enhancer sites were 
uniformly distributed (Figure 2—figure supplement 1A and Video 5) the pair correlation function 
would equal 1 (Figure 2B and Figure 2—figure supplement 1D, gray diamonds) because the local 
densities around each position would be invariant and equal to the average density in the entire vol-
ume. However, when spots are highly clustered, the g(r) will start with values much greater than 1 and 
gradually decrease as r increases, indicating that the local molecular densities around individual spots 
would be much higher than the average density in the volume. As expected, the g(r) function of Sox2 
stable binding sites agreed well with a highly clustered behavior while by contrast, the g(r) function 
of H2B suggests a much more random and uniform distribution in the nucleus (Figure 2B). We next 
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extended the previously established fluctuation 
model for describing two dimensional heteroge-
neous protein distribution in membranes (Sengupta 
et al., 2011) to fit the g(r) function calculated from 
our 3D dataset (Equations 10–13). This model 
extracted two key parameters related to molec-
ular clustering: the fluctuation range (ε) and the 
fluctuation amplitude (A) (Supplementary file 1). 
Specifically, ε is proportional to the average size 
of clusters while A is proportional to the relative 
molecular density within clusters. We observed, 
on average, a 14 fold higher fluctuation ampli-
tude of Sox2-enhancers compared with those of 
H2B. However, we did observe a certain degree 
of H2B density fluctuations at much larger scales 
(Supplementary file 1), probably reflecting chro-
matin density variations in the nucleus as reported 
previously (Young et al., 1986). Because we use 
the 7000 most stable H2B spots to calculate the 
pair-correlation functions, according to Nyquist 
sampling theorem, our results are more sensi-
tive to large-scale H2B density fluctuations in 
the nucleus and may overlook smaller-scale local 
H2B clustering. The mathematic tools estab-
lished here should also serve as the basis for 
future comparisons when we carry out perturba-
tion experiments that will be instructive for dis-
secting the function and molecular mechanisms 
underlying enhancer clustering. To determine 
whether the blinking of stably bound fluores-
cently tagged Sox2 molecules might influence or 
distort the observed ‘stable’ binding of Sox2 in 
the clusters, we plotted the number of detected 
events as a function of frame number. These plots 
show an initial decay that eventually reaches a 
plateau (Figure 2—figure supplement 2D). Such 
a temporal decay profile is more consistent with 
a bleaching dominant mechanism in which an 
equilibrium has been achieved between photo-
bleaching and the ongoing fluorescent labeling 
of HaloTag-Sox2 molecules. Perhaps the strongest 
argument that the Sox2 clustering pattern we 
observe is not likely an artifact of the imaging 
modality can be derived from the fact that chro-
matin bound HaloTag-H2B molecules using pre-
cisely the same imaging strategy failed to show 
such a prominent clustering pattern.

To test the contribution, if any, of non-specific 
interactions to the dramatic clustering behavior 
observed for Sox2 long-lived binding sites within 
the cell, we also investigated the clustering beha-
vior of shorter-lived (<3 s) Sox2 binding sites 
that were initially filtered out in our mapping 
experiments (Figure 1B). If the recorded Sox2 

stable binding events mainly reflect random non-specific interactions, the clustering behavior of 
shorter lived binding sites should be similar to that observed for the long lived putative ‘specific’ 

Video 1. Single-molecule light-sheet imaging of Sox2 
in GFP-HP1 ES cells. HaloTag-Sox2 is gradually labeled 
with JF549 ligand by diffusion. Light-sheet imaging was 
performed with a z step of 200 nm.
DOI: 10.7554/eLife.04236.005

Video 2. Single-molecule, light-sheet imaging of 
HaloTag-Sox2 in single live ES cells. The z step size  
is 300 nm.
DOI: 10.7554/eLife.04236.006

Video 3. Reconstructed Sox2 stable binding sites in  
the live ES cell nucleus. HaloTag-Sox2 stable binding 
sites (7000, >3 s) were localized, tracked, and 
reconstructed with a color map same as Figure 1C. 
The unit is nm. 2 cells were shown here.
DOI: 10.7554/eLife.04236.007
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Figure 2. Clustering of Sox2 bound enhancers in the nucleus. (A) 3D density map of H2B distribution (n = 7000) in 
single ES cell nucleus. The imaging condition and analysis parameter set-ups were the same as HaloTag-Sox2 in 
Figure 1. The color map reflects the number of local neighbors that was calculated by using a radius of 400 nm. 
The unit of the x, y, z axes is nm. See Video 4 for the full 3D rotation movie. (B) Upper: The pair correlation function 
g(r) measures the relative density of enhancer sites in a volume element at a separation r from single enhancer 
sites, given that the average density of enhancer sites in the whole volume is ρ . See Equations 3–7 for calculation 
details. Lower: Pair correlation function of Sox2 stable binding sites (red dots, n = 6), H2B (blue squares, n = 6), 
and simulated uniformly distributed particles (gray diamond, n = 5, Video 5) fitted with the fluctuation model 
(dotted lines) (See Equations 10–13). The obtained fluctuation amplitude and range for each curve are in 
Supplementary file 1.
DOI: 10.7554/eLife.04236.008
The following figure supplements are available for figure 2:

Figure supplement 1. Quantification of clustering by pair correlation function. 
DOI: 10.7554/eLife.04236.009

Figure supplement 2. Temporal profiles of individual clusters and the number of localization detections per frame. 
DOI: 10.7554/eLife.04236.010

binding sites. Instead, we found the shorter-lived Sox2 binding sites showed greatly reduced fluctua-
tion amplitudes of the pair correlation function curves (Figure 2—figure supplement 1C–D). We also 
note that in many cases, we observed little or no clustering of short-lived Sox2 binding sites within 
the same territories where longer-lived stable Sox2 binding site clusters can clearly be observed 
(Videos 3 and 6). These results suggest that the long-residence time filtering strategy that we deployed 
here likely enriches for specific binding site signals above the background of non-specific interactions 
consistent with what we observed previously (Chen et al., 2014b).

To further study the dynamic properties of EnCs, we used a time-counting analysis method (Cisse 
et al., 2013) to probe the temporal profiles of arrival times of stable binding events within indi-
vidual clusters. Interestingly, we did not observe significant bursting behaviors as described for Pol II 
clusters (Figure 2—figure supplement 2A–C). These results are consistent with a model wherein 
Sox2 EnCs are relatively stable during the period (∼20 min) of image acquisition. Because Sox2 bound 
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enhancers are chromatin based structures, we 
note that previous FRAP (Fluorescence recovery 
after photo-bleaching) experiments on core his-
tone components (Kimura and Cook, 2001) 
found that large-scale chromatin structures in live 
cells appeared stable with a half-life of >2–4 hr 
which is much longer than the duration of our 
imaging experiments. These findings suggest that 
the enhancer clustering we observed here likely 
reflects the average 3D genome organization 
within reasonably short temporal length scales.

Sox2-enhancer clusters are largely 
segregated from heterochromatin
It has long been proposed that the 3D space 
inside a cell nucleus is sub-divided into highly 
active gene enriched regions (so-called ‘euchro-
matin’) and largely inactive gene regions (i.e., 
‘heterochromatin’). To probe the spatial rela-
tionship between Sox2 EnCs and heterochro-
matic regions (HCs), we generated dual labeled 
ES cell lines that stably express HaloTag-Sox2 
and GFP-HP1. HP1 protein is enriched in peri- 
centromeric and peripheral HCs (Grewal and 
Elgin, 2002) that form non-diffraction limited 
structures in the nucleus (Figure 3B,E, Figure 3—
figure supplement 1C, Figure 3—figure supple-
ment 2, and Videos 7,8,9). To map the EnCs and 
HCs in the same cell, we first deployed a wide-
field, two-color imaging scheme (Figure 3A) in 
which we used a low-excitation, long-acquisition 
time imaging condition (2 Hz) to map Sox2 stable 
binding sites in the nucleus while we recorded 
the images of GFP-HP1 before and after the 
SMT experiment (Video 7). After localization and 
tracking of stable binding sites, we used a 2D 
kernel density estimator to generate an intensity 
map of EnCs in the nucleus (See ‘Materials and 
methods’ for details of image acquisition and 
registration; Figure 3—figure supplement 1B) 
and then superimposed the EnC intensity map 
with the HC map as two different color channels 
(Figure 3B and Figure 3—figure supplement 1C). 
We observed that EnCs and HCs are generally 
not co-localized spatially (Figure 3B). To gain a 
more quantitative measurement of these two dis-
tinct sub-nuclear regions, we tested the pixel-to-

pixel correlation between EnC and HC intensity maps from individual cells. Pixels with high levels of 
EnC intensities generally showed low levels of HC intensities and vice versa (Figure 3C). The Pearson 
correlation test gave an averaged coefficient (Rho) of 0.11 ± 0.028 (n = 8) (Figure 4—figure supple-
ment 1B), suggesting that the location of EnCs and HCs is indeed very weakly correlated in the nuclear 
volume of ES cells. We also used pair cross-correlation analysis (Veatch et al., 2012) to characterize 
the spatial relationship between EnC and HC regions (see Equations 8–9 for details of calculation). 
Unlike autocorrelation which measures the degree of self-clustering, pair cross-correlation examines 
the degree of co-clustering and co-localization between two types of molecules. As expected, the 
EnC and HC were shown to be clustered as their self-cross (auto) correlation curves start with values 

Video 4. Reconstructed H2B distribution in the live  
ES cell nucleus. HaloTag-H2B sites (7000) were 
localized, tracked, and reconstructed with a color  
map same as that of Figure 2A. The unit is nm.
DOI: 10.7554/eLife.04236.011

Video 5. Uniformly distributed, simulated positions in  
a nucleus. Uniformly distributed positions (7000) were 
presented with a color map same as that of Figure 1C. 
The unit is nm.
DOI: 10.7554/eLife.04236.012
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significantly above 1 and gradually converge to 
1 with increased correlation radii (Figure 3D). 
By contrast, the pair cross-correlation function 
between EnC and HC intensity maps showed 
no apparent spatial correlation other than weak 
exclusion in the range of radii smaller than 600 nm 
(Figure 3D). To minimize the possibility that some 
bias may have been introduced by our 2D wide-
field imaging and analysis pipeline, we also ana-
lyzed the spatial distributions of HCs and EnCs 
in single cells by lattice light-sheet imaging. 
Indeed, single molecule tracking confirmed and 
further strengthened the segregated relation-
ship between HCs and EnCs in the 3D nucleus 
(Figure 3E and Video 9). Importantly, these 
results, taken together, suggest that Sox2 spe-
cific binding sites appear less frequently in HCs 
as most of the stable/specific binding sites were 
found to be outside of HCs. Consistent with this 
notion, we observed that levels of Sox2 in HCs are 
generally significantly lower than Sox2 levels in 
surrounding sub-nuclear regions, consistent with 
a reduced association of Sox2 to HCs (Figure 3—
figure supplement 2).

Sox2 EnCs overlap with a subset of pol II enriched regions
To investigate the spatial relationship and inferred functional correlation between Sox2 enhancers and 
RNA Pol II distribution in the nucleus, we generated an ES cell line stably expressing HaloTag-Sox2 
and a Dendra2 tagged Rpb1 mutant that is resistant to α-amanitin (Cisse et al., 2013). These dual 
labeled ES cells were able to proliferate in the presence of α-amanitin, indicating that the tagged 
Rbp1 replaced the endogenous subunit in the RNA Pol II complex without interfering with its normal 
transcription function. To acquire super-resolution images of Pol II and Sox2 EnCs in the same cell, we 
first mapped Sox2 EnC clusters by deploying low-excitation and long-acquisition times (2 Hz) for 
detecting stable DNA bound JF646–HaloTag-Sox2 molecules. Next, we performed live-cell PALM 
experiments by photo-activating Dendra2 tagged Pol II molecules (See ‘Materials and methods’ for 
details of image acquisition and registration). The final reconstructed images are shown in Figure 4A. 
We also performed pair auto- and cross-correlation analysis with Pol II and EnC intensity maps 
(Figure 4C). Interestingly, results from autocorrelation analysis suggested that Pol II molecules are 
somewhat more evenly distributed in the nucleus than the highly clustered Sox2-enhancers. Specifically, 
Sox2 EnC autocorrelation curves generally start with higher values (higher packing densities) and more 
quickly converge to 1 with increased correlation radii (tighter packing) (Figure 4C) compared with 
Pol II autocorrelation curves. However, it is worth noting that we did detect significant and distinct 
local Pol II density fluctuations (Figure 4A,C) consistent with previous reports using other imaging 
modalities (Cisse et al., 2013; Zhao et al., 2014). To better quantify the spatial relationship between 
the distribution patterns of Pol II and Sox2 EnCs, we next determined the pixel-to-pixel correlation 
between EnC and Pol II intensity maps generated from individual cells (Figure 4—figure supple-
ment 1A). The Pearson correlation test gave an average coefficient (Rho) of 0.44 ± 0.046 (Pol II high 
mask) (n = 8, average p-value from each test <4.36E-45), suggesting that unlike the relationship 
between EnCs and HCs, EnC regions are generally correlated with Pol II occupancy in ES cells. Pair 
cross-correlation function also suggested a significant degree of co-localization/clustering between 
Sox2 EnCs and Pol II–enriched regions as the cross-correlation curves start with values significantly 
greater than 1 and gradually converge to 1 (Figure 4C). However, we note that, due to the tighter 
clustering of Sox2 enhancers, most Sox2 EnC regions contained significant levels of Pol II whereas 
only a subset of Pol II enriched regions overlap with Sox2 EnCs (Figure 4A–B). The partial overlap 
between Sox2 EnCs and Pol II enriched regions is entirely consistent with previous genome-wide anal-
ysis showing that Sox2 only targets a subset of transcribed genes involved in maintaining ES cell 

Video 6. Transient Sox2 binding sites in the live ES cell 
nucleus. HaloTag-Sox2 transient binding sites (7000, <3 s) 
were displayed with a color map same as Figure 1C. 
The unit is nm.
DOI: 10.7554/eLife.04236.014
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Figure 3. Sox2 enhancer clusters and heterochromatin regions are not co-localized. (A) Two color imaging to probe 
the spatial relationship between enhancer clusters and heterochromatin regions. Sox2 stable binding sites were 
mapped by low-excitation 2D single molecule imaging condition (Video 7). 2D kernel density estimator was used 
to generate the 2D intensity map of enhancer clusters in the nucleus (Figure 3—figure supplement 1B). The 
intensity map of heterochromatin regions was obtained by using the GFP-HP1 channel (Figure 3—figure supple-
ment 1A). The composite image was constructed by merging the two intensity maps as two separate color 
channels. (B) Single-cell exemplary images of the HC, EnC intensity maps, and the composite. See Figure 3—figure 
supplement 1C for more examples. (C) The pixel-to-pixel intensity plot from the HC and EnC intensity maps 
shown in (B). The x, y value of each point is the intensity of HC (x) and that of EnC (y) from the same pixel. Pixels 
with low Sox2 EnC and HC intensity values were considered as background signals (blue points). The percentile  
of points in each quarter (over the total number of red points) was indicated in the corner of the region. (D) Pair 
auto- and cross-correlation function of HC (auto, green), EnC (auto, pink), HC ⊻ EnC (blue), and permutated (gray) 
images to investigate the spatial relationship between HC and EnC regions in single cells. ⊻, denotes the 
cross-correlation operator. See Equations 8–9 for calculation details. Permutation was performed by randomizing 
pixels spatially within the nucleus mask for both HC and EnC images prior to calculating the cross-correlation 
function. (E) 3D spatial relationship between heterochromatin regions and Sox2 enhancer clusters determined by 
two color lattice light-sheet imaging. The HaloTag-Sox2 over-labeled image (left) shows fluorescent intensities 
contributed by all JF549-HaloTag-Sox2 molecules and the single-molecule tracked image (right) only shows the 
stable Sox2 binding site distribution. See Videos 1, 8, and 9 for the exemplary raw data and the full rotation 
movie.
DOI: 10.7554/eLife.04236.015
The following figure supplements are available for figure 3:

Figure supplement 1. Heterochromatin and Sox2 EnC spatial relationship. 
DOI: 10.7554/eLife.04236.016

Figure supplement 2. Probing Sox2 levels in heterochromatin regions. 
DOI: 10.7554/eLife.04236.017

http://dx.doi.org/10.7554/eLife.04236
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identity (Chen et al., 2008). Many actively tran-
scribed genes (including house-keeping genes) 
are likely subject to regulation by TFs other than 
Sox2 or Oct4. These results also suggest that 
Sox2 enhancer driven gene regulation is largely 
confined locally within distinct EnCs. Although 
not detectable in our assays, we assume that 
sub-nuclear regions outside Sox2 EnCs contain 
different actively transcribed cis-element clusters 
that also overlap with other Pol II enriched regions.

Distinct Sox2 diffusion and  
binding behaviors in EnCs  
vs heterochromatin
In our recent study, we found that in ES cells, 
Sox2/Oct4 search for their target binding sites 
via a 3D diffusion dominant mechanism with an 
average dynamic 3D searching time (τ3D) of 3–4 s 
(Chen et al., 2014b). However, we were not able 
to determine whether Sox2 might actually behave 
differently in distinct sub-nuclear compartments 
and how enhancer clustering might influence the 
TF search process. In light of our new finding 
that the 3D space within the ES cell nucleus can 
be divided into distinct EnC and HC regions, it 
became possible to probe the behavior of Sox2 
target search dynamics in different chromatin 
compartments. To address this important and 
functionally relevant question, we took advantage 
of recently developed HaloTag dyes (JF549 and 
JF646) for multiplexing SMT experiments (Grimm 
et al., 2015). We dual labeled HaloTag-Sox2 mol-
ecules in the same cells with JF549 and JF646 
HaloTag-ligands (Figure 5A). Next, we mapped 
Sox2 EnC clusters by deploying low-excitation 
and long-acquisition times (2 Hz) for detecting 
stable bound JF646–HaloTag-Sox2 molecules. 
At the same time, we tracked the fast diffusing/
binding dynamics of JF549-HaloTag-Sox2 mole-
cules by using high-excitation and short-acquisition 
times (100 Hz) (Figure 5—figure supplement 1A 
and Video 10). We also generated a binary mask 
for enhancer cluster regions and divided the 
Sox2 single-molecule tracks into in-mask frag-
ments and out-mask fragments (See ‘Materials 
and methods’ for details). We note that tracking 
was performed without knowledge of the mask 
thus ensuring an unbiased track division. We cal-
culated diffusion coefficients from in-mask track 
segments (n = 6 cells) (Figure 5A) and found that 
most of the molecules inside EnCs are in the 
bound state (64 ± 7.8%) and only ∼36% are rap-
idly diffusing. These results suggest that Sox2 

molecules in EnCs generally spend less time in diffusion before engaging with chromatin and  
thus have a shorter τ3D. Similarly, we investigated the fast diffusing/binding population of Sox2 within 
HCs using an analogous strategy (Figure 5B and Figure 5—figure supplement 1B, Video 11). 

Video 7. Map stable Sox2 binding sites in GFP-HP1 
labeled cells. Low excitation and long acquisition time 
(500 ms) wide-field imaging was used to map Sox2 
stable binding sites in the GFP-HP1 labeled cells.
DOI: 10.7554/eLife.04236.018

Video 8. Two color light-sheet imaging of Sox2 
over-labeled GFP-HP1 ES cells. HaloTag-Sox2 is over 
labeled with JF549 ligand. Light-sheet imaging  
was performed with a z step of 200 nm.
DOI: 10.7554/eLife.04236.019

Video 9. 3D spatial relationship between 
heterochromatin and Sox2 enhancer clusters. (A) 3D 
reconstruction of over-labeled JF549 HaloTag-Sox2 and 
GFP-HP1 in single cell nucleus. (B) 3D reconstruction  
of JF549 HaloTag-Sox2 stable binding events (7000) 
(residence time >6 s) and GFP-HP1 in single cell 
nucleus. Scale bar, 2 µm. The color map reflects the 
number of local neighbors that was calculated by  
using a canopy radius of 400 nm.
DOI: 10.7554/eLife.04236.020

http://dx.doi.org/10.7554/eLife.04236
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Figure 4. Sox2 targets a subset of Pol II-enriched regions in the nucleus. (A) Upper left: a live-cell 2D PALM 
super-resolution image of Dendra 2 Pol II. Upper Right: Sox2 enhancer clusters mapped by time-resolved, 2D 
single-molecule imaging/tracking. Stable binding events (>2 s) were shown. The color map that reflects number  
of local neighbors was displayed at the bottom right corner of each image. The canopy radius for calculation is  
400 nm. Lower: the superimposed image of Pol II and Sox2 EnCs; Scale bar: 2 µm. (B) Selected zoomed-in views 
from (A); only a subset of Pol II enriched regions are targeted by Sox2. (C) Upper: single-cell exemplary images  
of the Pol II and EnC intensity maps calculated by 2D kernel density estimation. Lower: pair auto- and cross- 
correlation function of Pol II (auto, green), EnC (auto, pink), Pol II ⊻ EnC (blue), and permutated (gray) images to 
investigate the spatial relationship between Pol II enriched and EnC regions in single cells. ⊻, denotes the 
cross-correlation operator. See Equations 8–9 for calculation details. Permutation was performed by  
randomizing pixels spatially within the nucleus mask for both Pol II and EnC images before calculating the 
cross-correlation function.
DOI: 10.7554/eLife.04236.021
The following figure supplement is available for figure 4:

Figure supplement 1. Spatial correlation between Sox2 EnCs and Pol II enriched regions. 
DOI: 10.7554/eLife.04236.022

Consistent with our previous observations (Figure 3), stable DNA binding events/sites are dis-
tinctly low (16 ± 4.5%) in HCs, compared with their frequency in EnCs (64 ± 7.8%) and in whole nuclei 
(38 ± 4.3%) (Figure 5A–C). However, interestingly, we observed a significant population of Sox2 
molecules (26 ± 8.4%) within HCs that diffuse with much slower rates (0.61 ± 0.13 μm2s−1) than  
the average Sox2 diffusion rates (∼2.7 ± 0.63 μm2s−1) in whole nuclei (Figure 5B–D). This finding 
suggests that, in certain regions inside HCs, Sox2 diffuses slower. In good agreement with this 
observation, a previous report demonstrated via Fluorescence Correlation Spectroscopy (FCS) meas-
urements that even GFP molecules diffuse much slower in heterochromatic regions possibly due 
to molecular crowding effects (Bancaud et al., 2009). We pooled and analyzed all the SMT tracks 

http://dx.doi.org/10.7554/eLife.04236
http://dx.doi.org/10.7554/eLife.04236.021
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Figure 5. Two-color imaging reveals differential Sox2 behavior within enhancer clusters vs heterochromatin. (A) Two color single-molecule imaging to 
probe Sox2 binding and diffusion dynamics in enhancer clusters. EnC regions were first mapped by the low-excitation, long-acquisition time 
condition. Then, the diffusion coefficient histogram of tracks within the EnC regions was calculated and displayed in the lower panel (n = 6 cells).  
See Figure 5—figure supplement 1A and Video 10 for more details. The obtained histogram was well fitted with two Gaussian peaks to a fast 
diffusion (green, D = 1.4 ± 0.18 μm2s−1) and a bound (red, D = 0.017 ± 0.006 μm2s−1) population. (B) Two color imaging to characterize Sox2 binding 
and diffusion dynamics in heterochromatin regions. Heterochromatin regions were first mapped by using the HP1-GFP marker. Then, the diffusion 
coefficient histogram of tracks within the heterochromatin regions was calculated and displayed in the lower panel (n = 9 cells). See Figure 5—figure 
supplement 1B and Video 11 for more details. The histogram was well fitted with three Gaussian peaks to a fast diffusing (pink, D = 1.58 ± 0.25 μm2s−1), 
a slow diffusion (green, D = 0.61 ± 0.13 μm2s−1), and a bound (red, D = 0.023 ± 0.011 μm2s−1) population. (C) Whole-cell Sox2 binding and diffusion 
dynamics. Single-molecule tracks were shown in the right panel. Data can be fitted by two Gaussian peaks to a fast diffusing (pink, D = 2.7 ± 0.63 μm2s−1) 
and a bound (red, D = 0.021 ± 0.008 μm2s−1) population (n = 12 cells). Scale bar: 2 µm. (D) Histograms from (A–C) were overlaid.
DOI: 10.7554/eLife.04236.023
The following figure supplement is available for figure 5:

Figure supplement 1. Regional specific diffusion and binding dynamics. 
DOI: 10.7554/eLife.04236.024

obtained from single cells together and found that the majority of Sox2 molecules are in a diffus-
ing mode (62 ± 4.3%, n = 12 cells) (Figure 5C), consistent with a 3D diffusion dominant search 
mechanism.

These results suggest that the Sox2 target search process is likely modulated by the spatial organ-
ization of enhancer clusters in the ES cell nucleus. Specifically, inside individual EnCs, Sox2 molecules 
appear to spend significantly more time binding to either naked DNA or chromatin with relatively 
short 3D diffusion periods. By contrast, Sox2 molecules that travel from one EnC to the next EnC nav-
igate and tunnel through HCs by a 3D diffusion dominant long-range mode.

http://dx.doi.org/10.7554/eLife.04236
http://dx.doi.org/10.7554/eLife.04236.023
http://dx.doi.org/10.7554/eLife.04236.024


Biophysics and structural biology | Genes and chromosomes

Liu et al. eLife 2014;3:e04236. DOI: 10.7554/eLife.04236 13 of 29

Research article

Enhancer clustering modulates 
global search efficiency and local 
rapid tuning
To further dissect the potential effects of enhancer 
clustering on TF target search dynamics, we inves-
tigated the search process carried out by Sox2 
confronted with different degrees of enhancer 
clustering. The manipulations required to modu-
late enhancer clustering posed significant exper-
imental challenges. Moreover, because of its 
probabilistic nature, the target search process 
cannot be adequately described by ordinary dif-
ferential equations nor traditional binding kinetic 
equations, because they typically rely on mass 
reaction rates and assume that substrate concen-
trations are invariant across a large field of view. 
As discussed extensively in the literature (Robert 
and Casella, 2005), one of the most effective 
ways to dissect a random process based behavior 
is through computer-generated Monte Carlo algo-
rithms that simulate the Brownian motion of TFs 
in a confined 3D sphere (cell nucleus) with multi-
ple target traps (Equations 14–15, Figure 6A, 
Video 12, See ‘Materials and methods’ for param-
eter selection criteria. See Figure 6—figure sup-
plement 1A–C for the validation of TF Brownian 
simulation). With such a set-up, we can arbitrarily 
manipulate the distribution of target sites in the 
nucleus, precisely control the initial TF injection 
position and then record the first 3D passage 
time (τ3D)—the duration from the initial injection 
to the point when the TF hits a target for the first 
time in the nucleus.

Having developed this simulation program 
(Video 12), we first tested how enhancer cluster-
ing would affect the global target search efficiency 
by injecting the TF randomly into nuclei with dif-
ferent degrees of enhancer clustering (Figure 6A). 
It is important to note that overlaps between tar-
gets were not allowed in our simulation experi-
ments. Specifically, the minimal distance (80 nm) 
allowed between the centers of two targets is 
twice that of the target radius (40 nm). Interestingly, 
we found that it took increasingly longer τ3D for 
TFs to reach their target as enhancer sites became 
more densely packed. This suggests that enhancer 
clustering may actually decrease global TF target 
search efficiency in the nucleus. In support of 
this result, other groups observed similar effects 

of receptor clustering on ligand binding (Goldstein and Wiegel, 1983; Care and Soula, 2011). 
Specifically, the ‘apparent’ macroscopic ligand binding association rates decrease with increased den-
sities of receptors within clusters while the microscopic rates remained the same. To further minimize 
the possibility that merged targets might create larger binding sites, we reduced the radius of targets 
to 30 nm while maintaining the minimal distance between the centers of two targets at 80 nm. In this 
case, there was no possibility of contact or merging between targets. Under these conditions, very 
similar simulation results were observed (Figure 6—figure supplement 2A). Thus, it seems unlikely 

Video 10. Tracking Sox2 binding/diffusion dynamics 
within enhancer clusters. Two color single molecule 
imaging was performed with JF646 channel (Left) for 
mapping the enhancer cluster regions and JF549 (right) 
for tracking fast Sox2 diffusion/binding dynamics.
DOI: 10.7554/eLife.04236.025

Video 11. Tracking Sox2 binding/diffusion dynamics in 
heterochromatin regions. Two color imaging was 
performed with the GFP channel (upper) for mapping 
the heterochromatin regions and JF549 (lower) for 
tracking fast Sox2 diffusion/binding dynamics.
DOI: 10.7554/eLife.04236.026
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Figure 6. Enhancer clustering modulates global search efficiency and uncouples target search to a long-range and a local component. (A) Monte Carlo 
simulation of TF target search in the nucleus to test the effects of target site distribution on the first passage 3D time (τ3D). Fold of Delay is defined as the 
ratio of the average τ3D in the clustered case to the average τ3D in the uniform case. In this experiment, the TF injection site is randomly selected in the 
nucleus with no overlap with targets. The degree of clustering is tuned by changing the indicated S.D. of the Gaussian distribution. See ‘Materials and 
methods’ for detailed simulation parameters. TF target search simulation experiments were performed independently 100 times of total 10 repeats for 
assessing the standard deviation. The Fold of Delay was plotted as a function of S.D. (Sigma) in the lower panel. (B) Monte Carlo simulation of TF target 
search in the nucleus to test the effects of releasing Radius (Kaur et al.) on the first passage 3D time (τ3D). The injection site is randomly constrained in a 
shell with the indicated releasing radius relative to the center of the cluster. Fold of Delay is defined same as in (A). TF target search simulation experi-
ments were performed independently 100 times of total 10 repeats for assessing the standard deviation. The Fold of Delay was plotted as a function of 
Figure 6. Continued on next page

http://dx.doi.org/10.7554/eLife.04236
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that the effects of target site clustering on τ3D 
would be due to target site fusion. It is also impor-
tant to note that, in our simulation experiments, 
the TF binding probability to target is 1. Since we 
defined the ‘Fold of Delay’ as τ3D in the ‘clustered’ 
case normalized by τ3D in the ‘uniform’ case, the 
binding probability (1 or not) should be iden-
tical under both uniform and cluster conditions. 
Consequently, the trends that we observe for 
‘Fold of Delay’ should not alter significantly when 
the TF binding probabilities vary.

As expected, when we increased the number 
of clusters in the nucleus while holding the total 
number of sites constant, it took progressively 
shorter τ3D for TFs to reach their target (Figure 6—
figure supplement 2B). Under these conditions, 
we essentially increased the degree of random-
ness of enhancer distribution by dispersing the 

same amount of targets into more randomly localized clusters. We next probed the TF rebinding time 
in an individual cluster (Figure 6B). Specifically, we injected TFs at different radii of release relative to 
the center of an enhancer cluster. We found that τ3D becomes reduced as the injection site approaches 
the center of the EnC (or when the local concentrations of enhancer sites increase). This result sug-
gests that the TF target search dynamics is spatially modulated by enhancer density fluctuations in the 
nucleus such as we find in EnCs vs HCs (Figure 5). Specifically, the higher the local concentration of 
target sites, the shorter the time (τ3D) it will take for a TF to reach a target site within an EnC. This rela-
tionship can also be verified mathematically by the Smoluchowski equations (Equations 19–21).

We next tried fitting the τ3D histograms derived from different degrees of clustering to single or 
two-component decay models (Equations 17–18). Interestingly, a single component model failed to 
fit the data when the enhancer sites become more and more densely clustered while a two-component 
model fits the entire range of cluster density data well (Figure 6C). These results suggest that the 
enhancer clustering behavior itself may be sufficient to bifurcate the target search process into at least 
two components: a local search mode inside enhancer clusters and a long-range mode for searching 
outside of clusters. Together, these simulation results help clarify the effect of enhancer clustering on 
global TF target search efficiency in a non-equilibrium state and also reinforce the notion that the Sox2 
target search process can follow two distinct modes: a local search process dominated by a binding 
dominant mechanism and a long-range mode for TFs to search between EnCs that is dominated by a 
3D exploration mechanism as suggested previously by our independent SMT experiments (Figure 5).

Epigenetic perturbations can disrupt Sox2-enhancer clustering and alter 
genome-wide binding profiles
As a first step towards deciphering the mechanisms that underlie enhancer clustering, we next asked 
whether modulation of the epigenome would change the Sox2 enhancer clustering behavior in single 
live cells. Specifically, we applied our single-molecule, light sheet imaging strategy to map Sox2-enhancer 
3D organization in TSA treated ES cells (Figure 2—figure supplement 1B and Video 13). Interestingly, 
the pair correlation function of Sox2 EnCs in TSA treated cells showed profiles of significantly decreased 

Releasing Radius (Kaur et al.) in the lower panel. (C) The histogram distribution of τ3D for the indicated condition is fitted with both either the single- 
component (upper) or the two-component (lower) decay model (Equations 17–18). The experimental conditions were the same as (A).
DOI: 10.7554/eLife.04236.027
The following figure supplements are available for figure 6:

Figure supplement 1. TF 3D Brownian motion simulation. 
DOI: 10.7554/eLife.04236.028

Figure supplement 2. Effects of number of clusters and distance-between-targets on TF target search. 
DOI: 10.7554/eLife.04236.029

Figure 6. Continued

Video 12. TF target search simulation. An example of 
TF target search simulation in a single nucleus.
DOI: 10.7554/eLife.04236.030
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clustering, more similar to those of H2B, indicated by the decreased fluctuation amplitudes and 
increased fluctuation ranges (Figure 2—figure supplement 1D, Supplementary file 1 and Figure 7A). 
Thus, it seems that TSA treatment, thought to decondense chromatin, makes specific and stable Sox2 
binding sites become more randomly distributed in the nucleus. One possibility is that dysregulation 
of histone deacetylation activities after TSA treatment significantly alters the Sox2 binding profile in 
the genome to a more random state; the other possibility is that TSA treatment redistributes the 3D 
localization of existing Sox2 binding sites in the nucleus. To distinguish between these two possible 
mechanisms, we performed Sox2 ChIP-exo experiments in TSA treated ES cells and compared the 
resulting Sox2 genome-wide binding profile to Sox2 chromosomal localizations in wild type (WT) ES 
cells. Upon TSA treatment, we observed a much more random distribution of Sox2 ChIP-exo peaks 
across different chromosomes and with regard to transcription start sites (Figure 7B,C, Supplementary 
file 1), favoring the scenario that TSA treatment significantly increased the chances for Sox2 to bind 
more randomly throughout the genome. These results suggest that a finely balanced epigenetic 

Figure 7. Epigenetic perturbation of enhancer clustering and genome-wide binding. (A) The fluctuation range (x) and amplitude (y) were obtained by 
fitting the pair-correlation function of the indicated dataset with the fluctuation model. Figure 2 and Figure 2—figure supplement 1, Equations 10–13. 
Supplementary file 1. Data from the same condition were grouped in separate ellipses. (B) Sox2 ChIP-exo peak density distribution in the wild-type  
and TSA treated (red dotted) cells across chromosome 1, 2, 3. In the upper panels, each chromosome was divided to 500 bins. The color map correlates 
with the number of peaks in each bin. Top 7000 binding sites were considered in each condition. (C) Cumulative density histogram of the distances to 
transcription start sites (TSS's) of Sox2 ChIP-exo peaks in WT, Sox2 ChIP-exo peaks in the TSA treated cells (red dotted), and random genomic 
positions (gray).
DOI: 10.7554/eLife.04236.013
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regulation can influence the maintenance of nor-
mal enhancer clustering in the nucleus.

Discussion
A cornerstone of mechanisms regulating transcrip-
tion is the productive encounter of one or more 
TFs with their cognate binding sites to form spe-
cific protein:DNA complexes that controls the 
transcriptional output of a gene. Despite more 
than 30 years of intense investigation, the dynamic 
TF target seeking process in live mammalian cells 
has remained poorly understood (Halford, 2009). 
Part of the problem is that, currently, there are 
few options available to directly investigate spa-
tial enhancer organization in living cells. Here, 
we report a single-molecule, light-sheet imaging 
based strategy to reconstruct, in 3D, the Sox2-
enhancer organization within live ES cells. We 
found that Sox2 enhancer sites form locally 
enriched clusters providing us an opportunity to 
tackle several fundamental questions. In partic-
ular, could the target search process be differ-
entially regulated in distinct sub-nuclear regions 
such as enhancer clusters (EnCs) vs heterochro-
matic regions (HCs)? Using a suite of assays, we 

probed the transcription factor (TF) target search process and how the formation of enhancer clusters 
(EnCs) might modulate TF search parameters. We also determined the influence of spatially segre-
gated and functionally distinct chromatin territories on transcription factor search modes within the 
mammalian nucleus. These findings support a model wherein gene regulation in eukaryotic cells oper-
ates in a manner dependent on the 3D spatial distribution of cis-elements that in turn influences dif-
ferential target search features associated with local sub-nuclear environments (Figure 8).

Integrating 3D enhancer spatial organization, target search dynamics, 
and localized transcription activity
Single-molecule tracking experiments coupled with in silico simulations reveal that enhancer clustering 
favors local spatial fine-tuning of search parameters at the expense of global search efficiency. In par-
ticular, we find that inside enhancer clusters, Sox2 displays significantly faster forward association rates 
(Figures 5 and 6), thereby increasing local TF concentrations, allowing rapid rebinding to stretches of 
open chromatin and probably also facilitating the local target acquisition process. The shortened τ3D 
provides a greater opportunity for re-cycling pre-assembled TF complexes and taking advantage of 
cooperative interactions between TFs on chromatin. Interestingly, our simulation studies suggest that 
even subtle changes in the position of target genes within individual clusters can lead to alterations in 
local target search features. For example, gene targets at the center of EnCs can capitalize on different 
target search features relative to genes in the periphery of enhancer clusters (Figure 8B). These results 
suggest that the local TF target search mode may be exquisitely modulated within distinct sub-nuclear 
environments and serve as an important mechanism for fine-tuning the rates of TF complex assembly 
at specific cis-regulatory elements.

Two-color imaging revealed that enhancer clusters are spatially segregated from heterochromatic 
regions but overlap with a subset of Pol II enriched clusters (Figure 4). Single molecule tracking of 
Sox2 binding and diffusion dynamics in EnCs vs HCs indicates that in contrast to the previously esti-
mated fraction (∼74%) of Sox2 molecules engaged, on average, in 3D diffusion, the majority (∼64%) of 
Sox2 molecules within EnCs were found to be in a chromatin bound state (Figure 5). This new finding 
suggests that local higher concentrations of ‘open’ chromatin in EnCs likely give rise to a dramatically 
reduced τ3D leading the target search process to switch from a 3D diffusion dominant mode to a 
binding dominant search mechanism perhaps more similar to the action of LacI in bacteria (Elf et al., 
2007). By contrast, we found a relatively low Sox2 bound fraction in heterochromatic regions. 

Video 13. Reconstructed Sox2 stable binding sites in the 
TSA treated live cell nucleus. HaloTag-Sox2 stable binding 
sites in the TSA treated live cell nucleus (7000, >3 s) 
were localized, tracked, and reconstructed with a color 
map same as that of Figure 1C. The unit is nm.
DOI: 10.7554/eLife.04236.031
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Intriguingly, in certain HC regions, Sox2 diffuses with slower rates compared to the average rate in the 
nucleus. This result is consistent with a previous report that even GFP molecules diffuse much slower 
in HCs possibly due to molecular crowding effects (Bancaud et al., 2009). Our findings suggest that 
the Sox2 target search process can be divided into at least two distinct modes in the ES cell nucleus 
(Figure 8A), (1) a chromatin binding dominant, local mode within individual EnCs possibly involving 
Sox2 sliding along short stretches of naked DNA as demonstrated by our in vitro TIRF single-molecule 
experiments (Chen et al., 2014b) and (2) a 3D diffusion dominant long-range mode in which Sox2 
molecules must tunnel through HCs and travel between EnCs. Our simulations also suggest that 
enhancer clustering itself is sufficient to generate these two modes of target search. Together, these 
findings reveal previously unappreciated principles governing Sox2 target search patterns within dis-
tinct sub-nuclear regions of ES cells and provide insights into how enhancer clustering can modulate 
local target search dynamics that could ultimately influence local transcription rates.

From the earliest cloning and characterization of classical sequence specific transcription factors, a 
striking yet puzzling feature was the discovery of simple repetitive largely unstructured amino acid 
motifs (i.e., Gln-rich, Pro-rich, acidic repeats) that serve as ‘activation domains’ (ADs) coupled to DNA 
binding domains (Courey and Tjian, 1988). More recent evidence suggests that such simple repetitive 
amino acid motifs, now referred to as low-complexity (LC) sequences, are found in a variety of regula-
tory proteins (such as FUS, TAF15, and EWS) and can be induced to form fibrous polymers in vitro to 
mediate interactions with the CTD of RNA polymerase in a phosphorylation-state dependent manner 
(Kwon et al., 2013). However, in vitro polymer formation required protein concentrations (0.7–2 mM), 
∼1000× greater than typical concentrations of TFs (low micro-molar) found in vivo (Chen et al., 2014b). 
One mechanism proposed to enhance polymer formation involves RNA molecules seeding higher-
order assemblies via the intrinsic RNA binding capacity of select regulatory proteins (Schwartz et al., 
2013). Interestingly, the activation domains of Sox2 are predicted to be unstructured LC domains 
enriched for G/S/P residues. Importantly, the C-terminal Sox2 AD contains five repeats of degen-
erate (G/S/D/H) Y (G/S/D/H) sequences that have been reported to form fibrous polymers in vitro 
(Kwon et al., 2013). We speculate that the in vivo Sox2-enhancer clustering observed in our live cell 
studies opens the possibility that local higher concentrations of both TFs and specific DNA binding 

Figure 8. Spatially modulated target search and gene regulation in ES cells. (A) Sox2 stable binding sites form enhancer clusters that are segregated 
from heterochromatin regions. Sox2 searches for targets via a 3D diffusion dominant mode traveling between clusters and tunneling through hetero-
chromatin regions. Inside individual enhancer clusters, Sox2 3D diffusion times were dramatically shortened due to the high concentrations of specific 
target sites, nonspecific open DNA or protein binding partners as indicated by Figure 5A. Thus, Sox2 target search is dominated by binding processes 
on chromatin. (B) Enhancer clustering modulates TF target search parameters and makes spatially controlled gene regulation possible by creating variation 
of local enhancer concentrations. Upper, uniform distribution of target sites generates invariant enhancer site density in the nucleus and TF would have 
the same average 3D times across the nucleus. Lower, target site clustering causes variations of local enhancer density which would affect local target 
search parameters (Equations 19–21). Genes at C position would be regulated differently compared to genes at P position. C and P stand for the 
Center and the Peripheral, respectively. (C) Enhancer clustering promotes the formation of local Sox2 Low Complexity (LC) transactivation domain (TAD) 
polymer arrays which could serve as multivalent platforms to dynamically recruit co-factors for localized chromatin modulation and gene activation.
DOI: 10.7554/eLife.04236.032
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sites within EnCs may promote the formation of Sox2 LC AD containing polymers at least transiently. 
We envision that these Sox2-enhancer clusters could serve as multivalent docking sites for dynamic 
TF recruitment via weak protein:protein interactions potentially directed by LC containing proteins. 
Such ‘clouds’ of weak multivalent protein:protein interactions would be assisted by stronger sequence 
specific protein:DNA transactions that together build an activated enhanceosome. These transiently 
formed EnC clusters may, in turn, regulate local TF concentrations and dictate local target search 
dynamics of key transcriptional pre-initiation components including Pol II, GTFs, and chromatin 
remodeling complexes. It is tempting to speculate that the Sox2 enhancer cluster and its associated 
co-factors could thus form the local hub for coordinated and synergistic gene regulation (Figure 8C). 
Whether the EnCs we observe represent actively transcribed regions remains unclear but the signifi-
cant co-localization between EnCs and Pol II would be consistent with such an interpretation. Since 
interactions between classical LC activation domains such as those reported in the original studies of 
Sp1-Sp1 and Sp1-TAF4 interactions have also been suggested to be important for DNA loop forma-
tion and transcription activation in vitro (Mastrangelo et al., 1991; Su et al., 1991; Freiman and 
Tjian, 2002), it will be instructive in the future to probe whether these prevalent LC mediated trans-
actions also contribute to the maintenance and structural integrity of enhancer clusters.

Another intriguing feature of this revised model of gene regulation is that physical proximity but 
not direct or stable interactions between distal enhancer elements and gene proximal promoters is 
necessary for delivering transcription activation by cis-elements at a distance. We envision that enhancer 
clustering with its higher local TF/cofactor concentrations accompanied by altered target search features 
may be sufficient to serve as an alternative mechanism for achieving distal enhancer directed transcrip-
tion activation long recognized as a hallmark of mammalian gene control. Our results also suggest that 
gene and promoter positioning in relationship to EnC and HC territories is critical for optimal fine-
tuning of transcriptional activities. Important questions left unresolved by our present study include: 
how many genes/promoters are present within a cluster; what is the relationship between our 3D 
clusters and TADs (topologically associated domains); and are the enhancer binding sites within a 
cluster all from a given chromosome or is there evidence of transvection occurring as well?

Linking 3D spatial distribution to linear genomic TF-binding profile
The enhancer clustering behavior that we observed fits generally with the concepts deduced from 
studies of linearly arrayed enhancers in the genome identified by ChIP-seq analysis (Whyte et al., 
2013) and topological domains identified by Hi-C experiments (Dixon et al., 2012). These studies, 
taken in aggregate, suggest that gene transcription is compartmentalized within topological or spatial 
territories in the nucleus segregated from other silent regions. However, given the orthogonal nature 
of these diverse methods of probing genome organization, it is difficult at this stage to firmly establish 
either direct structural or functional links between the genome-wide ensemble studies and our obser-
vation of enhancer clustering by single molecule imaging. We note, for example, that enhancer cluster-
ing does not appear simply to result from differential chromatin packaging. Specifically, the fluctuations 
of Sox2 enhancer densities in the nucleus are smaller in sizes (ε) but much larger in amplitudes (A) than 
chromatin (H2B) densities (Figure 7A). Two distinct mechanisms could account for this observation, 
(1) Sox2 binding sites are already clustered in the linear genome and chromosome folding based on 
the polymer model (reviewed in Tark-Dame et al., 2011 and Fudenberg and Mirny, 2012), automat-
ically leads to 3D cluster formation even without TF directed chromatin looping interactions; (2) exten-
sive active and TF directed long distance chromatin looping brings distal Sox2-enhancer sites along 
the linear chromosome to form local 3D clusters. To distinguish between these two potential scenar-
ios, we analyzed the linear arrangement of Sox2 binding sites genome wide using ChIP-exo. Indeed 
as suspected, many Sox2 binding sites already form clustered arrays along the linear chromosome 
(Whyte et al., 2013). Interestingly, disrupting the epigenome alters the accessibility of linearly 
arranged Sox2 binding sites as well as the extent of 3D enhancer clustering (Figure 7). This finding 
suggests that linearly arrayed Sox2 binding sites likely contribute substantially to the formation of 
enhancer clusters in 3D but do not exclude the possibility that TF directed chromatin looping also 
contributes to such an organization of actively transcribed loci. Future modeling and simulation experi-
ments will be required to functionally link the linear genomic localization of different TF binding sites 
with their 3D spatial distributions in the nucleus to gain further insights into genome organization and 
chromatin folding. It also remains unclear what forces or exogenous structures are in play to maintain 
the star-burst arrangement of enhancers in the nuclear volume.

http://dx.doi.org/10.7554/eLife.04236


Biophysics and structural biology | Genes and chromosomes

Liu et al. eLife 2014;3:e04236. DOI: 10.7554/eLife.04236 20 of 29

Research article

Concluding Remarks
Our studies provide a basis for understanding how the 3D organization of enhancers into localized 
clusters could affect TF target search dynamics and influence local transcription rates. Our imaging 
analysis of live ES cells suggests that the nucleus is partitioned into multiple levels of spatially segre-
gated functional domains. For example, many Pol II enriched regions do not overlap with Sox2 EnCs 
although, as might be expected, most Sox2 EnCs do overlap with Pol II clusters (Figure 4). We also 
observed extensive residual ‘dark’ spaces that are not significantly occupied by either heterochromatin 
or Sox2 binding sites (Figure 3B and Video 9). It seems likely that other uncharacterized enhancer 
bearing sub-nuclear domains occupy these ‘dark’ territories and influence local gene activity not 
detected by our current assays. We speculate that galaxies of such 3D clusters of cis-regulatory 
domains are formed by specific binding of different combinations of TFs we have long suspected but 
could not discern from classical bulk biochemistry. It will be interesting in the future to complete this 
3D mapping of the nucleome to discern which other cadre of factors might reside in these ‘dark’ 
regions. Another aspect to address will be the degree of spatial overlap between different func-
tional regions created by the stable binding and local concentrations of different classes of TFs. 
Ultimately we would like to have a more complete understanding of how the 3D organization of 
these cis-elements specifically influences gene activity and what gene products and mechanisms 
underlie the formation of these clusters. Addressing these questions will be essential for a deeper 
understanding of how enhancer-mediated gene regulation works. The ongoing development of 
simultaneous multi-color super-resolution imaging systems, enhanced dye chemistry, and single gene 
locus labeling strategies will be essential to address these fundamental questions.

Materials and methods
ES cell culture
Mouse D3 (ATCC, USA) ES cells were cultured on 0.1% gelatin coated plates in the absence of feeder 
cells. The ES cell medium was prepared by supplementing knockout DMEM (Invitrogen, Carlsbad, CA) 
with 15% FBS, 1 mM glutamax, 0.1 mM nonessential amino acids, 1 mM sodium pyruvate, 0.1 mM 
2-mercaptoethanol, and 1000 units of LIF (Millipore, USA). 1 day before imaging experiment, cells 
were plated onto a clean cover glass pre-coated with Matrigel (BD Biosciences, USA, 356230). In the 
TSA perturbation experiments, ES cells were treated with 50 nM TSA (Sigma-Aldrich, USA: T8552) for 
8 hr prior to imaging and ChIP-exo mapping.

Plasmid construction
Mouse HP1 (Cbx5 gene: NM_007626) cDNA was first amplified by PCR from ES cell cDNA libraries 
and then inserted into a custom-constructed Piggybac transposon vector that harbors the E1F alpha 
promoter, the internal ribosome entry site (IRES), and the PuroR gene. eGFP cDNA was further cloned 
to fuse with HP1 at its N-terminus.

Stable cell line generation
Stable cell lines were generated by co-transfection of stable HaloTag-Sox2 ES cells established in our 
previous work (Chen et al., 2014b) with the HP1 overexpression piggybac vector and a helper plas-
mid that over-expresses Piggybac transposase (Supper Piggybac Transposase, System Biosciences, 
USA). 48 hr post-transfection, cells were subjected to puromycim (Invitrogen Carlsbad, CA) selection 
(1 µg/ml). After 3 days of selection, cells were maintained in their culturing medium with a 0.5 µg/ml 
final concentration of puromycin. Similarly, Dendra2-Rpb1 mutant cDNA was cloned into the piggybac 
vector and co-transfected into the HaloTag-Sox2 ES cells with the helper plasmid. α-amanitin (Sigma-
Aldrich, USA: A2263) selection was conducted by using a final concentration of 3 μg/ml. 10 days after 
selection, stable cell clones appear on the place. For the long-term maintenance, 1 μg/ml α-amanitin 
was supplemented into the culturing medium. For electroporation, ES cells were first dissociated 
by trypsin into single cells. Transfection was conducted by using the Nucleofector Kits for Mouse 
Embryonic Stem Cells (Lonza, USA).

Cell labeling strategy and preparation for imaging
All imaging experiments were performed in the ES cell imaging medium, which was prepared by 
supplementing FluoroBrite medium (Invitrogen, Carlsbad, CA) with 10% FBS, 1 mM glutamax, 0.1 mM 
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nonessential amino acids, 1 mM sodium pyruvate, 10 mM Hepes (pH 7.2–7.5), 0.1 mM 2-mercaptoethanol, 
and 1000 units of LIF (Millipore, USA).

For 3D lattice light-sheet imaging condition, we optimized HaloTag-JF549 concentrations in 
the medium to a final concentration of ∼0.1 fM. The ligand molecules gradually diffuse into the cell 
and label the HaloTag-Sox2 molecules. Optimal single-molecule labeling density was achieved when 
the labeling rates equilibrated with the photo-bleaching rates. Due to the light-sheet selective plane 
illumination, the relative long acquisition time (40 ms), and ultralow ligand concentration in the 
medium, negligible fluorescent background signals were observed.

For 2D wide-field imaging condition, we first tested the optimal HaloTag-JF549 and HaloTag-JF646 
labeling concentrations. Briefly, several concentrations of HaloTag-JF549 and JF646 (0.5 nM, 1 nM, 
2 nM, and 5 nM) were used to treat cells for 15 min and then cells were washed with imaging medium 
for three times. The cover glasses were then transferred to live-cell culturing metal holders and 
mounted onto the microscope one by one. Proper HaloTag-JF549 or HaloTag-JF646 labeling concen-
trations were determined by the criterion that single-molecules can be easily detected under 2D 
imaging mode after a minimal 2–5 s pre-bleaching. After fixing the labeling concentration for each cell 
line, we then proceeded to perform the 2D single-molecule imaging experiments.

Single-molecule imaging by lattice light-sheet microscope
3D single-molecule tracking experiments were performed via lattice light sheet plane illumination 
microscopy using a modified version of the multi-Bessel microscope described previously (Gao et al., 
2012). The modification consists of a massively parallel array of coherently interfering beams compris-
ing a non-diffracting 2D optical lattice, rather than a set of seven noninterfering Bessel beams. This 
creates a coherent structured light sheet that can be dithered to create uniform excitation in a 400 nm 
thick plane across the entire field of view. The experimental hardware is the same as before, except 
that a binary spatial light modulator (SXGA-3DM, Forth Dimension Displays, Valencia, CA) is placed 
conjugate to the sample plane, and a binarized version of the desired structured pattern at the sample 
is projected on the display. For imaging, a 500 mW cw488 nm (Coherent, Santa Clara, CA) or a 500 mW 
cw561 laser (MPB Lasertech, Edmonton, AB) were used. A custom 0.65 NA objective for excitation 
(Special Optics, Wharton, NJ) and a 25×, 1.1 NA objective for detection (Nikon, USA, MRD77220) 
are employed. A multi-band pass filter (Semrock, FF01-446/523/600/677-25) is placed before a 
CMOS camera (ORCA-flash4.0, Hamamatsu, Japan) to filter the excitation wavelengths. Single mole-
cule imaging of individual cells was performed by serially scanning the entire cell nucleus through 
the light sheet at 20–50 ms exposure per 2D image and 300 nm z-steps resulting in a 3D imaging 
rate of 3 s per volume. Although significantly faster imaging rates are possible, these conditions 
were chosen to minimize photo-bleaching and phototoxicity, while specifically selecting stably 
bound (>3 s) molecules. Correlation of stable binding sites with heterochromatin regions was per-
formed by first acquiring a single 3D volume of GFP-HP1 followed by single molecule imaging as 
described above.

3D PSF model, 3D single-molecule localization and image registration
3D localization (x, y, z) was conducted using FISH-QUANT software (Mueller et al., 2013). The PSF 
model can be described by the following equation:

( )
2 2 2

0 0 0
2 2 2

–( – ) –( – ) –( – )

2 2 2

0, , = ( ) + ,xy xy z

x x y y z z

PSFI x y z A e e e B
σ σ σ

 (1)

where A0 is the signal amplitude; σ is the Standard Deviation (S.D.) of the Gaussian fit in the indicated 
direction, in our case S.D. of the x, y direction is the same; B is the number of background photon 
count.

Image registration and drift correction were performed by calculating the centroid displacement of 
total localization events from every 50 time points (2.5 min) and the resulting transformation matrix 
over time was applied to the data accordingly. We found that this method can efficiently correct drifts 
which were not significant (0–800 nm per minutes) within the correction time window. Any significantly 
drifted dataset was not used for later tracking analysis.

Estimation of localization uncertainty
Localization uncertainty can be calculated by the estimator below (Rieger and Stallinga, 2014).
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With τ roughly equal to the ratio between the background intensity and the peak signal intensity, 
which can be directly obtained from the FISH-quant localization program. a, the voxel size in the 
selected direction. N, total photo count was calculated by integrating voxel photon counts covered by 
each Gaussian spot.

3D single-molecule tracking and 3D enhancer map reconstruction
U-track algorithm (Jaqaman et al., 2008) was used for 3D single particle tracking. For mapping Sox2 
stable binding site in live cells, we only reconstructed the first events of track fragments which have step 
and end-to-end displacements less than 50 nm and have lengths longer than the indicated cutoff time. 
The final 3D image representation was performed by either ViSP (El Beheiry and Dahan, 2013) or Imaris.

2D single-molecule imaging
2D single molecule experiments were conducted on a Nikon Eclipse Ti microscope equipped with 
a 100× oil-immersion objective lens (Nikon, N.A. = 1.4), a lumencor light source, two filter wheels 
(Lambda 10-3, Sutter Instrument, Novato, CA), perfect focusing systems, and EMCCD (iXon3, Andor, 
UK). Proper emission filters (Semrock, Rochester, NY) was switched in front of the cameras for GFP, 
JF549, or JF646 emission and a band mirror (405/488/561/633 BrightLine quad-band bandpass 
filter, Semrock, Rochester, NY) was used to reflect the laser into the objective. For two color single-
molecule experiments with JF646 and JF594 labeled HaloTag-Sox2, we used a 630-nm laser (Vortran 
Laser Technology, Inc.) of excitation intensity ∼60 W cm−2 and a 561-nm laser (MPB Lasertech, 
Edmonton, AB) of excitation intensity ∼800 W cm−2 and the acquisition times are 500 ms (630 nm) and 
10 ms (561 nm). For two color experiments mapping the spatial relationship of heterochromatin and 
enhancer clusters, we used a SOLA light engine (Lumencor, Beaverton, OR) and a 561-nm laser (MPB 
Lasertech, Edmonton, AB) of excitation intensity ∼50 W cm−2 and the acquisition times are 100 ms 
(GFP) and 500 ms (561 nm).

After mapping stable Sox2 binding sites by using the JF646 dye, Dendra2-Rpb1 PALM experi-
ment was performed using the 560-nm laser (MPB Lasertech, Edmonton, AB) of excitation inten-
sity ∼1000 W cm−2 for single-molecule detection and a 405-nm laser (Coherent, Santa Clara, CA) of 
excitation intensity of 40 W cm−2 for photo-switching of Dendra2-Rpb1. The acquisition time is  
30 ms. Total ∼10,000 frames were recorded. ∼20k localized events were used for the final imaging 
reconstruction.

For two color experiments probing the Sox2 diffusion properties in heterochromatin regions, 
we used a SOLA light engine (Lumencor, Beaverton, OR) and a 561-nm laser (MPB Lasertech, 
Edmonton, AB) of excitation intensity ∼800 W cm−2 and the acquisition times are 100 ms (GFP) and 
10 ms (561 nm). The microscopy, lasers, the SOLA light engine, and the cameras were controlled 
through NIS-Elements (Nikon, USA).

2D single-molecule localization and tracking
For 2D single molecule tracking, the spot localization (x, y) was obtained through 2D Gaussian fitting 
based on MTT algorithms (Serge et al., 2008) using home-built Matlab program. The localization and 
tracking parameters in SPT experiments are listed in the Supplementary file 1.

To map stable bound sites in the low excitation, slow acquisition (500 ms) condition, 0.05 µm2/s was 
set as maximum diffusion coefficient (Dmax) for the tracking. The Dmax works as a limit constraining 
the maximum distance (rmax) between two frames for a particle random diffusing during reconnection. 
Therefore, for events lasted more than one frames, only molecules localized within rmax for at least two 
consecutive frames will be considered as bound molecules. Since we used relatively long acquisition 
time (500 ms) to blur the image of fast diffusing molecules, events that appeared in single frames 
were also taken into consideration as bound molecules to have a track length of 0.5 s. The duration 
of individual tracks (dwell time) was directly calculated based on the track length. We used 2 s as the 
time cutoff for mapping stable binding events.

MTT algorithm was used to track fast TF dynamics in the high excitation, fast acquisition (10 ms) 
condition. The resulting tracks were inspected manually by a homemade Matlab program. Tracks with 
incorrect linking events were discarded.
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2D image registration, intensity map calculation, mask definition, and 
TF diffusion analysis
We took GFP-HP1 images before and after SMT experiment to make sure the cell nucleus and HC 
regions have not moved during the 5–6 min of single-molecule imaging. For experiment investigat-
ing co-localization of Pol II-enriched regions and Sox2 EnCs, image registration was performed by 
calculating and aligning nucleus outlines from both datasets. After background subtraction, the inten-
sity map for heterochromatin regions in single cells was directly calculated by normalizing pixel inten-
sity in the GFP-HP1 channel with the highest pixel intensity in the image. The intensity map for Dendra2 
Pol II or stable Sox2 binding sites was calculated by 2D Gaussian kernel density function imple-
mented by Matlab. Specifically, the density probability of X, Y localizations of stable binding events 
was evaluated in a 100 × 100 matrix with arbitrary units. The bandwidth for density estimation is 
2 units. The resulting probability map was rescaled to the original image size. Composite images 
were constructed by superimposing the two intensity maps as two independent color channels. Binary 
mask for heterochromatin regions or enhancer clusters was calculated by applying a threshold cutoff 
of 0.2 to the intensity map. 2D single-molecule tracks were divided to track segments resided in the 
mask and outside of the mask. Track segments from each catalog were pooled. Diffusion coefficients 
were calculated from tracks with at least eight consecutive frames by the MSDanalyzer (Tarantino 
et al., 2014) with a minimal fitting R2 of 0.8.

3D pair correlation function and calculation
According to Peebles and Hauser (1974), we define the pair correlation function g(r) measures the prob-
ability dP of finding an enhancer site in a volume element dV at a separation r from another enhancer site.

( )= ,P ng r VΔ Δ  (3)

where n is the mean number density of the enhancers in the nucleus.
In practice, the pair correlation function can be estimated from a sample of objects counting the 

pairs of objects with different separations r [Peebles & Hauser [4] estimator]:
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where DD(r) and RR(r) are counts of pairs of enhancers (in bins of separation) in the data catalog and 
in the random catalog, respectively.

The random catalog consists of uniformly distributed positions in the same volume defined by data 
catalog 3D convex hull. To reduce the noise, we computationally generate the random catalog that has 
a size 10 times greater than that of the data catalog. The normalizing coefficients containing the num-
bers of points in the initial (N) and random (Tarantino et al.) catalogs are included in the estimator.

Here, non-redundant pair wise Euclidean distance set within each catalog can be constructed by
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The bin size of the g(r) distribution function is Δr.
Then,
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DD(r) and RR(r) are calculated by pair wise distance function supplied in Matlab 2013a version with 
50 nm as the histogram bin.
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2D pair cross-correlation
For investigating the spatial cross-correlation between the localizations of two factors, we first con-
verted the 2D super-resolution localization densities to image intensity maps via a 2D Gaussian kernel 
density function (see details in Intensity Map Calculation, Mask Definition, and TF Diffusion Analysis). 
Then, we implemented the Pair Cross-Correlation function using a well-established fast Fourier trans-
form based method (Veatch et al., 2012). Specifically,

( )
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The normalization fact ( )N r


 is the autocorrelation of a mask that has the value of 1 inside the 
nucleus region of the cell. The cell nucleus mask was obtained from the GFP-HP1 or Dendra2-Pol II 
wide-field image by intensity thresholding.

Here, conj[] indicates a complex conjugate. FFT and FFT−1 were implemented by fft2() and ifft2() 
functions in Matlab. ρ1 and ρ2 are the average surface densities of images I1 and I2 respectively, and 
Re{} indicates the real part. Autocorrelation was calculated by using identical I1 and I2.

This computation method of tabulating pair cross-correlations is mathematically similar to brute 
force averaging methods. Correlation functions were angularly averaged using polar coordinates 
(Matlab command cart2pol()), and then binning by radius. Final values are obtained by averaging 
within the assigned bins in the radius. Because the intensity map pixel size is 160 nm after the 2D 
Gaussian kernel density estimation, we only calculated pair cross-correlation function at a range of 
diffraction limited radii (r > 160 nm). In this regime, over-counting has negligible effects on the final 
output of auto- or cross-correlation function.

Permutation was performed by randomizing pixels spatially within the nucleus mask for both images 
before calculating the cross-correlation.

The fluctuation model of enhancer clustering
We extended previously published fluctuation model for measuring two dimensional heterogeneous 
distribution of membrane proteins to quantify 3D enhancer clustering (Sengupta et al., 2011).

Specifically,

) ) )( = ( ) + ( ( ,
stochobserved enhancer PSF

G r G r G r G r⊗  (10)

G(r)observed, the observed pair correlation function as calculated in the previous section. G(r)stoch, the 
contribution of multiple appearances of the same molecule at a fixed site to the measured total corre-
lation function. In our case, molecules are sparsely labeled. And, we track TF molecules through time/
frames and, for each stable binding event, we only count once with the average localization over mul-
tiple frames. Thus, the contribution of G(r)stoch is negligible under this condition.

An exponential function can be used to approximate the correlation function of enhancers if they 
are present in randomly distributed clusters of no defined shape.
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A, the fluctuation amplitude which is in proportion to the ratio of the density of enhancers in clusters 
to the average density across the entire space. ε, the fluctuation range which is in proportion to the 
size of the clusters.

The correlation function of PSF of the imaging method is denoted as G(r)PSF and can be approxi-
mated by
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σ , is calculated by 
2
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a

sσ , wherein s  is the average s.d. of the PSF and a  is the average 
voxel dimension.

Then, the final observed pair-correlation function can be fitted by the equation below:
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⊗, denotes convolution operator.
For the uniformly distributed, simulated sites, the data were fitted with G(r)enhancer directly.
Curve fitting is performed using the trust-region method implemented in the Curve Fitting Matlab 

toolbox.

TF Brownian motion simulation
According to Einstein's theory, the mean square displacement of Brownian motion is described as

2
< >  = 2 ,r dDt  (14)

d, dimensionality, in our case, d = 3. D, diffusion coefficient.
To computationally simulate Brownian motion in the Cartesian coordinate system, we uncoupled 

each jump to x, y, z one dimensional steps defined by the equation below.
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where Ni are independent random numbers obeying Gaussian distribution with a zero mean and a 
variance of 1 and dt is the sampling interval.

Monte Carlo simulation of target search in the nucleus
Simulation of target search was performed with MathWorks Matlab 2013a. The target search  
problem was reduced to random walk trapping problem with boundary and multiple traps. 
Specifically, we limited the 3D diffusion of the TF in a nucleus with a radius of 5 µm. Considering 
the average length of nucleosome depleted regions as 100–200 base pairs and the persistent 
length (lp) of naked DNA as about 45 nm (135 bps) (Williams and Maher, 2011), target site radius 
was set as 40 nm. Overlaps between targets were not allowed in our simulation experiment. 
Specifically, the minimal distance (80 nm) allowed between the center of two targets is two times  
of the target radius (40 nm). In our simulation experiment, the TF binding probability to target is  
1 when the TF reaches individual targets. The number of target sites was 7000 as estimated in our 
previous work. The mean diffusion coefficient (D) of the TF is 10 μm2s−1; the sampling interval (δt) 
is 10 ms. Under this condition, the X, Y, Z step sizes are about 14 nm (when Ni = 1) much smaller 
than the target size, suggesting that the space is not under-sampled. We computationally manipu-
lated the spatial distribution of target site and injection site position of the TF in the nucleus as 
indicated in the specific experiment and we recorded the first passage (3D) time and trajectory of 
each trial before the TF was reaching the first target according to the first-hitting-time model in the 
survival theory.

Extra mathematic equations
Relative Fluorescence Intensity (RFI) for probing Sox2 levels in heterochromatin.

–

= ,

–

Heterochromatin Background

Surrounding Background

I I
RFI

I I  
(16)

I, stands for mean gray intensity for the selected region.
Single-component exponential fitting of τ3D
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–

( ,) = tDensity e
τ

τ  (17)

t, the mean lifetime.
Two-component exponential fitting of τ3D

1 2

– –

( ) = + (1– ) ,
t tDensity Fe F e

τ τ

τ  (18)

t1, t2 the mean lifetime for each component.
The relationship between enhancer concentrations and 3D time (τ3D).
According to the Smoluchowski Equation,

= 4 ,
on

k RDπ  (19)

R, capture radius. D, diffusion coefficient.
Observed on-rates for TFs are defined by the following equation,

( ) ( )*
= [ ] = = 4 ,

on on on
k k DNA k r RD rρ π ρ  (20)

where enhancer concentrations ([DNA]) are a function (ρ(r)) of r relative to the center of the cluster.
This is the equation linking enhancer concentrations (ρ(r)) to τ3D.

( )3 *

1 1
= =

4
D

on
k RD r

τ
π ρ  

(21)

ChIP-exo library preparation
ES cells were treated with 50 nM TSA (Sigma-Aldrich, USA: T8552) for 8 hr. Then, cells were cross-
linked by formaldehyde and harvested. Chromatin Immunoprecipitation (ChIP) was performed 
according to Boyer et al. (2006) with minor modifications. Briefly, cross-linked ESC chromatin was 
sheared using Covaris S2 system to a size range of 100 bp–400 bp. Immunoprecipitation was con-
ducted with either specific antibody conjugated Protein A Sepharose beads (GE Healthcare). ChIP-exo 
library was prepared by following the published protocol with minor modifications (Rhee and 
Pugh, 2011). Specifically, we adapted the SoLid sequencer adaptors/primers to make the final library 
compatible with the illumina Tru-seq seq small-RNA system. Anti-Sox2 (R&D Systems, Minneapolis, 
MN Cat. # AF2018, Lot # KOY0112011) antibody was used for the ChIP experiment. The detailed 
primer information is in Supplementary file 1.

ChIP-exo peak calling and bound-region definition
We sequenced exo libraries in 60 bp (Sox2 TSA) single-end format by using the illumina HiSeq plat-
form. After removal of the 3′ most 24 bp (Sox2 TSA) or 14 bp (Sox2 Wild type: 50 bp reads) which tend 
to have higher error rates, we mapped our sequencing data back to the mouse reference genome 
(mm10) by Bowtie 2 (Langmead and Salzberg, 2012). After mapping, we normalized the total mapped 
reads for each factor to 40 million. We further reduced the mapped read regions to single 5′-end point, 
which reflects the cross-linking point between protein and DNA. The resulting cross-linking point dis-
tribution was used to identify peaks on the forward (Left) and reverse (Right) strand separately using 
the peak calling algorithm in GeneTrack (Albert et al., 2008). For bound-region calculation, we first 
identified any pairs of left and right peaks that were located within 20 bps to each other. Then, we 
defined the window between the middle point of the left peak and that of the right peak as the bound-
region. Peak-pairing and bound-region calculation were performed with Python programming (the 
script is available at https://github.com/Jameszheliu/PeakPairingProgram). Sox2 ChIP-exo sequencing 
data using wild type ES cells were obtained from GEO with the accession number of GSM1308179 
(Chen et al., 2014b). Sox2 ChIP-exo data using TSA treated ES cells were deposited to NCBI GEO 
with the accession number of GSE62972.

Acknowledgements
We thank Herve Rouault, Carl Wu, Xavier Darzacq, and Timothee Lionnet for proofreading the manu-
script, Kai Wang for the optical schematics, C Morkunas and S Moorehead for general assistance.

http://dx.doi.org/10.7554/eLife.04236
https://github.com/Jameszheliu/PeakPairingProgram


Biophysics and structural biology | Genes and chromosomes

Liu et al. eLife 2014;3:e04236. DOI: 10.7554/eLife.04236 27 of 29

Research article

Additional information
Competing interests
RT: President of the Howard Hughes Medical Institute (2009-present), one of the three founding 
funders of eLife, and a member of eLife's Board of Directors. The other authors declare that no 
competing interests exist.

Funding

Funder Grant reference number Author

Howard Hughes Medical 
Institute  

Junior Fellow Program Zhe Liu

Howard Hughes Medical 
Institute  

Janelia Research Campus Wesley R Legant,  
Bi-Chang Chen, Li Li, 
Jonathan B Grimm,  
Luke D Lavis, Eric Betzig,  
Robert Tjian

The funders had no role in study design, data collection and interpretation, or the  
decision to submit the work for publication.

Author contributions
ZL, Conception and design, Acquisition of data, Analysis and interpretation of data, Drafting or revis-
ing the article; WRL, B-CC, Acquisition of data, Analysis and interpretation of data; LL, Conception 
and design, Acquisition of data, Analysis and interpretation of data; JBG, LDL, Acquisition of data, 
Contributed unpublished essential data or reagents; EB, Conception and design, Acquisition of data; 
RT, Conception and design, Drafting or revising the article

Additional files
Supplementary file
• Supplementary file 1. The fluctuation model fitting results, localization parameters, and ChIP-Exo 
primers.
DOI: 10.7554/eLife.04236.033

Major datasets

The following dataset was generated:

Author(s) Year Dataset title Dataset ID and/or URL

Database, license, 
and accessibility 
information

Li L, Zhe L 2014 High-resolution Sox2  
DNA-binding sites  
mapping by ChIP-exo in  
TSA-treated ES cells

http://www.ncbi.nlm.nih.gov/geo/query/ 
acc.cgi?acc=GSE62972

Publicly Available at 
NCBI Gene Expression 
Omnibus.

The following previously published dataset was used:

Author(s) Year Dataset title Dataset ID and/or URL

Database, license, 
and accessibility 
information

Zhe L 2014 Sox2 http://www.ncbi.nlm.nih.gov/geo/query/ 
acc.cgi?acc=GSM1308179

Publicly Available at 
NCBI Gene Expression 
Omnibus.

References
Albert I, Wachi S, Jiang C, Pugh BF. 2008. GeneTrack–a genomic data processing and visualization framework. 

Bioinformatics 24:1305–1306. doi: 10.1093/bioinformatics/btn119.
Bancaud A, Huet S, Daigle N, Mozziconacci J, Beaudouin J, Ellenberg J. 2009. Molecular crowding affects 

diffusion and binding of nuclear proteins in heterochromatin and reveals the fractal organization of chromatin. 
The EMBO Journal 28:3785–3798. doi: 10.1038/emboj.2009.340.

Belmont AS. 2014. Large-scale chromatin organization: the good, the surprising, and the still perplexing. Current 
Opinion in Cell Biology 26:69–78. doi: 10.1016/j.ceb.2013.10.002.

http://dx.doi.org/10.7554/eLife.04236
http://dx.doi.org/10.7554/eLife.04236.033
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE62972
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE62972
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1308179
http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSM1308179
http://dx.doi.org/10.1093/bioinformatics/btn119
http://dx.doi.org/10.1038/emboj.2009.340
http://dx.doi.org/10.1016/j.ceb.2013.10.002


Biophysics and structural biology | Genes and chromosomes

Liu et al. eLife 2014;3:e04236. DOI: 10.7554/eLife.04236 28 of 29

Research article

Boyer LA, Plath K, Zeitlinger J, Brambrink T, Medeiros LA, Lee TI, Levine SS, Wernig M, Tajonar A, Ray MK,  
Bell GW, Otte AP, Vidal M, Gifford DK, Young RA, Jaenisch R. 2006. Polycomb complexes repress develop-
mental regulators in murine embryonic stem cells. Nature 441:349–353. doi: 10.1038/nature04733.

Caré BR, Soula HA. 2011. Impact of receptor clustering on ligand binding. BMC Systems Biology 5:48.  
doi: 10.1186/1752-0509-5-48.

Chen BC, Legant WR, Wang K, Shao L, Milkie DE, Davidson MW, Janetopoulos C, Wu XS, Hammer JA III, Liu Z, 
English BP, Mimori-Kiyosue Y, Romero DP, Ritter AT, Lippincott-Schwartz J, Fritz-Laylin L, Mullins RD, Mitchell DM, 
Bembenek JN, Reymann AC, Böhme R, Grill SW, Wang JT, Seydoux G, Tulu US, Kiehart DP, Betzig E. 2014a. 
Lattice light-sheet microscopy: imaging molecules to embryos at high spatiotemporal resolution. Science 
346:1257998. doi: 10.1126/science.1257998.

Chen J, Zhang Z, Li L, Chen BC, Revyakin A, Hajj B, Legant W, Dahan M, Lionnet T, Betzig E, Tjian R, Liu Z. 2014b. 
Single-molecule dynamics of enhanceosome assembly in embryonic stem cells. Cell 156:1274–1285.  
doi: 10.1016/j.cell.2014.01.062.

Chen X, Xu H, Yuan P, Fang F, Huss M, Vega VB, Wong E, Orlov YL, Zhang W, Jiang J, Loh YH, Yeo HC, Yeo ZX, 
Narang V, Govindarajan KR, Leong B, Shahab A, Ruan Y, Bourque G, Sung WK, Clarke ND, Wei CL, Ng HH. 
2008. Integration of external signaling pathways with the core transcriptional network in embryonic stem cells. 
Cell 133:1106–1117. doi: 10.1016/j.cell.2008.04.043.

Cisse II, Izeddin I, Causse SZ, Boudarene L, Senecal A, Muresan L, Dugast-Darzacq C, Hajj B, Dahan M, 
Darzacq X. 2013. Real-time dynamics of RNA polymerase II clustering in live human cells. Science 341:664–667. 
doi: 10.1126/science.1239053.

Courey AJ, Tjian R. 1988. Analysis of Sp1 in vivo reveals multiple transcriptional domains, including a novel 
glutamine-rich activation motif. Cell 55:887–898. doi: 10.1016/0092-8674(88)90144-4.

Dixon JR, Selvaraj S, Yue F, Kim A, Li Y, Shen Y, Hu M, Liu JS, Ren B. 2012. Topological domains in mammalian 
genomes identified by analysis of chromatin interactions. Nature 485:376–380. doi: 10.1038/nature11082.

Dostie J, Richmond TA, Arnaout RA, Selzer RR, Lee WL, Honan TA, Rubio ED, Krumm A, Lamb J, Nusbaum C, 
Green RD, Dekker J. 2006. Chromosome Conformation Capture Carbon Copy (5C): a massively parallel solution 
for mapping interactions between genomic elements. Genome Research 16:1299–1309. doi: 10.1101/gr.5571506.

El Beheiry M, Dahan M. 2013. ViSP: representing single-particle localizations in three dimensions. Nature 
Methods 10:689–690. doi: 10.1038/nmeth.2566.

Elf J, Li GW, Xie XS. 2007. Probing transcription factor dynamics at the single-molecule level in a living cell. 
Science 316:1191–1194. doi: 10.1126/science.1141967.

Freiman RN, Tjian R. 2002. Neurodegeneration. A glutamine-rich trail leads to transcription factors. Science 
296:2149–2150. doi: 10.1126/science.1073845.

Fudenberg G, Mirny LA. 2012. Higher-order chromatin structure: bridging physics and biology. Current Opinion 
in Genetics & Development 22:115–124. doi: 10.1016/j.gde.2012.01.006.

Gao L, Shao L, Higgins CD, Poulton JS, Peifer M, Davidson MW, Wu X, Goldstein B, Betzig E. 2012. Noninvasive 
imaging beyond the diffraction limit of 3D dynamics in thickly fluorescent specimens. Cell 151:1370–1385.  
doi: 10.1016/j.cell.2012.10.008.

Gavrilov AA, Gushchanskaya ES, Strelkova O, Zhironkina O, Kireev II, Iarovaia OV, Razin SV. 2013. Disclosure of a 
structural milieu for the proximity ligation reveals the elusive nature of an active chromatin hub. Nucleic Acids 
Research 41:3563–3575. doi: 10.1093/nar/gkt067.

Goldstein B, Wiegel FW. 1983. The effect of receptor clustering on diffusion-limited forward rate constants. 
Biophysical Journal 43:121–125. doi: 10.1016/S0006-3495(83)84330-6.

Grewal SI, Elgin SC. 2002. Heterochromatin: new possibilities for the inheritance of structure. Current Opinion in 
Genetics & Development 12:178–187. doi: 10.1016/S0959-437X(02)00284-8.

Grimm JB, English BP, Chen J, Slaughter JP, Zhang Z, Revyakin A, Patel R, Macklin JJ, Normanno D, Singer RH, 
Lionnet T, Lavis LD. 2015. A general method to improve fluorophores for live-cell and single-molecule micros-
copy. Nature Methods. doi: 10.1038/nmeth.3256.

Halford SE. 2009. An end to 40 years of mistakes in DNA-protein association kinetics? Biochemical Society 
Transactions 37:343–348. doi: 10.1042/BST0370343.

Izeddin I, Récamier V, Bosanac L, Cissé II, Boudarene L, Dugast-Darzacq C, Proux F, Bénichou O, Voituriez R, 
Bensaude O, Dahan M, Darzacq X. 2014. Single-molecule tracking in live cells reveals distinct target-search 
strategies of transcription factors in the nucleus. eLife 3:e02230. doi: 10.7554/eLife.02230.

Jaqaman K, Loerke D, Mettlen M, Kuwata H, Grinstein S, Schmid SL, Danuser G. 2008. Robust single-particle 
tracking in live-cell time-lapse sequences. Nature Methods 5:695–702. doi: 10.1038/nmeth.1237.

Kaur G, Costa MW, Nefzger CM, Silva J, Fierro-González JC, Polo JM, Bell TD, Plachta N. 2013. Probing 
transcription factor diffusion dynamics in the living mammalian embryo with photoactivatable fluorescence 
correlation spectroscopy. Nature Communications 4:1637. doi: 10.1038/ncomms2657.

Kimura H, Cook PR. 2001. Kinetics of core histones in living human cells: little exchange of H3 and H4 and some 
rapid exchange of H2B. The Journal of Cell Biology 153:1341–1353. doi: 10.1083/jcb.153.7.1341.

Kwon I, Kato M, Xiang S, Wu L, Theodoropoulos P, Mirzaei H, Han T, Xie S, Corden JL, McKnight SL. 2013. 
Phosphorylation-regulated binding of RNA polymerase II to fibrous polymers of low-complexity domains. Cell 
155:1049–1060. doi: 10.1016/j.cell.2013.10.033.

Langmead B, Salzberg SL. 2012. Fast gapped-read alignment with Bowtie 2. Nature Methods 9:357–359.  
doi: 10.1038/nmeth.1923.

Levine M, Cattoglio C, Tjian R. 2014. Looping back to leap forward: transcription enters a new era. Cell 157: 
13–25. doi: 10.1016/j.cell.2014.02.009.

http://dx.doi.org/10.7554/eLife.04236
http://dx.doi.org/10.1038/nature04733
http://dx.doi.org/10.1186/1752-0509-5-48
http://dx.doi.org/10.1126/science.1257998
http://dx.doi.org/10.1016/j.cell.2014.01.062
http://dx.doi.org/10.1016/j.cell.2008.04.043
http://dx.doi.org/10.1126/science.1239053
http://dx.doi.org/10.1016/0092-8674(88)90144-4
http://dx.doi.org/10.1038/nature11082
http://dx.doi.org/10.1101/gr.5571506
http://dx.doi.org/10.1038/nmeth.2566
http://dx.doi.org/10.1126/science.1141967
http://dx.doi.org/10.1126/science.1073845
http://dx.doi.org/10.1016/j.gde.2012.01.006
http://dx.doi.org/10.1016/j.cell.2012.10.008
http://dx.doi.org/10.1093/nar/gkt067
http://dx.doi.org/10.1016/S0006-3495(83)84330-6
http://dx.doi.org/10.1016/S0959-437X(02)00284-8
http://dx.doi.org/10.1038/nmeth.3256
http://dx.doi.org/10.1042/BST0370343
http://dx.doi.org/10.7554/eLife.02230
http://dx.doi.org/10.1038/nmeth.1237
http://dx.doi.org/10.1038/ncomms2657
http://dx.doi.org/10.1083/jcb.153.7.1341
http://dx.doi.org/10.1016/j.cell.2013.10.033
http://dx.doi.org/10.1038/nmeth.1923
http://dx.doi.org/10.1016/j.cell.2014.02.009


Biophysics and structural biology | Genes and chromosomes

Liu et al. eLife 2014;3:e04236. DOI: 10.7554/eLife.04236 29 of 29

Research article

Levine M, Tjian R. 2003. Transcription regulation and animal diversity. Nature 424:147–151. doi: 10.1038/
nature01763.

Lieberman-Aiden E, van Berkum NL, Williams L, Imakaev M, Ragoczy T, Telling A, Amit I, Lajoie BR, Sabo PJ, 
Dorschner MO, Sandstrom R, Bernstein B, Bender MA, Groudine M, Gnirke A, Stamatoyannopoulos J, Mirny LA, 
Lander ES, Dekker J. 2009. Comprehensive mapping of long-range interactions reveals folding principles of  
the human genome. Science 326:289–293. doi: 10.1126/science.1181369.

Mastrangelo IA, Courey AJ, Wall JS, Jackson SP, Hough PV. 1991. DNA looping and Sp1 multimer links: a 
mechanism for transcriptional synergism and enhancement. Proceedings of the National Academy of Sciences 
of USA 88:5670–5674. doi: 10.1073/pnas.88.13.5670.

Mazza D, Abernathy A, Golob N, Morisaki T, McNally JG. 2012. A benchmark for chromatin binding measure-
ments in live cells. Nucleic Acids Research 40:e119. doi: 10.1093/nar/gks701.

Mueller F, Senecal A, Tantale K, Marie-Nelly H, Ly N, Collin O, Basyuk E, Bertrand E, Darzacq X, Zimmer C. 2013. 
FISH-quant: automatic counting of transcripts in 3D FISH images. Nature Methods 10:277–278. doi: 10.1038/
nmeth.2406.

O'Sullivan JM, Hendy MD, Pichugina T, Wake GC, Langowski J. 2013. The statistical-mechanics of chromosome 
conformation capture. Nucleus 4:390–398. doi: 10.4161/nucl.26513.

Peebles PJE. 1973. Statistical-analysis of catalogs of extragalactic objects .1. theory. The Astrophysical Journal 
185:413–440. doi: 10.1086/152431.

Peebles PJE, Hauser MG. 1974. Statistical-analysis of catalogs of extragalactic objects .3. shane-wirtanen and 
zwicky catalogs. The Astrophysical Journal. Supplement Series 28:19–36. doi: 10.1086/190308.

Rhee HS, Pugh BF. 2011. Comprehensive genome-wide protein-DNA interactions detected at single-nucleotide 
resolution. Cell 147:1408–1419. doi: 10.1016/j.cell.2011.11.013.

Rieger B, Stallinga S. 2014. The lateral and axial localization uncertainty in super-resolution light microscopy. 
Chemphyschem 15:664–670. doi: 10.1002/cphc.201300711.

Robert C, Casella G. 2005. Monte Carlo Statistical Methods. Springer. pp. 649.
Schwartz JC, Wang X, Podell ER, Cech TR. 2013. RNA seeds higher-order assembly of FUS protein. Cell Reports 

5:918–925. doi: 10.1016/j.celrep.2013.11.017.
Sengupta P, Jovanovic-Talisman T, Skoko D, Renz M, Veatch SL, Lippincott-Schwartz J. 2011. Probing protein 

heterogeneity in the plasma membrane using PALM and pair correlation analysis. Nature Methods 8:969–975. 
doi: 10.1038/nmeth.1704.

Sergé A, Bertaux N, Rigneault H, Marguet D. 2008. Dynamic multiple-target tracing to probe spatiotemporal 
cartography of cell membranes. Nature Methods 5:687–694. doi: 10.1038/nmeth.1233.

Su W, Jackson S, Tjian R, Echols H. 1991. DNA looping between sites for transcriptional activation: self-association 
of DNA-bound Sp1. Genes & Development 5:820–826. doi: 10.1101/gad.5.5.820.

Tarantino N, Tinevez JY, Crowell EF, Boisson B, Henriques R, Mhlanga M, Agou F, Israël A, Laplantine E. 2014. 
TNF and IL-1 exhibit distinct ubiquitin requirements for inducing NEMO-IKK supramolecular structures. The 
Journal of Cell Biology 204:231–245. doi: 10.1083/jcb.201307172.

Tark-Dame M, van Driel R, Heermann DW. 2011. Chromatin folding–from biology to polymer models and back. 
Journal of Cell Science 124:839–845. doi: 10.1242/jcs.077628.

van de Werken HJ, Landan G, Holwerda SJ, Hoichman M, Klous P, Chachik R, Splinter E, Valdes-Quezada C, 
Oz Y, Bouwman BA, Verstegen MJ, de Wit E, Tanay A, de Laat W. 2012. Robust 4C-seq data analysis to screen 
for regulatory DNA interactions. Nature Methods 9:969–972. doi: 10.1038/nmeth.2173.

Veatch SL, Machta BB, Shelby SA, Chiang EN, Holowka DA, Baird BA. 2012. Correlation functions quantify 
super-resolution images and estimate apparent clustering due to over-counting. PLOS ONE 7:e31457.  
doi: 10.1371/journal.pone.0031457.

Whyte WA, Orlando DA, Hnisz D, Abraham BJ, Lin CY, Kagey MH, Rahl PB, Lee TI, Young RA. 2013. Master 
transcription factors and mediator establish super-enhancers at key cell identity genes. Cell 153:307–319.  
doi: 10.1016/j.cell.2013.03.035.

Williams MC, Maher LJ. 2011. Biophysics of DNA-protein interactions. Springer.
Young IT, Verbeek PW, Mayall BH. 1986. Characterization of chromatin distribution in cell nuclei. Cytometry 

7:467–474. doi: 10.1002/cyto.990070513.
Zhao ZW, Roy R, Gebhardt JC, Suter DM, Chapman AR, Xie XS. 2014. Spatial organization of RNA polymerase II 

inside a mammalian cell nucleus revealed by reflected light-sheet superresolution microscopy. Proceedings of 
the National Academy of Sciences of USA 111:681–686. doi: 10.1073/pnas.1318496111.

http://dx.doi.org/10.7554/eLife.04236
http://dx.doi.org/10.1038/nature01763
http://dx.doi.org/10.1038/nature01763
http://dx.doi.org/10.1126/science.1181369
http://dx.doi.org/10.1073/pnas.88.13.5670
http://dx.doi.org/10.1093/nar/gks701
http://dx.doi.org/10.1038/nmeth.2406
http://dx.doi.org/10.1038/nmeth.2406
http://dx.doi.org/10.4161/nucl.26513
http://dx.doi.org/10.1086/152431
http://dx.doi.org/10.1086/190308
http://dx.doi.org/10.1016/j.cell.2011.11.013
http://dx.doi.org/10.1002/cphc.201300711
http://dx.doi.org/10.1016/j.celrep.2013.11.017
http://dx.doi.org/10.1038/nmeth.1704
http://dx.doi.org/10.1038/nmeth.1233
http://dx.doi.org/10.1101/gad.5.5.820
http://dx.doi.org/10.1083/jcb.201307172
http://dx.doi.org/10.1242/jcs.077628
http://dx.doi.org/10.1038/nmeth.2173
http://dx.doi.org/10.1371/journal.pone.0031457
http://dx.doi.org/10.1016/j.cell.2013.03.035
http://dx.doi.org/10.1002/cyto.990070513
http://dx.doi.org/10.1073/pnas.1318496111

