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A B S T R A C T   

The novel Coronavirus (COVID-19) disease has disrupted human life worldwide and put the entire planet on 
standby. A resurgence of coronavirus infections has been confirmed in most countries, resulting in a second wave 
of the deadly virus. The infectious virus has symptoms ranging from an itchy throat to Pneumonia, resulting in 
the loss of thousands of human lives while globally infecting millions. Detecting the presence of COVID-19 as 
early as possible is critical, as it helps prevent further spread of disease and helps isolate and provide treatment to 
the infected patients. Recent radiological imaging findings confirm that lung X-ray and CT scans provide an 
excellent indication of the progression of COVID-19 infection in acute symptomatic carriers. This investigation 
aims to rapidly detect COVID-19 progression and non-COVID Pneumonia from lung X-ray images of heavily 
symptomatic patients. A novel and highly efficient COVID-DeepNet model is presented for the accurate and rapid 
prediction of COVID-19 infection using state-of-the-art Artificial Intelligence techniques. The proposed model 
provides a multi-class classification of lung X-ray images into COVID-19, non-COVID Pneumonia, and normal 
(healthy). The proposed systems’ performance is assessed based on the evaluation metrics such as accuracy, 
sensitivity, precision, and f1 score. The current research employed a dataset size of 7500 X-ray samples. The high 
recognition accuracy of 99.67% was observed for the proposed COVID-DeepNet model, and it complies with the 
most recent state-of-the-art. The proposed COVID-DeepNet model is highly efficient and accurate, and it can 
assist radiologists and doctors in the early clinical diagnosis of COVID-19 infection for symptomatic patients.   

1. Introduction 

The COVID-19 pandemic, caused by the micro-organism ‘SARS-CoV- 
2’, has profoundly impacted every nation’s social and economic struc
tures and disrupted all humans’ daily lives [1–5]. A single-stranded RNA 
virus (COVID-19) is currently the leading cause of death in the vast 
majority of countries across the globe [6]. The second wave of the 
deadly disease has wrought havoc on many major cities (Texas, Cali
fornia, Belgium, Delhi, Mumbai, etc.) worldwide. Hospitals and cre
matoriums are at capacity, so funerals are being held in parking lots. 
However, the pandemic has now engulfed many smaller cities, towns, 
and villages, with the resulting devastation largely unreported. Fig. 1 
shows the updated and region-by-region data on confirmed cases of 
COVID-19 reported by WHO [7]. Scientists, engineers, doctors, and 
policymakers have widely researched the implications, and conse
quences of COVID-19 infection and the subsequent preventive measures 

[8–11]. Numerous efforts are exercised in various domains to obtain the 
best treatment practices and investigate the short-term and long-term 
consequences of the COVID-19 infection on human beings and the 
environment [4,10]. 

This deadly disease is difficult to diagnose and treat due to its rapid 
spread and mutation effects, further complicating matters. Reports 
reveal that approximately 80% of patients recover without significant 
complications from the disease, and COVID-19 can spread through silent 
carriers. They express little or no symptoms of the disease. However, one 
out of every six infected individuals is reported to suffer from critical 
illness and breathing ailments [12,13]. In severe cases, the infection has 
led to severe Pneumonia and other complications required to be treated 
at well-equipped treatment facilities. In terms of symptoms, age profile, 
and geographic spread, the second wave of the Covid-19 pandemic has a 
few minor but distinguishing characteristics. Various methods such as 
Swab test, Nasal aspirate, Tracheal aspiration, Sputum test, and Blood 
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test are used to detect the coronavirus’s presence [1,2,12]. General 
laboratory findings revealed decreased lymphocyte count and increased 
C-reactive protein (CRP) level in test samples. At present, polymerize 
chain reaction (PCR), and antibody testing are widely used for testing 
COVID-19 suspects by various healthcare facilities across the globe. The 
PCR test is particular but has a lower sensitivity of 65–95%, indicating 
that the test gives false-negative results [14]. Another issue related to 
the PCR test is the time it takes, usually more than 24 h. Moreover, 
antibody tests can also result in false-positive results [14]. 

Detection of the COVID-19 infection is vital as it allows governments 
and health care facilities to adopt appropriate measures to isolate the 
infected person, thereby preventing further spread of the disease and 
assists in the diagnosis, treatment, and management of the patients 
effectively [1,2,15]. A variety of studies have reported COVID-19 
detection from a smaller set of original X-ray images. However, its 
impact on an extensive database has not been thoroughly investigated. 
This paper proposes a novel, highly accurate, and efficient AI deep 
learning model for the rapid and non-invasive detection of COVID-19 for 
acutely symptomatic patients whose pathology infection can be 
screened using X-ray images. A total of 7500 X-ray samples were used in 
the current study. COVID-19 detection through X-ray imaging is 
cost-effective and poses minimal radiation risks to human health 
compared to CT imaging [16,17]. Thus the reported method can be used 
as an alternative solution for detecting COVID-19. 

The rapid growth of COVID-19 has increased the need for the 
development of automated AI-based detection systems for managing the 
pandemic and its implications [3,18,19]. Recent studies reveal that Deep 
Neural Networks enhance the efficiency of imaging-based classifications 
in various medical diagnoses [18,20–22]. It has been successfully 
employed in many clinical applications such as brain disease classifi
cation, breast cancer identification, diabetic retinopathy, skin cancer 
classification, lung segmentation, fundus image segmentation, identifi
cation of Arrhythmias, and Pneumonia [18,20,23,24]. Deep learning 
(DL) is a subset of machine learning algorithms that focus on direct 
learning from various data representations. It denotes the machine 
learning methods that use complex computational layers, stacked one 
after the other [25]. DL systems allow the designing of an end-to-end 
model to attain superior performance without the need for the feature 
extraction procedure [11,25]. 

The presented method proposes a highly accurate and efficient deep 
learning model that can be used for the faster screening of COVID-19. 
The proposed COVID-DeepNet model was trained with 6000 lung X- 
ray images, and it classifies lung X-ray images into COVID-19, non- 
COVID Pneumonia, and normal. For each category, 2500 lung X-ray 
image samples were considered. About 80% of the X-ray images were 
used for training and validation, and the remaining 20% images were 

used for testing purposes. The methods proposed in this study are highly 
efficient and accurate when compared to previously used approaches. 
The proposed COVID-DeepNet model provided a classification accuracy 
of 99.67%. Accuracy, sensitivity, precision, and f1 score evaluations of 
the proposed deep learning model demonstrated that the method could 
be implemented effectively for the rapid diagnosis of COVID-19 and 
non-COVID Pneumonia. The presented technique could be applied in 
combination with the antibody test for the faster screening of COVID-19. 
Consequently, by employing the proposed method, we could overcome 
the delay involved in the PCR testing. Hence, it can serve as an alter
native solution for the rapid detection of COVID-19 for acutely symp
tomatic patients. Additionally, the AI solutions presented here would be 
beneficial for radiologists if the COVID-19 test kits are not available or 
inefficient, or if false negatives are critical, or if the expense in testing is 
not viable, or if extended time is a requirement for procuring the test 
results. 

1.1. Organization of the paper 

The remainder of the paper is organized as follows. The following 
section provides a brief overview of the relevant works with COVID-19 
detection from lung X-rays. Section 3 provides the motivation behind 
and the implementation details of the proposed COVID-DeepNet model. 
The results of the experiments are detailed in Section 4 along with the 
database and experimental setup. The paper ends with a conclusion in 
Section 5. 

2. Related work 

Recent research in radio diagnostics has shown that the inflamma
tion of the alveoli can be identified using an X-ray scan of the lungs [20]. 
Analysis by Chan et al. depicted deviations in pulmonary X-ray images 
even before the onset of COVID-19 symptoms [27]. This study indicated 
the significance of lung radiography in the early diagnosis of COVID-19 
with adequate sensitivity in detecting GGO (ground-glass opacity), the 
first sign of COVID-19 [1,2,4,12–14,18,28,29]. The GGO on a lung X-ray 
is so perceived due to the-frosted-glass-on-a-shower-door-like appear
ance. The presence of GGO means that some portion of the lungs appear 
as a hazy shade of grey (as alveoli start filling with fluid instead of air), 
but not hazy enough to obscure the underlying pulmonary vessels or 
bronchial walls [14,28–30]. In severe cases of infections, instead of a 
‘ground-glass’ appearance, solid white consolidations tend to be 
observed. Consolidations in the lungs occur when air spaces are filled 
with fluid. More fluid accumulation in the alveoli and the hazy lung 
opacity increases and becomes dense enough to obscure the underlying 
pulmonary vessels or bronchial walls [28]. 

Fig. 1. COVID-19 confirmed cases globally (from December 2019 to March 2021) [7].  
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Consolidation in the lungs is observed in the peripheral, lower, and 
bilaterally symmetric lung regions during the starting stage. Gradually 
the swelling of the interstitial space along the walls of the lung lobule 
makes the walls thicker and results in a crazy-paving pattern (white lines 
against the GGO) to appear in the lung CT. Pleural and pericardial 
effusion (fluid collection), lymphadenopathies (large lymph nodes), 
subpleural spacing, and lung cavities are not observed in most COVID-19 
lung radiographs [1,2,4,10,11,28,29,31]. Fig. 2 shows a comparison of 
the X-ray image of a healthy person with those infected with non-COVID 
Pneumonia and COVID-19. Table 1 illustrates the common non-COVID 
Pneumonia and COVID-19 features observed in lung X-ray/CT images 
[11,26]. According to recent research findings, combining clinical X-ray 
analysis with laboratory results may help in the faster and efficient 
diagnosis of COVID-19 [1,2,4,11,29]. 

A plethora of studies has been performed to investigate automated 
lung X-ray imaging to distinguish patients with Pneumonia and COVID- 
19 using the deep learning method. Research by Ozturk et al. [11] 
presented a model that detects COVID-19 infection from raw lung X-ray 
imagery. This model was developed for both binary and multi-class 
settings. For the multi-class case with COVID-19, Pneumonia, and 
normal, an accuracy of 87.02% was reported. In [20], the authors made 
a comparative analysis on the use of MobileNet v2, Resnet50, Inception 
v3, Inception-ResNet-v2, DenseNet201, VGG16, and VGG19 for the 
three-class classification of COVID-19, Pneumonia, and normal cases 
from the X-ray images. Their Inception-ResNet-v2 and Densnet201 
models provided a classification accuracy of 92.18% and 88.09%, 
respectively. Wang et al. reported a COVID-Net model for the classifi
cation of X-ray images of COVID-19(+), COVID-19(-), Pneumonia, and 
normal (healthy) individuals [32]. This research considered 
358-COVID-19, 5526-non COVID Pneumonia, and 8066-normal X-ray 

images for performing three-class classification and reported an accu
racy of 93.33% for their proposed model. 

For the two and three class classification cases, Rubina et al. [33] 
proposed CNNs models. They created a new CNN model for detecting 
COVID-19 automatically with a reported accuracy of 93.75%. In [34], 
the authors proposed a Densenet-121 model for detecting COVID-19. 
They employed a transfer learning technique using CheXNet model 
trained on a dataset of 420 images. The authors employed two-class and 
three-class classifications to evaluate the model’s robustness, achieving 
96.49% and 93.71% accuracy, respectively. In [35], the authors pro
posed an E-DiCoNet for classifying the chest X-ray images into 
COVID-19, normal, and Pneumonia. They achieved an accuracy of 
94.07% with their model for a sample size of 900 each. Makris et al. used 
nine well-known CNNs to classify X-Ray images into COVID-19, Pneu
monia, and normal [36]. Their findings suggested that CNN’s can detect 
respiratory diseases with high accuracy, though many image samples 
are required for training the network. They reported an overall accuracy 
of 95% for their VGG16 and VGG19 models. Siddhartha et al. proposed a 
COVIDLite model for the screening of COVID-19 X-ray images [37]. 
They claimed that their proposed model is light and ideal for web 
applications. 

Ioannis D. Apostolopoulos et al. reported a three-class classification 
of COVID-19, Pneumonia, and normal lung X-ray images using transfer 
learning of Deep CNN [19]. They claimed a testing accuracy of 93.48% 
with the VGG-19 model. This study was performed on 224 COVID-19, 
700 Pneumonia, and 500 normal X-ray image samples. Sohaib Asif 
et al. [38] proposed a method based on deep convolutional neural net
works (DCNN) for detecting COVID-19. This study’s dataset comprised 
864-COVID-19, 1345- viral Pneumonia, and 1341-normal lung X-ray 
images. The experimental results indicated that the model achieved an 
accuracy of 98%. In [39], the authors proposed a COVIDScreen model 
for the differential diagnosis of COVID-19 using lung X-rays. The re
ported model achieved a prediction accuracy of 98.67% on standard 
datasets. [40] proposed an Xception model using a transfer learning 
approach for the automated diagnosis of COVID-19 and reported an 
accuracy of 99.12%. COVID-19 detection using deep learning models 
such as MobileNetv2 and Squeeze Net was presented in studies con
ducted by Toğaçar et al. [41]. The suggested method provided a pre
diction accuracy of 99.27% for the database of 295-COVID-19, 
98-Pneumonia, and 65-normal X-ray images. 

Previous research reveals that deep learning methods can improve 
computer vision tasks like image recognition. With the state-of-the-art 
artificial intelligence techniques, most approaches recorded a predic
tion accuracy of 90–100% [6]. Furthermore, most of the published 
methods employed X-ray images of limited size, which is not advisable 
for deep learning tasks. Consequently, the efficiency of the reported 
techniques tested on a small dataset cannot be generalized on a 
considerably large dataset. As a result, the current research employed a 
more extensive dataset (7500 Lung X-ray samples), despite the practical 

Fig. 2. X-ray Images: (a) Normal (b) non-COVID Pneumonia (c) COVID-19.  

Table 1 
Non-COVID Pneumonia and COVID-19 features present in lung X-ray/CT images 
[11,26].  

Features Non-COVID Pneumonia COVID-19 

Ground Glass 
Opacity’s 
(GGO) 

Present unilaterally involving 
mostly the central zone of the 
lung 

Present bilaterally involving 
mostly the peripheral zone of 
the lung  

Solid white 
consolidation 

Mainly involves central zone 
of the lung and is unilateral 

Mainly involves peripheral 
and lower zone of the lung 
and are bilaterally symmetric 
during the starting stage  

Crazy paving 
pattern 

White line against GGO is not 
observed 

White line against GGO is 
observed  

In Lung Imaging Pleural effusion, large lymph 
nodes pericardial fluid 
collection and lung cavities 
are observed 

Pleural effusion, large lymph 
nodes pericardial fluid 
collection, subpleural 
spacing, and lung cavities not 
mostly observed  
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difficulties. The proposed method serves as an alternative solution for 
detecting COVID-19 for patients with lung infections that can be 
screened using X-ray images. 

3. Methods 

Deep learning techniques are popular applications employed mainly 
due to data flooding and growing computing power (GPUs) [25]. Deep 
learning-based algorithms differ in various aspects, viz. pre-processing 
steps, network architectures, model hyper-parameters, methods to 
configure and optimize CNN parameters, and strategies to handle 
skewed distribution of data [42]. Deep learning algorithms require 
several epochs of training and validation to achieve optimal perfor
mance [43]. This paper demonstrates the efficacy of a novel, highly 
accurate, and proficient COVID-DeepNet model for detecting COVID-19 
and non-COVID Pneumonia for acutely symptomatic patients. The pro
posed deep learning model distinguishes an X-ray image into COVID-19, 
non-COVID Pneumonia, and normal at an efficient rate. 

3.1. Foundation of the proposed model 

Convolutional Neural Networks (CNNs) are the most popular deep 
learning algorithms with highly successful Artificial Neural Networks 
(ANNs) [42]. CNN’s are widely used in computer vision image analysis 
and pattern recognition (image classification) applications [3,21,22,32, 
38,43,42,44]. The 7-layer CNN LeNet-5 is the foundation of modern 
CNN architecture. These techniques have proved to be efficient in the 
clinical diagnosis of various diseases [45]. All versions of CNN are the 
variants of LeNet-5 architecture. The internal architecture of LeNet-5 
architecture [42] is briefly discussed as follows:  

• Layer1: Convolutional layer with six feature maps or filters of size 
5 × 5 and a stride of 1. In layer1, the image dimension is reduced 
from 32 × 32 × 1 to 28 × 28 × 6.  

• Layer2: Average pooling layer with a filter size 2 × 2 and a stride of 
2. In Layer2, the image dimension is reduced to 14 × 14 × 6.  

• Layer3: Convolutional layer with 16 feature maps of size 5 × 5 and a 
stride of 1. Only 10 out of 16 feature maps are connected to the 6 
feature maps of the previous layer.  

• Layer4: Average pooling layer with filter size 2 × 2 and a stride of 2. 
Layer4 has 16 feature maps, and the output is reduced to 5 × 5 ×16.  

• Layer5: Fully connected convolutional layer with 120 feature maps 
each of size 1 × 1. Each unit in layer5 is connected to all the 400 
nodes (5 × 5 ×16) in the layer4.  

• Layer6: Fully connected layer with 84 units.  
• Layer7: Fully connected softmax output layer with 10 possible values 

corresponding to the digits from 0 to 9. 

3.1.1. Convolution layer 
The proposed AI deep learning architecture consisted of several 

convolution layers for extracting features from the input by applying 
convolution kernels (filters). The initial convolution layers of CNN 
detect the general components such as the edges of an image. More 
abstract features, such as image-specific features, were taken out by the 
latter layers [42]. The output feature value at location (i, j) with kth 
feature map in lth layer is, given by, 

zl
i,j,k = wlT

k xl
i,j + bl

k (1)  

where wl
k is the weight vector and bl

k are bias values of kth filter in lth 
layer. In general, convolution function is defined as, 

zl = hl− 1 ∗ wl (2)  

Where zl: pre-activation output layer l, hl: activation of layer l, W: 

(weights) learnable parameter. 

3.1.2. Activation functions 
The convoluted output was then passed via an activation function. 

Activation functions are small, non-linear modifications that can be 
applied to each neuron’s output before passing on the convoluted value. 
Typical activation functions are sigmoid, tanh, ReLU (Rectified Linear 
Unit), Leaku ReLU, ELU (Exponential Linear Unit), and softmax [42,43]. 
The same activation function was applied to every neuron in a given 
layer. The activation function f when applied to the convolved feature 
zl

i,j,k gives 

al
i,j,k = f(zl

i,j,k) (3)  

Sigmoid activation function is defined as [42] 

σ(zi) =
1

∑k
j=1ezj

(4)  

The tanh activation function on z is defined as [42] 

f (z) = A tanh(Sz) (5)  

where A is amplitude and S is slope of the function. 
ReLU activation function is defined as [43] 

ReLU(zi) = max(0, zi) (6)  

Softmax activation function is defined as [43] 

softmax(zi) =
ezi

∑k
j=1ezj

(7)  

3.1.3. Pooling layer 
Each convolution layer was followed by a sub-sampling layer to 

down-sample the dimension of the feature maps by 2 [43]. Sub-sampling 
layers were 2 × 2 pooling layers. The used pooling methods were 
average pooling and max pooling [42]; a pooling later enabled adjust
ment of the size of the data that flows through the network [25]. This 
technique is often used to reduce the size of an image to speed up the 
processing. The average pooling function is defined as [42], 

hl
x,y =

1
hw

∑h,w

i,j=1
hl− 1

x+i,y+j (8)  

The max pooling function is defined as [42], 

hl
x,y =

∑h,w

i,j=1
hl− 1

x+i,y+j (9)  

3.1.4. Fully connected layer 
In a fully connected (FC) layer, a group of neurons receives input 

from each preceding neuronal layer. They are also known as a dense 
layer or FC and are designed with different deep learning methods. Nets 
such as multi-layer perceptrons (MLPs) or fully connected nets contain a 
stack of dense layers [25,42]. 

3.1.5. Loss function 
Loss functions help to optimize CNN’s parameters. The loss function 

here represents the difference between the actual output value and the 
CNN’s predicted value. This value is required to train weights and 
network bias. Cross entropy is a measure of matching the distribution of 
predictions and the actual distribution. When considering multiple 
output labels, categorical cross-entropy defined as follows were used, 
and each input was assigned to just one label [42]. 
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J = −
1
N

∑n

i=1

∑M

j=1
zi,jlog(ẑi,j) (10)  

Where N is the number of elements for the training set, and M is the 
number of categories (class), z is target output and ẑ is the output of 
CNN. 

3.1.6. Optimization algorithms 
Optimization of algorithms allows the neural networks to train 

faster. Error (loss) J is a function of the model’s internal parameters, i.e., 
weights and bias. The back-propagation reduces the prediction error in a 
neural network. The network’s weights and bias are adjusted to mini
mize error during back-propagation of errors to a previous stage. The 
gradient descent approach was used along with the differentiable loss 
function [42,46]. Updated weight and bias is given by, 

w(k + 1) = w(k) − η ∗ dw (11)  

b(k + 1) = b(k) − η ∗ db (12)  

dw =
dJ
dw

(13)  

db =
dJ
db

(14)  

where η is learning rate. 

3.1.7. Regularization 
Many neural networks have an issue with over-fitting. As soon as a 

network begins memorizing the training data and is over-fitting, the 
training was stopped. Regularization strategies were used to extend the 
onset of over-fitting. Methods of regularization allowed us to train net
works for a longer duration before they were over-fitted, thus providing 
better efficiency. One such method is called the ‘dropout’ to delay over- 
fitting and is used with the inclusion of a dropout layer in deep networks 
[25]. The dropout layer made no computation but disconnected some of 
the neurons in the previous layer for a temporary period. These 
disconnected neurons were isolated and showed no involvement in any 
calculations or updates. The neurons restored their connections, and 
once the epoch was complete and all the weights were modified. The 
intention behind the dropout was to prevent any of the neurons from 
being over-specialized. In short, the dropout helped to diminish 
over-fitting by spreading out learning across all the neurons [43]. The 
regularization types L1 and L2 operated by introducing related terms in 
the loss function and modifying the weight update rule. These regula
rizations were termed as L1 and L2 norm of weight matrices [43]. 

Cost function = Loss + Regularization term (15)  

L1 regularization: 

Cost function = Loss + λ
∑

|w| (16)  

|w| is absolute value of weights. λ is regularization hyper parameter. 
L2 regularization: 

Cost function = Loss + λ
∑

||w||2 (17)  

where, ||w||2 =
∑

i

∑

j
w2

ij (18) 

An alternative approach of regularization is called ‘batch normali
zation’. This method was applied to adjust the numerical values that 
developed out of a computational layer. The rationale behind batch 
normalization is to normalize the results after a layer of computation is 
formed but before it is passed to the activation unit. The layer that 
performed batch normalization gathered all the values flowing out of a 

computational layer over the transit of a batch [25]. 

BN(zi) = γi ẑi + βi (19)  

ẑi =
zi − E[zi]
̅̅̅̅̅̅̅̅̅̅̅̅̅
Var[zi]

√ (20) 

Here, γ, and β are learnable parameters. 

3.2. Pseudo code of the proposed model 

The block diagram of the proposed methods is depicted in Fig. 3 and 
the pseudo code of the proposed model is detailed below.  

• begin 
–The labelled X-ray image data set was split into train and test; 
–Deep learning model (COVID-DeepNet) was selected; 
–The size of the first layer of the AI model was set to 64 × 64 and 
the last layer to 3; 
–The AI model was trained using the training data set and save 
the best-trained model; 
–Prediction of the X-ray image (test data set) type using the best- 
trained model was performed; 
–The predicted results with the ground truth values were 
compared; 
–The model performance was evaluated and noted;  

• end 

3.3. Proposed COVID-DeepNet model 

In this paper, a highly accurate and efficient COVID-DeepNet model 
is proposed to classify X-ray images into COVID-19, non-COVID Pneu
monia, and normal. The block diagram of the proposed COVID-DeepNet 
model is depicted in Fig. 4, and detailed architecture about various 
hidden layers is described in Table 2. The model was built from scratch, 
training the network rigorously to perform accurate predictions of the 
diseases. The COVID-DeepNet performs conventional feature extraction 
and classification within a unified framework. In the current research, 
the number of hidden layers for the proposed architecture has been 
customized. The proposed COVID-DeepNet architecture is a straight
forward and highly efficient method in predicting diseases with an 
exceptional testing accuracy of 99.67%. In the proposed COVID- 
DeepNet model, the input image size is resized to 64 × 64 in the first 
layer, and at the output, the number of classification types is set to three. 
During the training stage, 50% drop out is implemented in the dense, 

Fig. 3. Block diagram of the proposed AI deep learning method.  
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fully connected layers to avoid overfitting. ReLU and softmax activation 
functions were used in the hidden and output layers, respectively. 

4. Results and discussion 

4.1. Database and experimental set-up 

The proposed work (COVID-DeepNet model) is based on a multi- 
class classification approach for the rapid diagnosis of COVID-19 and 
non-COVID Pneumonia. Python version 3.6.9 was used to build the 
model. This research was carried out using open-source software li
braries such as Tensor-Flow and Keras, which were built on top of 
Tensor-Flow. Google Colab was used as the development environment. 

Lung X-ray images, which are updated continuously from various 
open sources, were employed for the experimentation. The X-ray images 
were considered from the Kaggle, Cohen [47], and Wang et al. [48] data 
sets. The images were labelled by the radiologist as COVID-19 (2500), 
non-COVID Pneumonia (2500), and normal (2500). Twenty percent of 
the COVID 19 X-ray images (500) were augmented using translation, 
flipping, and rotation operations, resulting in a total of 2500 images. To 
prevent network bias, we employed the exact dataset sizes for all three 
classes. The sample X-ray images are shown in Fig. 2. Out of the total 
7500 lung X-ray images considered for the study, 80% (6000) samples 
were used for training, and 20% (1500) were used for testing the pro
posed AI deep learning model. The labelled X-ray images were 
pre-processed, and all the X-ray images with varied sizes were scaled to a 
uniform size of 64 × 64 before the training process. 

The training process in this research included both training and 
validation stages. Hence, the total training samples were further divided 
into two – 90% for model training (5400) and 10% for internal valida
tion (600). A validation test was performed along with the training 
process to check the correctness of the training during the model 
development stage. The training of the proposed COVID-DeepNet model 
was performed batch-wise with a size of 50. The networks were trained 
for 100 epochs. The performance of the proposed multi-class classifi
cation models was evaluated based on accuracy, sensitivity, specificity, 
precision, and f1 score [25,45]. 

4.2. Performance of the proposed model 

Batches containing 50 samples and 100 epochs for training the 
network were considered in the current research. The reported training 
and validation accuracy were estimated to be 94.97% and 95.65%, at 

Fig. 4. Proposed COVID-DeepNet model for COVID-19 detection.  

Table 2 
Proposed COVID-DeepNet model.  

Layer (type) Output shape Parameters 

Conv2d (Conv2D) (None, 62, 62, 32) 896 
Max pooling2d (MaxPooling2D) (None, 31, 31, 32) 0 
Conv2d (Conv2D) (None, 29, 29, 64) 18,496 
Max pooling2d (MaxPooling2D) (None, 14, 14, 64) 0 
conv2d (Conv2D) (None, 12, 12, 128) 73,856 
Max pooling2d (MaxPooling2D) (None, 6, 6, 128) 0 
Flatten (Flatten) (None, 4608) 0 
Dense (Dense) (None, 512) 2,359,808 
dropout (Dropout) (None, 512) 0 
Dense (Dense) (None, 3) 1539 
Total params: 2,454,595   
Trainable params: 2,454,595   
Non-trainable params: 0    

Fig. 5. Training accuracy/loss versus epochs for the proposed COVID-DeepNet.  
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the fifth epoch training, whereas the training and validation loss 

obtained are 0.1323 and 0.1079, respectively. Accuracies and loss dur
ing training and validation in the 50th epoch are (1.0000 and 0.9897) 
and (3.8643 × 10− 6 and 0.0707), respectively. During the 100th epoch, 
the training and validation accuracy were found to be 100% and 
99.55%, whereas the training and validation loss obtained are 
2.6805 × 10− 6 and 0.0632, respectively. In our proposed model, both 
the training and validation performance are comparable. The training 
and validation accuracy improves up to 50 epochs and remains un
changed after that. Since the training and validation accuracies are in 
the same range, there is no over fitting. This is evident from Fig. 5 (a and 
b), and Table 3 [training accuracy and loss versus epoch]. An advantage 
of the proposed design is that the network saves the best-trained model 
out of the 100 training epochs. 

The proposed COVID-DeepNet model was also tested using 20% of 

Table 3 
Accuracy & loss versus epochs for training & validation.  

Epochs Accuracy Loss  

Training Validation Training Validation 

5 0.9497 0.9565 0.1323 0.1079 
10 0.9769 0.9791 0.0597 0.0533 
15 0.9847 0.9739 0.0460 0.0807 
20 0.9982 0.9843 0.0058 0.0491 
25 0.9986 0.9876 0.0026 0.0589 
50 1.0000 0.9897 3.8643 × 10− 6 0.0707 
75 1.0000 0.9913 1.3810 × 10− 6 0.0700 
100 1.0000 0.9955 2.6805 × 10− 6 0.0632  

Fig. 6. X-ray image detection with the proposed COVID-DeepNet model.  
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the total X-ray input samples. The predicted samples against the ground- 
truth images, and confusion matrix with the proposed model are pre
sented in Fig. 6, and Fig. 7 respectively. The average accuracy (0.9967) 
[normalized], sensitivity (0.9965), precision (0.9966), and f1 score 
(0.9966) with the proposed COVID-DeepNet model are depicted in 
Table 4. The time elapsed for training the proposed COVID-DeepNet 
model in Google Colab Platform with GPU was 32 min, and for testing 
it took 1.5 seconds. These results reveal the efficacy of the proposed 
model for the multi-class classification of X-ray images into COVID-19, 
non-COVID Pneumonia, and normal. 

4.3. Significance of the proposed model 

Most studies in literature treated COVID-19 detection either as a two- 
class classification [11,49] or as a three-class classification task [11,20, 
19,32,38,41,50]. The reported method is a three-class classification 
approach for the detection of COVID-19, non-COVID Pneumonia, and 
Normal. The current research compared the performance of the pro
posed COVID-DeepNet model with the relevant and related COVID-19 
detection techniques that used lung X-rays as their image types. Its 
performance is compared with the state-of-the-art techniques in terms of 
accuracy, sensitivity, precision and f1 score. Table 4 shows the perfor
mance metrics of the proposed model, whereas Table 5 depicts the 
comparison of it with the state-of-the-art techniques (performance 
measures are adopted from the literature). The three-class classification 
accuracy of the proposed COVID DeepNet model is 99.67%. According 
to Shoeibi et al.’s review reports, the accuracies of state-of-the-art AI 
deep learning techniques in COVID-19 detection using lung X-rays range 
from 90 to 100 percent [6]. Consequently, the performance of our 
proposed model complies with the most recent state-of-the-art. 

The disadvantage with all the other reported methods was the size of 
the COVID-19 lung X-ray database, which was considered for the 
experimentation. This is quite obvious from Table 5. Another disad
vantage was the size of the input image fed to the deep learning model. 
As the input image size increased, the computational complexity and the 
time requisite for the training were also observed to be growing. 
Compared to all the other authors Sohaib Asif et al. considered X-ray 
images of reasonable sample size (COVID-19[864], Pneumonia[1345], 
and normal[1341]) [38]. However, the dataset they have considered is 
quite unbalanced, which is not desirable for an unbiased classification. 

This research explored a balanced dataset to avoid network bias. For 
the experiment, a database with 2500 X-ray images for COVID-19, non- 
COVID Pneumonia, and normal was constructed with tremendous effort. 
The performance of the proposed COVID-DeepNet model is comparable 
or better (in terms of accuracy, sensitivity, precision, and f1 score) than 
the other related methods in the literature. This result demonstrates that 
the proposed COVID DeepNet model can accurately and precisely 
differentiate COVID-19, non-COVID Pneumonia, and normal X-ray im
ages for symptomatic patients. The advantage of the proposed model is 
its architectural simplicity with fewer Deep layers. The internal archi
tecture depicted in Table 2 demonstrates the proposed model’s archi
tectural simplicity. The computational burden and time for processing 
the Deep networks were remarkably reduced by resizing the X-ray im
ages to an optimal size (64 × 64) without eliminating the relevant fea
tures and compromising the classification accuracy. This feature is a 
great boon while training the network, such as the proposed COVID- 
DeepNet model. The performance comparison demonstrates the effi
cacy of the reported approach for the three-class classification of lung X- 

Fig. 7. Confusion matrix with the proposed models.  

Table 4 
Performance of the proposed COVID-DeepNet model.  

Health condition Accuracy Sensitivity Precision f1 score 

COVID-19 0.9966 0.9965 0.9966 0.9965 
Non-COVID Pneumonia 0.9967 0.9964 0.9965 0.9966 
Normal 0.9968 0.9966 0.9967 0.9967 
Average 0.9967 0.9965 0.9966 0.9966  

Table 5 
Comparison of the proposed method with state-of-the-art techniques.  

No Author Database Method Performance metrics   

[COVID-19, Pneumonia, Normal]  Accuracy Sensitivity Precision f1-score 

1 Tulin Ozturk et al. [11] [125, 500, 500] DarkCovidNet 0.8702 0.8535 0.8996 0.8737 
2 Khalid El Asnaoui et al. [20] [231, 2780, 1583] Densnet201 0.8809 0.8799 0.8852 0.8791 
3 Khalid El Asnaoui et al. [20] [231, 2780, 1583] Inception-ResNet-V2 0.9218 0.9211 0.9238 0.9207 
4 Wang L, Wong A [32] [358, 5538, 8066] COVID-Net 0.9330 0.9333 – 0.9000 
5 Rubina Sarki et al. [33] [296, 3875, 1341] CNN 0.9375 1.0000 – – 
6 Laboni Sarker et al. [34] [140, 140, 140] Densenet-121 0.9400 0.9400 0.9400 0.9400 
7 R. Murugan et al. [35] [900, 900, 900] E-DiCoNet 0.9407 0.9815 0.9815 0.9122 
8 Antonios Makris et al. [36] [112, 112, 112] VGG16 0.9588 0.9560 0.9500 0.9560 
9 Manu Siddhartha et al. [37] [536, 619, 668] COVIDLite 0.9643 0.9600 0.9700 0.9600 
10 Ioannis D. Apostolopoulos et.al. [19] [224, 700, 504] VGG19 0.9678 0.9866 – – 
11 Sohaib Asif et al. [38] [864, 1345, 1341] Inception V3 0.9800 – – – 
12 Rajeev Kumar Singh et al. [39] [1519, 1519, 1519] COVIDScreen 0.9867 – – 0.9866 
13 N. Narayan Das et al. [40] [125, 500, 500] Inception Model 0.9952 0.9912 – 0.9863 
14 Mesut et al. [41] [295, 98, 65] MobileNetV2 SqueezeNet 0.9927 0.9833 0.9889 0.9857 
15 Proposed Method [2500, 2500, 2500] COVID-DeepNet 0.9967 0.9965 0.9966 0.9966  
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ray images into COVID-19, non-COVID Pneumonia, and normal using a 
reasonable dataset size. 

4.4. Limitations and future work 

Data accessibility and fixing of AI deep learning architecture are two 
significant challenges that we faced in the automatic detection of 
COVID-19. The proposed model’s limitations are due to the dataset’s 
limitations. Due to the scarcity of high-quality COVID-19 public images, 
the current research considered only a modest data set size (2500 for 
each disease). The number of layers and nodes and the number of pa
rameters in different layers can be optimized in the future. The selection 
of the learning rate, number of epochs, and regularisation intensity, the 
structuring and optimization of the network layers and nodes all require 
skill and expertise. More robust models can be developed in the future 
by combining data from multiple sources. Chest X-rays can also be used 
to examine the detection of mutated COVID-19 viral infection. We have 
only trained the model for three classes so far, but incorporating more, 
such as ARDS (acute respiratory distress syndrome), DERS (difficulties 
in emotion regulation), SARS bacterial and viral pneumonia, would 
make it even more robust. Our COVID DeepNet model only considered 
infection in the lungs for COVID-19 screening, which can only be used 
for symptomatic patients. Other influential symptoms can be validated 
using a suitable model and combined with the existing model to achieve 
a more precise result. 

5. Conclusions 

In this paper, a novel, highly efficient, and accurate COVID-DeepNet 
model is proposed to detect COVID-19 from the lung X-ray images of 
acutely symptomatic patients. The reported model is robust, and it ex
ecutes a multi-class classification of X-ray images into COVID-19, non- 
COVID Pneumonia, and normal with a superior classification accuracy 
of 99.67%. The performance of the proposed model was evaluated in 
terms of accuracy, sensitivity, precision, and f1 score using a sample size 
of 7500 lung X-ray images, out of which only 80% were used in the 
training process. The proposed model exhibited impressive multi-class 
classification accuracy of X-ray images compared to state-of-the-art 
methods for the given sample size. The suggested system is equipped 
to assist radiologists in the rapid COVID-19 diagnosis and differentiate it 
from non-COVID Pneumonia. Hence, this research has substantial clin
ical significance as it improves the rapid identification and pre-screening 
of the existence of COVID-19 infection before the results of the RT-PCR 
test are made available. Furthermore, the financial burden incurred in 
the cost of diagnosis of the deadly disease can be reduced drastically. 
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