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A B S T R A C T   

Early cancer detection and treatment depend on the discovery of specific genes that cause cancer. 
The classification of genetic mutations was initially done manually. However, this process relies 
on pathologists and can be a time-consuming task. Therefore, to improve the precision of clinical 
interpretation, researchers have developed computational algorithms that leverage next- 
generation sequencing technologies for automated mutation analysis. This paper utilized four 
deep learning classification models with training collections of biomedical texts. These models 
comprise bidirectional encoder representations from transformers for Biomedical text mining 
(BioBERT), a specialized language model implemented for biological contexts. Impressive results 
in multiple tasks, including text classification, language inference, and question answering, can be 
obtained by simply adding an extra layer to the BioBERT model. Moreover, bidirectional encoder 
representations from transformers (BERT), long short-term memory (LSTM), and bidirectional 
LSTM (BiLSTM) have been leveraged to produce very good results in categorizing genetic mu-
tations based on textual evidence. The dataset used in the work was created by Memorial Sloan 
Kettering Cancer Center (MSKCC), which contains several mutations. Furthermore, this dataset 
poses a major classification challenge in the Kaggle research prediction competitions. In carrying 
out the work, three challenges were identified: enormous text length, biased representation of the 
data, and repeated data instances. Based on the commonly used evaluation metrics, the experi-
mental results show that the BioBERT model outperforms other models with an F1 score of 0.87 
and 0.850 MCC, which can be considered as improved performance compared to similar results in 
the literature that have an F1 score of 0.70 achieved with the BERT model.   

1. Introduction 

A gene mutation can be defined as a change in the normal sequence of deoxyribonucleic acid (DNA) that makes up a gene. This 
change is different from the DNA sequence that is common in most people [1,2]. Gene mutations can vary in size and have a significant 
impact on multiple DNA components, potentially involving a large stretch of chromosomes that includes multiple genes [3]. Tumors 
are typically heterogeneous, and their genomic profiles typically contain different types of genetic mutations [4–6]. These mutations 
can be caused by errors in DNA replication during cell division or by environmental influences and radiation [7,8]. Consequently, these 
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defective patterns can have a significant impact in the development of serious diseases such as cancer [9–12]. The identification and 
analysis of cancer-causing genes is crucial in the field of clinical trials [13]. Currently, physicians have to manually evaluate and 
categorize individual mutated genes by analyzing the information contained in the clinical literature in text format [14,15]. However, 
although the manual process of interpreting genomics for gene classification is critical to saving lives [16,17], it is challenging as it is 
both time-consuming and subjective. Furthermore, successful cancer treatment depends largely on the discovery of mutated genes 
[18]. To address this problem, Memorial Sloan Kettering Cancer Center (MSKCC) has created a repository of precise oncology in-
formation based on multiple mutations carefully captured by leading scientists and physicians [19]. Some researchers achieved good 
results by analyzing textual evidence using Natural Language Processing (NLP) approaches integrated with pre-trained models and 
deep learning (DL) methods [20,21]. Consequently, this study attempts to use DL-based models to categorize gene mutations based on 
textual evidence, which will increase the effectiveness and speed of cancer tumor diagnosis compared to manual techniques. Although 
traditional statistical machine learning (ML) models may outperform manual approaches in text categorization, they still require 
human efforts for feature extraction, resulting in increased labor costs and challenges in obtaining effective features [22,23]. In this 
context, previous literature results show that DL methods outperform traditional statistical machine-learning techniques. Moreover, 
using these methods circumvents the challenges of labor-intensive manual feature engineering and potentially reduces the costs 
associated with implementation [24]. The emergence of novel technologies in the medical field has facilitated the accumulation of a 
significant amount of data on cancer, thereby promoting advances in medical research. Medical researchers have pointed out that 
predicting cancer outcomes is one of the most difficult and important challenges. Various efforts have been made in this research area 
based on the MSKCC dataset. In 2018, Gangmin et al. used Term Frequency-Inverse Document Frequency (TF-IDF) for feature 
extraction with two different classification models: XGBoost and support vector machine (SVM). The results presented in the paper 
showed that XGBoost outperformed SVM. In addition, the use of confusion metrics proved that XGBoost have advanced prediction 
ability [25]. In 2019, Jingwen Xu et al. utilized various neural network-based structures for classifying gene mutations. In this work, a 
parallel hybrid CNN-BiGRU neural network was presented, which demonstrated superior performance compared to standard classi-
fiers based on neural network models [26]. In 2020, Samruddhi Mhatre et al. exploited various machine learning methods, including 
K-Nearest Neighbors, Naive Bayes, Random Forest (RF) Classifier, Logistic Regression (LR), Linear Support Vector Machine, and 
Stacking Model, to categorize genetic variations using an expert-annotated knowledge base. TF-IDF, a hot encoding and label encoding 
technique, was used for feature preprocessing. The KNN algorithm achieved the lowest log loss value, however logistic regression (with 
adjustment) was chosen as the best model because KNN produced an overfitted value [27]. 

In 2020, Yuhan Su et al. exploited BERT to categorize genetic mutations by analyzing textual evidence from an annotated database. 
The BERT model’s ability to classify complex clinical text has been improved. Among the three BERT-based models, the BERT plus 
abstract shortness method was found to be superior as a standalone prototype, achieving an F1 score of 0.705 [8]. In 2021 Meenu 
Gupta et al. recommended various classifiers to categorize genetic mutations based on medical evidence. CountVectorizer, TF-IDF 
Vectorizer, and Word2Vec were utilized as text transformers. The efficiency of the proposed approach was evaluated using 
different ML classification models, namely LR, RF, an Extreme Gradient Boosting (XGB) classifier, and a Recurrent Neural Network 
(RNN). Empirical results showed that the RNN using the Word2Vec text transformation model achieved the highest accuracy that 
reached 71 % [28]. In 2023, Sanad Aburass and colleagues created a hybrid ensemble model that combines LSTM, BiLSTM, CNN, GRU, 
and GloVe embeddings. This model was intended to handle the task of classifying gene mutations in cancer using Kaggle’s Personalized 
Medicine dataset and it achieved an F1-score of 0.831 [29]. 

Despite the notable progress in genetic mutation classification, a substantial gap exists in the current literature. The complexity and 
heterogeneity of tumors, coupled with the diverse nature of genetic alterations, pose significant challenges in accurately categorizing 
gene mutations. While previous studies have made commendable efforts to utilize various machine learning and deep learning 
techniques, there remains a need for further improvement in accuracy. The existing approaches, including TF-IDF, XGBoost, CNN- 
BiGRU, and BERT-based models, have showcased varying degrees of success. However, the quest for enhanced accuracy and effi-
ciency persists. Therefore, this study aims to bridge the existing gap by employing BioBERT and other deep learning models to elevate 
the precision and speed of cancer tumor diagnosis. The goal is to surpass the limitations of labor-intensive manual processes and 
achieve a more robust and reliable classification of genetic mutations. 

The proposed work presented significant contributions to the field of gene mutation classification, addressing key challenges, and 
advancing the state-of-the-art techniques in several aspects. Firstly, the utilization of BioBERT represents a novel approach to clas-
sifying genetic mutations. By applying BioBERT to the categorization of gene mutations, this study explores the potential benefits of 
leveraging specialized language models in the biomedical domain. Secondly, the work focuses on enhancing the accuracy of classi-
fication models for gene mutations. Through the utilization of deep learning-based approaches, specifically BioBERT, the precision and 
reliability of automated mutation analysis were improved. This contributes to the ongoing efforts to develop more effective and 
efficient methods for gene mutation categorization, addressing the limitations associated with manual interpretation and classifica-
tion. Thirdly, the comparative analysis between BERT, BioBERT as well as LSTM and BiLSTM provides insights into the capabilities of 
BioBERT specifically in the context of biomedical data classification. By highlighting the advantages of BioBERT over BERT, the study 
contributes valuable information for researchers and practitioners seeking optimal models for genetic mutation analysis. This com-
parison addresses a gap in the literature, providing a nuanced understanding of the performance variations between these widely used 
language models. The subsequent sections of this article are structured in the following manner: Section 2 presents the contextual 
background about the used algorithms within this study. Section 3 illustrates the materials and methods used in the study as well as the 
results achieved. The article’s conclusion is depicted in Section 4. 

E.A. Elsamahy et al.                                                                                                                                                                                                   



Heliyon 10 (2024) e32279

3

2. Background 

This section provides a comprehensive overview of the necessary background information on the used techniques. Let’s start by 
exploring transformers [30], which are an integral part of BERT and BioBERT [39]. Next, an examination of BERT and BioBERT is 
discussed as they serve as a fundamental part of our methodology. Next, word embedding techniques such as word2vec, one hot 
encoding, TF-IDF and Glove are introduced, which are necessary steps before using the LSTM and BiLSTM classifiers. It is worth noting 
that BERT and BioBERT contain embedded word embedding techniques. 

2.1. Transformers 

The transformer [30] is a Neural Network (NN) construction originally designed for translation tasks, as shown in Fig. 1. There are 6 
blocks present in both the encoder and the decoder, each of which comprises double coatings. The early coating is a multi-skull care 
coating, though the additional is a completely linked coating. To ensure a smooth flow of information, residual connections are 
employed, connecting the involvement of a coating to its production. Additionally, a coating norm is applied afterward respectively to 
normalize the data. The attention layer assigns three vectors to each word: a value (v), a query (q), and a key (k). The extent of de-
pendency concerning an agreed word (ws) and a goal word (wt) is measured via taking the dot product of the word’s query (qws) and the 
goal word’s key (kwt). Thus, the word is signified by captivating a biased regular of the values of the goal words using (qws, kwt) as the 
respective weights. For normalization, the influences are additionally accustomed through a softmax function to ensure that they sum 
up to one before the weighted average is computed. To simplify the notation, the solutions of the goal words are organized in matrix 
(K), enquiries in matrix (Q), and the values of the target words in concatenated matrix (V). The final output of the layer is then 
determined using Equation (1). 

Attention (Q,K,V)= softmax

((
QkT

)

̅̅̅̅̅
dk

√

)

V (1)  

where (dk) represents the dimensionality of the vector (k). 
In the computation of attention-based word representation presented above, one can observe that the positional information of 

words in the target sequence is lost due to the weighted average across targeted words. To address this issue, a solution is to augment 

Fig. 1. Transformer architecture [30].  
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each word representation with a vector that encodes its position (n), known as positional encoding (PE). The PE vector is derived by 
means of Equation (2). 

PE(pos,k) =

{

sin sin

(
pos

10
4k
d k

)

, if k is even, cos cos

(
pos

10
4k
d k

)

, if k is odd, (2)  

where (k) is the variable representing the guide of the calculated rate for the positional vector, whereas (pos) signifies the location of 
the expression. 

2.2. BERT/BioBERT 

BERT is an acronym for Bidirectional Encoder Representations from Transformers. Its purpose is to perform pre-training on un-
labeled text and create rich bidirectional understanding by considering both previous and subsequent contexts. Consequently, adding 
just one more output layer to the BERT model enables the creation of state-of-the-art models for a wide range of natural language 
processing tasks. On the other hand, BERT’s pre-training includes a significant amount of unlabeled text, which includes the entire 
Wikipedia and book corpus words. BioBERT is a specialized language representation model developed for the field of biomedical text 
mining [31]. Thanks to the pre-training of large biomedical corpora, it outperforms the BERT model in several tasks related to the 
analysis of biomedical texts. Pre-training BERT on such corpora improves its ability to capture complex biomedical content, as shown 
in Fig. 2(a). By leveraging BioBERT’s contextual embeddings and semantic representations, researchers and practitioners can extract 
meaningful insights from biomedical text data as shown in Fig. 2(b), accelerate biomedical research, and ultimately contribute to 
advancements in healthcare and life sciences. 

2.3. LSTM/BiLSTM 

The Long Short-Term Memory (LSTM) model has gained wide acceptance in the NLP field due to its exceptional ability to acquire 
knowledge from sequential inputs [32]. The LSTM architecture effectively minimizes the challenge of gradient vanishing and ex-
ploding that is common with traditional recurrent neural networks (RNNs). This is achieved by using memory blocks with gates instead 
of hidden vectors, allowing long-term memory to be maintained. The mechanism used in LSTM networks consists of three different 
layers, namely the input gate, the forget gate, and the output gate as shown in Fig. 3(a). These gates are regulated by the sigmoid 
function. The memory cells within the LSTM architecture can update and display their stored information only when deemed essential. 
LSTM has been shown to be effective in various areas to achieve state-of-the-art results. BiLSTM is an extension of LSTM that processes 
sequential input in both directions, as shown in Fig. 3(b). 

2.4. GloVe word embedding 

Extracting features from text is a crucial step in machine learning, especially for unstructured data such as text datasets. In 2014, J. 
Pennington developed the concept of word embedding by creating Global Vectors for Word Representation (GloVe) [34], a vector 
representation of learning spaces for words that was integrated into Stanford’s NLP laboratory [32,33]. This technique involves 
converting words into vector representations within a contextual framework to solve the challenge of capturing contextual word 
associations in a computationally tractable feature space. This technique is utilized in our work for word embedding as it introduced 

Fig. 2. Structure and pre-training procedure for (a) BERT and (b) BioBERT [31].  
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superior results when used in conjunction with LSTM and BiLSTM in classification tasks [32]. 

3. Materials and methods 

In this section, four models are utilized to classify genetic mutations. These models are BERT and BioBERT for feature extraction 
and classification (referred to as Models 1 and 2). In addition, since LSTM and BiLSTM have no feature extraction phase, they are 
utilized in conjunction with Glove for feature extraction (referred to as Models 3 and 4). The dataset obtained from the Kaggle 
competition [15] based on the (MSKCC) dataset was exploited as the input for the four aforementioned models for training and testing 
purposes. 

3.1. Description of dataset 

The MSKCC dataset, comprising 3320 records, is divided into two distinct files: one for variants data, while the other for text data. 
The variants data file contains details about gene mutations, including various fields such as a unique identifier (ID) linking variations 
to clinical textual evidence, the gene harboring the DNA change (Gene), the alteration in amino acids resulting from the mutation 
(Variation), and the genetic mutation’s category (Class). On the other hand, the text data file encompasses clinical descriptions utilized 
in the classification of genetic mutations, categorized into nine different classes. Sample entries from the dataset are presented in 
Table 1. 

While analyzing the dataset, the following aspects were considered:  

1. There are differences in the lengths of text between classes. multiple classes contain shorter terms, while others include redundant 
descriptions. To overcome this issue, three truncation methods are employed to truncate clinical text (head – head + tail - middle) 
that extract crucial information using various techniques. In head truncation, the initial 512 token of the text is retained, while the 
latter part is discarded. This strategy prioritizes information at the beginning of the text. While head + tail truncation aims to 
preserve both the beginning and end of the text by removing a portion from the middle. This strategy balances information from 
both ends of the text. For instance, using the same sentence, head + tail truncation may retain the initial 256 tokens and the final 
256 tokens. Middle truncation is a technique where the text is split into two approximately equal halves, and then the first 512 
tokens from the second part are retained.  

2. This approach helps us avoid any adverse effects caused by the substantial disparities in text lengths as well as mitigating any 
negative impacts arising from significant variations in the lengths of textual content.  

3. The dataset exhibits imbalanced sample sizes across different classes, as shown in Fig. 4. To address this discrepancy, long records 
were split into smaller chunks where certain classes had fewer records compared to others. Consequently, these chunks were 
processed individually, and the outputs were then combined with max pooling. This approach aimed to mitigate the imbalances 

Fig. 3. Architectures of (a) LSTM and (b) BiLSTM [42].  

Table 1 
Samples of the dataset (after merging the two files).  

ID Text Gene Mutation 
(variation) 

Class 

1 Abstract Retinoblastoma is a pediatric retinal tumor… …. TMEM216 G77A 4 
2 Autosomal dominant deficiency of signal transducer and activator of transcription 3 (STAT3) is the main… 

…. 
STAT3 F384L 2 

3 here is a paucity of information about the molecular perturbations involved in MPM……… …. EGFR W731L 7 
4 NRF2 is a transcription factor that mediates stress responses. Oncogenic mutations in NRF2…… …. KEAP1 Deletion 1  
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between categories as it showed good results as mentioned in the literature [36]. Fig. 5 shows the distribution of the nine classes 
after balancing. 

After applying the balancing technique, the number of records was increased to 5176 compared to the original number which is 
3320. Next, the dataset was divided into three partitions: training (60 %), validation (20 %), and testing (20 %) which is used to 
evaluate the effectiveness of the proposed models. The training and validation subsets contained 4170 records, while the testing subset 
included 1006 records. 

3.2. Methodology 

In this section, the proposed method leverages advanced natural language processing techniques for gene mutation classification, 
employing both the BERT/BioBERT models as well as the Glove-based LSTM/BiLSTM models as shown in Fig. 7. 

Fig. 4. Number of records in the nine classes before balancing the dataset.  

Fig. 5. Number of records in the nine classes after balancing the dataset.  
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3.2.1. BERT/BioBERT model 
Both the BERT/BioBERT models, which share the same architecture but is trained on different data, were constructed using python 

programming language. In 2023 Alexander Turchin et al. proposed a study aimed to assess the precision of identifying various 
biomedical concepts in medical narratives by contrasting different versions of the BERT model [40]. The results showed that both 
BERT/BioBERT proved themselves in classification tasks that are based on biomedical data with high performance. Since, these two 
models have a maximum input length of 512, therefore, the truncation method was employed to match the length limitation (see 
section 3.1.1). The BERT/BioBERT models can efficiently transform each word in the text into a one-dimensional vector by retrieving 
the corresponding word vector from a repository and feeding it into the model as mentioned in Fig. 6. The model’s input comprises 
three distinct sections: token embeddings, segmentation embeddings, and position embeddings. The Adam optimizer [37] is utilized to 
adaptively update the momentum and learning rate for better performance. while adjusting the batch size to 32, the learning rate to 
0.00002, and experimenting with 50 epochs. The batch size and number of epochs were selected based on the literature. The learning 
rate was deduced based on an ablation study (see section 3.5), as being a crucial hyperparameter that significantly impacts the model’s 
performance. Due to BERT’s advanced pretraining and strong generalization capabilities, it is possible to link the output layer of BERT 
with the external layer to successfully perform downstream tasks. In this case, the output layer is connected to the softmax function for 
task classification. 

3.2.2. LSTM/BiLSTM model 
In 2022 Chandra Bhushana Rao Kill et al. employed a technique involving utilizing a neural network known as LSTM and word 

embedding features using Global Vector (GloVe). The study employed different text datasets to classify fake news. The outcomes 
highlighted the viability of this system [41]. Based on the success achieved by LSTM and BiLSTM, Glove-based LSTM and BiLSTM were 
utilized for gene mutation classification, knowing that LSTM processes the data in one direction (from left to right). In contrast, BiLSTM 
processes the data in both directions (from left to right and from right to left) [38]. That’s why BiLSTM exhibits better performance 
than the LSTMAs shown in Fig. 7, the methodology is divided into sequential stages that are started with preprocessing the dataset. As 
aforementioned, the data is balanced in nature. Consequently, this distribution indicates that the model may exhibit bias towards 
certain categories within the dataset. Therefore, up-sampling is used to balance data and remove stop words. Subsequently, the work 
came to tokenization which involves the segmentation of a given text into individual phrases that are then divided into typographic 
tokens. Following that feature extraction plays a vital role in machine learning, particularly when dealing with text data. Text datasets 
are inherently unstructured, requiring techniques that can bring meaning and structure to be utilized by machine learning algorithms. 
addressing the challenge of capturing contextual relationships between words in a computable feature space. For this study, 
embedding from the GloVe model, characterized by a dimensionality of 600 was used as input features for models based on Long 
Short-Term Memory (LSTM) and Bidirectional LSTM (BiLSTM) architectures based on literature review. The models use a synthesis of 
hyperparameters, including the embedding matrix derived from preprocessing the GloVe feature, Rectified Linear Unit (Relu) and 
Hyperbolic Tangent (Tanh) activation functions for hidden gates, softmax activation for output gates, Adam optimizer, a dropout rate 
of 0.3 and a learning rate of 0.001 based on ablation study (see section 3.5), which controls the speed at which the model learns. The 
learning rate determines the frequency of weight updates during training. 

3.3. Evaluation metrics 

The evaluation metrics used to evaluate our proposed classification models are described in this section. The testing phase for the 
proposed models was carried out using the testing subset. The goal of each model is to correctly identify the class of mutation present in 
the given text. Four evaluation criteria are described here: accuracy, recall, precision, and F1-score [35]. These metrics are calculated 
as described in Equations (3)–(7): 

Accuracy=
TP + TN

TP + TN + FP + FN
(3) 

Fig. 6. BERT input representation [39], (a) Token Embeddings, (b) Segment Embeddings, (c) Positional Embeddings.  
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Precesion=
TP

TP + FP
(4)  

Recall=
TP

Tp + FN
(5)  

F1 score= 2 ∗
Precision ∗ Recall
Precision + Recall

(6) 

Fig. 7. The proposed framework.  

Table 2 
Results achieved using BERT, BioBERT, LSTM, and BiLSTM.  

Model Truncation Method Performance 

F1-score Accuracy Log loss MCC 

BioBERT Head 0.783 0.780 0.574 0.731 
Middle 0.721 0.717 0.965 0.695 
Head þ Tail 0.87 0.864 0.489 0.850 

BERT Head 0.705 0.701 0.642 0.652 
Middle 0.710 0.703 0.966 0.663 
Head + Tail 0.706 0.702 0.882 0.601 

LSTM - 0.643 0.643 0.673 0.592 
BiLSTM - 0.651 0.652 0.672 0.578  
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MCC=
TP . TN − FP . FN

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(TP + FP) . (TP + FN) . (TN + FP) . (TN + FN)

√ (7)  

where (TP) is the true positive instances, (TN) is the true negative instances, (FP) is the false positive instances, and (FN) is the false 
negative instances. 

3.4. Results and discussion 

In this section, the achieved results using the proposed models are presented. Table 2 shows the results produced by the four 
models. It is worth noting that, as the dataset exhibits some imbalances, the F1-score will faithfully evaluate the models’ performances 
rather than only using accuracy which may contain some bias. Based on the shown results, the BioBERT model using the three 
truncation methods has achieved the highest accuracy and F1 score compared to the results exhibited by the other three models. 
Moreover, using the Head + Tail truncation method showed the best results with the BioBERT model. 

This model achieves 0.87 F1-score, 0.850 MCC, and 0.86 accuracy in spite of the limitation of the extreme shortage of training data. 
Fig. 8 shows the confusion matrix for the BioBERT model’s prediction using the Head + Tail truncation method against the testing 

data subset. The results illustrated that the model succeeded in classifying the gene mutations for classes 3, 8, and 9 with accuracy over 
90 %, classes 1, 4, 6, and 7 with accuracy over 86 %, while classes 2 and 5 were classified with accuracy over 75 %. 

In Table 3, a comprehensive comparison between our proposed models against other models presented in the literature for the 
purpose of genetic mutation classification. 

It can be seen that the BioBERT model with the Head + Tail truncation method outperforms all other models either that proposed in 
this paper as well as others found in the literature based on the accuracy and F1-score against the testing data subset. 

3.5. Hardware configuration 

All the proposed work in the paper was implemented on Google Colab Pro, a cloud-based platform offering enhanced resources for 
machine learning and data analysis tasks. The hardware configuration utilized in the work is summarized as follows: 

Runtime Environment: Google Colab Pro provided access to high-RAM runtime environments, allowing for efficient handling of 
memory-intensive tasks. This was particularly beneficial for processing and analyzing our models. 

GPU Acceleration: The research leveraged the GPU support offered by Google Colab Pro (A100 GPU). The availability of more 
powerful GPU resources significantly expedited the training of deep learning models, enhancing the overall efficiency of 
experimentation. 

3.6. The ablation study 

In the context of classifying genetic mutations, an ablation study helps to understand the importance of different components or 
parameters in obtaining accurate results. Based on the information provided, it involves conducting multiple experiments with 
different parameters. The parameter studied is the learning rate, which turns out to be one of the variables that most influence the 
model’s accuracy. Table 4 (for BioBERT and BERT) shows the resulting accuracies of the proposed models over three learning rate 
values that have been most commonly used in the literature. The Adam optimizer with 50 epochs was utilized in all experiments. It is 
worth noting that the Adam optimizer and the 50 training epochs were chosen to be consistent with the results found in the literature. 
The following results showed that the best learning rate is 0.00002 with both the BERT and BioBERT models. 

To complete the ablation study, several experiments with different learning rates were carried out using LSTM and BiLSTM models. 
The selected three learning rate values were chosen as they are the most used in literature. Adam optimizer, 50 training epochs, and 
600 chuck size in the input were selected to match the results in the literature. Table 5 (for LSTM and BiLSTM) shows the calculated 
accuracies for different learning rates. Based on the results shown below, the learning rate was chosen to be 0.001, as it achieved the 
best results with LSTM model and an approximately good result (0.651) for the BiLSTM compared to the best value (0.652). 

4. Conclusion 

This research aims to introduce a multi-classification framework employing natural language processing methods. This framework 
categorizes genetic mutations by utilizing clinical evidence, specifically the textual explanations of these mutations. Thereby facili-
tating the advancement of individualized cancer therapy. In this study, NLP methods are utilized to construct a multi-label classifier. 
Text transformation models, specifically Glove, are employed to convert text into a matrix of token counts. The suggested framework is 
constructed using four deep learning classification models: BERT, BioBERT, Glove-based LSTM, and BiLSTM. The assessment utilizes a 
confusion matrix to evaluate the models’ performance. Ultimately, empirical findings indicate that the BioBERT model outperformed 
the other suggested classifiers, achieving the highest accuracy of 86 % and F1-score of 87 % by optimizing the learning rate which 
greatly enhances the accuracy of the model. Furthermore, the suggested BioBERT greatly outperformed other models found in the 
literature. Moreover, the utilization of truncation for the input text enhances the results achieved by the BioBERT model. The results 
revealed that BioBERT outperforms BERT in the biomedical field because it is trained on biomedical data. 
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5. Future work and limitations 

One limitation of utilizing BioBERT in oncology mutation recognition stems from the size of the dataset employed for model 
training. The challenges inherent in the dataset, including the need to truncate text data due to the maximum input length limitation of 

Fig. 8. Confusion Matrix for BioBERT using the Head + Tail truncation method.  

Table 3 
Comparison between proposed models against other models.  

Model Truncation Word embedding (Accuracy) 

Deep-GenMut (BioBERT) Head – 0.780 
Deep-GenMut (BioBERT) Middle – 0.717 
Deep-GenMut (BioBERT) Head þ Tail - 0.864 
Deep-GenMut (BERT) Head – 0.701 
Deep-GenMut (BERT) Middle – 0.703 
Deep-GenMut (BERT) Head + Tail – 0.702 
Deep-GenMut (LSTM) – GLOVE 0.643 
Deep-GenMut (BiLSTM) – GLOVE 0.652 
Logistic Regression [28] – TFIDF 0.385 
Random Forest [28] – TFIDF 0.483 
XGBoost [28] – TFIDF 0.497 
Logistic Regression [28] – Word2Vec 0.467 
Random Forest [28] – Word2Vec 0.450 
XGBoost [28] – Word2Vec 0.482 
RNN [28] – Pretrained Word2Vec 0.708 
RNN [28] – Self-Trained Word2Vec 0.678 
CNN [21] – TFIDF 0.648 
Cascade neural network based on CNN and BiGRU [21] – TFIDF 0.811 
Parallel hybrid neural network based on CNN and BiGRU [21] – TFIDF 0.844  

Table 4 
Learning rate impact on the accuracy of (BERT/BioBERT) models with Adam optimizer.  

Learning rate BioBERT (Accuracy) BERT (Accuracy) 

0.00002 0.864 0.765 
0.00003 0.733 0.710 
0.00004 0.807 0.708  
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512 tokens for BioBERT, may impact the classification process and potentially compromise classification accuracy. Future endeavors 
aimed at improving classification accuracy could explore novel approaches to address these limitations, such as augmenting the 
dataset with additional relevant samples or implementing advanced techniques to handle truncated data effectively. Moreover, future 
work could focus on leveraging the identified mutations and classes to predict drug-target interactions, thereby facilitating precision 
medicine initiatives in oncology and enhancing therapeutic strategies tailored to individual patients. 
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