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Many governance schemes have been proposed for 
the management of global catastrophic risks,1 defined 
by Bostrom and Ćirković (2008) as situations that ‘have 
the potential to inflict serious damage to human well-
being on a global scale’. We argue here that most of 
these schemes suffer from a fatal logical flaw, in that 
they begin with a favoured system of governance and 
attempt to apply it to the world situation, rather than 
examining the world situation and asking what system 
of governance might be most appropriate. Here we 
analyse some of the major schemes that have been 
proposed, and ask how they stack up against the cri-
teria required for governance in the face of real-world 
complexity.

Our argument is developed in four steps:

1.	 A brief review of global catastrophic risks (GCRs) 
and their governance

2.	Conceptual framing of our social-economic-
ecological world and the threats that endanger it as 
complex adaptive networks (CANs)

3.	Analysis of the necessary conditions for the effective 
governance of GCRs as CANs

4.	Evaluation of different proposed forms of governance 
in terms of those necessary conditions.

1  |   PRINCIPLES FOR 
GOVERNANCE OF GLOBAL 
CATASTROPHIC RISKS

Bostrom & Ćirković’s definition of global catastrophic 
risks (GCRs) states that they must be ‘serious’, but 
without defining this term. Here we adopt a criterion 
suggested by the authors themselves, that a GCR is 
serious if its consequences are likely adversely to af-
fect tens of millions of people, or to cost trillions of (US) 
dollars.

Many current or looming events fit these conditions. 
We have culled a (non-exhaustive) list of those that are 
believed by many authors to be among the most im-
portant from the World Economic Forum Global Risks 
Report (World Economic Forum, 2020), the Global 
Challenges Foundation Global Catastrophic Risks 2020 
(Global Challenges Foundation, 2020), the Stockholm 
Resilience Centre review Planetary Boundaries: 
Exploring the Safe Operating Space for Humanity 
(Rockström et al., (2009), the Intergovernmental 
Science-Policy Platform on Biodiversity and Ecosystem 
Services (IPBES, 2019), the Intergovernmantal Panel 
on Climate Change 6th Assessment Report (IPCC, 
2021), and Toby Ord The Precipice (Ord, 2020). Our 
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criteria for inclusion are that the risk has been identified 
by multiple sources as being among the most important 
and that claims for its catastrophic nature are based on 
hard evidence.

We will demonstrate that much of the power of each 
threat derives from its being a component of a complex 
network, whose other members include the individuals, 
communities, and environments that are under threat. 
The individual threats are also linked with each other to 
form an overarching network whose governance must 
be considered as a whole.

Our non-exhaustive list comprises:
Internal threats

	1.	 Climate change
	2.	 Loss of biodiversity
	3.	 Degrading environment and resource depletion
	4.	 Food insecurity
	5.	 Pandemics
	6.	 Population increase and urban expansion
	7.	 Collapse of international governance
	8.	 Unaligned artificial intelligence
	9.	 Cyber risks
	10.	 Increasing polarisation of societies
	11.	 Rising disparity of income and wealth
	12.	Weapons of mass destruction
	13.	Great power war
	14.	Genocidal totalitarianism
	15.	Runaway technological disasters

External threats

16.	Asteroid impact
17.	 Supervolcanic eruptions
18.	Geomagnetic storms generated by solar superflares

1.1  |  Governance principles for GCRs

Any successful governance scheme for GCRs must 
take into account their variability in scope, severity, 
and probability (Avin et al., 2018). There are strong 
arguments (Ord, 2020) for giving high priority to ex-
istential risks, even those with relatively low prob-
ability. As an aid to prioritisation, Bostrom (2013) 
has proposed a ‘rule of thumb’ maxipok principle: 
Maximise the probability of an ‘OK outcome’, where 
an OK outcome is any outcome that avoids existen-
tial catastrophe.

Bostrom points out that this principle, although su-
perficially similar to the well-known maximin principle 
(‘choose the action that has the best worst-case out-
come’), is in fact quite different in outcome. The max-
ipok principle promotes relevant action, whereas the 
maximin principle is open to the interpretation that, in 
the face of existential risk, ‘we ought all to start partying 
is if there were no tomorrow’.

The maximin principle nevertheless has some 
merit for lesser, but still catastrophic, risks, so long as 
there is enough information for the best worst-case 
outcome to be reliably assessed (e.g. Bognar, 2011; 
Sunstein, 2019). If this is not the case, then the pre-
cautionary principle comes into play. The principle has 
been formulated in a number of different ways (refer-
ences in Clarke, 2005) and may be exemplified by the 
closing Ministerial Declaration from the United Nations 
Economic Conference for Europe in 1990, which states 
that ‘When there are threats of serious or irreversible 
damage, lack of full scientific certainty should not be 
used as a reason for postponing measures to prevent 
environmental degradation’ (quoted in Sunstein, 2007).

The precautionary principle has been the subject 
of extensive philosophical and political debate (Read 
& O’Riordan, 2017). Failure to apply it at the start of 
the Covid-19 pandemic may have been responsible 
for many excess deaths (Basili, 2019), but its appli-
cation later in the pandemic, when the dangers of the 
AstraZeneca vaccine came into question, may also 
have resulted in excess deaths (Faranda et al., 2021). 
Clarke (2005) also points out that the precautionary 
principle, as commonly formulated, leads to a para-
dox. It suggests, for example, holding back on ‘risky’ 
research in some areas. But what if that research pro-
vides the only route to an eventual solution?

Sunstein (2007) has suggested a stronger form of 
the principle, in the form of the Catastrophic Harm 
Precautionary Principle: ‘When risks have catastrophic 
worst-case scenarios, it makes sense to pay special 
attention to those risks, even when existing information 
does not enable regulators to make a reliable judge-
ment about the probability that the worst-case scenar-
ios will occur’.

One way of paying special attention to cata-
strophic risks is what Turchin (2018) calls the ‘Plan 
A, Plan B’ model. In this dual approach, Plan B is 
‘a backup option, implemented if Plan A fails. In the 
case of global risks, Plan A is intended to prevent 
a catastrophe and Plan B to survive it ….’ Turchin 
claims that this model has ‘shown its effectiveness 
in planning actions in unpredictable environments’. 
Other models that make similar claims are those 
based on resilience (Folke et al., 2010), sustainability 
(Burch et al., 2019), and the primacy of human rights 
(Voeneky, 2019).

A similar, but more subtle, scheme has been pro-
posed by Cotton-Barratt et al., (2020) as a ‘Defence in 
Depth’ against human extinction. In this scheme, three 
sequential layers of protection provide a defensive 
structure, in the manner of the concentric defences 
of a mediaeval castle (Faulkner, 1963). The layers 
here are Prevention, Response, and Resilience, with 
the inner layer of resilience especially acting to pre-
vent global catastrophes from becoming extinction 
catastrophes.
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All of these schemes, and others that have been sug-
gested in the very large literature on global catastrophic 
risks (cf. Baum & Barrett, 2018; Baum & Handoh, 2014; 
Galaz, 2019) and global systemic risks (Centeno et al., 
2015), come with question marks as to when they should 
be implemented and to how they should be imple-
mented. Sunstein (2007), for example, admits that the 
Catastrophic Harm Precautionary Principle is ‘lamentably 
vague’ in these regards. It does not ‘specify the thresh-
old information that would trigger the principle; the role of 
costs; and how regulators should incorporate whatever 
information exists about the probability of catastrophe’.

Faber (2011) offers a specific framework in response 
to these questions. According to this framework, 
schemes for the management of catastrophic risks 
must fulfil the following ten practical requirements: 

	1.	 facilitate modeling of the considered system such 
that all relevant events leading to losses may be 
represented together with their interdependencies

	2.	 consistently account for the level of available knowl-
edge as well as natural variability

	3.	 facilitate decision making at a scale of system rep-
resentation necessary to support the decisions in 
question

	4.	 quantify risks in a marginal as well as a non-marginal 
sense; i.e., be able to represent the effect of losses 
due to a given event on economic growth and the 
living conditions for future generations

	5.	 specifically address decision making in the situa-
tions before, during and after hazard events

	6.	 facilitate standardised procedures for systems rep-
resentations in risk assessments

	7.	 account for information which might become avail-
able in the future and facilitate that options for future 
decisions are included in the decision optimisation

	8.	 facilitate for consistent risk aggregation whereby it is 
ensured that the results of independently performed 
risk assessments can be applied to assess and 
manage the risk in larger context-portfolios

	9.	 facilitate decision optimisation and the assessment 
of the acceptability of decisions

	10.	enhance risk communication and risk management 
documentation

These general principles for risk management apply 
to all types of system. We now show how they emerge 
naturally as general principles for the governance of 
complex adaptive systems.

2  |   CONCEPTUAL FRAMING 
OF THE WORLD AND GCRS AS 
COMPLEX ADAPTIVE NETWORKS

The conceptual framing of our global socio-(economic)–
ecological system as a complex adaptive network, in 

which the components interact in nonlinear ways, with 
many positive and negative feedback loops, was initi-
ated in the 1990s (Pohl, 1999). It has since been put on 
a firm footing (Levin, 2019; Levin et al., 2013; Ostrom, 
2009; Sayama et al., 2013; Schweitzer et al., 2009). 
The typical features of such a system (Chan, 2001; 
Helbing, 2013; Pattberg & Widerberg, 2019; Sayama 
et al., 2013) are:

•	 Connectivity (the system forms a network).
•	 Self-organisation and strong correlations dominate 

the system behaviour, and elements can co-evolve, 
based on their interactions with other elements and 
the environment.

•	 Distributed control (no single centralised control 
mechanism, so that opportunities for external or top–
down control are very limited).

•	 Sensitive dependence on initial conditions (a small 
change in one part of the system can lead to large 
[often unpredictable] changes in other parts). When 
change does happen, the system might show nu-
merous different behaviours (multiple equilibria), de-
pending on the respective initial conditions.

•	 Emergent order: The behaviour of the system cannot 
be understood or predicted just by understanding the 
behaviour of the individual elements (Miller & Page, 
2007).

Our socio-economic–ecological world displays 
all of these features (Levin, 2019; Levin et al., 2013; 
Ostrom, 2009; Pohl, 1999; Sayama et al., 2013; 
Schweitzer et al., 2009). Its individual members 
(people, societies, ecosystems, economies, plants, 
animals, oceans, atmosphere, etc.) interact either di-
rectly or indirectly, and change over time as a result of 
these interactions. There is no central control of these 
interactions. A small change in one part of the system 
(collapse of a bank or the eating of a bat) can lead 
to dramatic, system-wide changes (financial collapse, 
pandemic). It is usually impossible to predict the long-
term effects of the behaviour of the individual mem-
bers of the system.

The governance system itself can be a complex 
system in its own right (e.g. international law [Kim and 
Mackey, 2014]), and is also a part of the larger complex 
adaptive system. In terms outlined by George Soros 
(2013) and placed into the context of complex adap-
tive systems by Eric Beinhocker (2013), it is fallible and 
reflexive. Fallible, because the complexity of the world 
that we are trying to govern exceeds our capacity to 
understand it. Reflexive, because the governance sys-
tem is an active participant in the system that it is try-
ing to govern. Thus, any governance actions are liable 
to feed back and affect the governance system itself. 
According to Beinhocker, such a reflexive system has 
two additional elements that distinguish it from a nor-
mal dynamic feedback system:
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•	 Internal model updating: The internal decision model 
of the agents (governance systems) is not fixed, but 
can itself change in response to interactions be-
tween the agent and its environment (the system to 
be governed).

•	 Complexity: The system has interactive complex-
ity owing to multiple interactions between hetero-
geneous agents, and dynamic complexity owing to 
nonlinearity in feedbacks in the system.

2.1  |  GCRs as CANs

Global catastrophic risks themselves form an inter-
connected network (Fisher, 2019) that has all of the 
characteristics of a complex adaptive network (Levin 
et al., 2013). Global warming, for example, is con-
nected to food security, with longer growing seasons 
meaning that pests can increasingly survive between 
seasons. Our evolving choice of food, on the other 
hand, may affect global warming (Wilett et al., 2019). 
Food insecurity can even drive revolution and war 
(Lagi et al., 2011), which affect food supplies in their 
turn.

Each threat has an internal structure which makes 
it a complex network (global warming, for example, in-
volves many interlinked chemical, physical, and social 
processes, with multiple feedback loops). Each network 
also has most or all of the characteristics of a complex 
adaptive network (Table 1). The assembly of networks 
also forms a super-complex adaptive network, whose 
governance must be considered as a whole.

A relatively clear-cut example is provided by the 
pandemic spreading of the Covid-19 virus, which pro-
duces CAS and CAN dynamics. As shown in Figure 1, 
there are several positive feedback loops producing 
accelerating change and sensitivity to initial conditions, 
but also inhibitory feedback allowing for bistability and 
oscillation. Control is distributed among numerous ac-
tors who update their behaviour based on their partial 
understanding of the system. Strength of interaction 
can change, different subsystems overlap, and external 
factors can feed into the dynamics unexpectedly.

Beyond this simple model, Covid-19 has had ob-
vious outside knock-on effects such as the cancel-
lation of sports tournaments, closure of restaurants, 
restriction of travel, social isolation, and loss of in-
come for many small businesses (Haleem et al., 
2020). But there are many less obvious connec-
tions, including reduced carbon dioxide emissions 
(Anjum, 2020), an increase in endangered sea turtle 
nesting and hatchling survival as beaches remain 
clear of people and rubbish (Luscombe, 2020), and 
interlinked disruptions to the global economy that 
could even lead to the reversal of globalisation and 
large consequent shifts in the economic power base 
(Baldwin & di Mauro, 2020).

The Covid-19 pandemic has also generated con-
siderable mistrust in governance structures across 
the world, whose behaviour has had to change in re-
sponse (Garrett, 2020). Early overconfidence in some 
cases was later used as evidence of lack of knowledge 
among authorities, leading to maladaptive public or in-
stitutional responses, such as reluctance to use masks, 
vaccinate, or increase testing capacity. The conse-
quences of these responses fed back into the systems 
in the form of greater infection rates, leading to further 
cycles of more vigorous action (such as compulsory 
mask wearing), and stronger public responses to these 
actions (such as public demonstrations). These are ex-
amples of reflexivity in action, and reinforce our point 
that the governance of GCRs cannot be considered in 
isolation, but only in the overall context of governance 
of CANs, and especially an awareness that ongoing 
feedback loops are always liable to offer a potential for 
instabilities.

3  |   NECESSARY CONDITIONS FOR 
THE GOVERNANCE OF GCRS

3.1  |  Unsuitability of current governance 
structures

As the examples above reveal, GCRs constitute a 
unique challenge to governance. Klinke (2014) argues 
that ‘the key peculiarities of global risks—complexity, 
scientific uncertainty, and socio-political ambiguity—
are … generic features’ and that ‘there is a lack of a 
broader societal and political consensus of how to han-
dle this kind of insecurity’. Silja Voeneky (2019) offers 
many concrete examples, from artificial intelligence to 
gene editing, and points out that ‘Thus far, no interna-
tional treaty on existential and global catastrophic risks 
and scientific research exists’ and that, in general, ‘in-
ternational treaty law is not sufficient to govern these 
research areas’.

Pegram and Kreienkamp (2019) argue that the major 
problem is that legacy governance structures, such as 
the UN Security Council or the General Agreement on 
Tariffs and Trade, are designed for the administration of 
complicated problems, which ‘may have many compo-
nents, but the relationships between the components 
are fixed and clearly defined’ so that ‘a rules-based 
governing framework is appropriate to establish order 
and control’ because ‘cause and effect relationships 
are linear such that … we can identify a clear cause 
for each observed effect and predict system-level out-
comes of each change’.

Complicated problems, they say, are however quite 
different from complex problems, where ‘The relation-
ship between cause and effect is nonlinear and effects 
are usually the result of several interacting causes. 
Due to feedback loops, we cannot establish clear 



796  |      FISHER and SANDBERG

T
A

B
L

E
 1

 
E

xa
m

pl
es

 o
f h

ow
 d

iff
er

en
t G

C
R

 th
re

at
s 

ha
ve

 C
A

N
 fe

at
ur

es
 e

m
be

dd
ed

C
o

n
n

ec
ti

vi
ty

S
el

f-
o

rg
an

is
at

io
n

D
is

tr
ib

u
te

d
 c

o
n

tr
o

l
S

en
si

ti
ve

 d
ep

en
d

en
ce

E
m

er
g

en
t 

o
rd

er

C
lim

at
e 

ch
an

ge
C

om
pl

ex
 fe

ed
ba

ck
s 

be
tw

ee
n 

at
m

os
ph

er
e,

 
ge

os
ph

er
e,

 b
io

sp
he

re
, 

an
th

ro
po

sp
he

re

S
tr

on
g 

co
up

lin
gs

, b
io

sp
he

re
 a

nd
 

ec
on

om
y 

re
sp

on
d 

to
 c

lim
at

e 
ev

en
ts

 a
nd

 p
ol

ic
y

M
ul

til
at

er
al

 in
te

rn
at

io
na

l p
ol

iti
ca

l/
ec

on
om

ic
 s

ys
te

m
C

ha
ot

ic
 w

ea
th

er
/d

is
as

te
r 

re
sp

on
se

s;
 

sy
st

em
 ti

pp
in

g 
po

in
ts

Y
es

Lo
ss

 o
f b

io
di

ve
rs

ity
E

co
sy

st
em

 n
ut

ri
en

t w
eb

; 
ec

os
ys

te
m

 s
er

vi
ce

s;
 

ec
on

om
y

E
co

sy
st

em
s 

an
d 

ec
on

om
ie

s 
ch

an
ge

 
as

 a
 r

es
po

ns
e 

(a
da

pt
at

io
n,

 
m

iti
ga

tio
n,

 r
es

to
ra

tio
n)

; 
tr

an
sn

at
io

na
l c

oo
pe

ra
tio

n 
an

d 
sp

ill
ov

er
s

S
pe

ci
es

, f
ar

m
er

s,
 in

du
st

ry
, 

go
ve

rn
m

en
ts

K
ey

st
on

e 
sp

ec
ie

s;
 b

io
di

ve
rs

ity
 

ho
ts

po
ts

; m
ul

tip
le

 e
qu

ili
br

ia
 (

e.
g.

 
ke

lp
 fo

re
st

/u
rc

hi
n 

ba
rr

en
)

Y
es

D
eg

ra
di

ng
 

en
vi

ro
nm

en
t 

an
d 

re
so

ur
ce

 
de

pl
et

io
n

In
te

rn
at

io
na

l e
co

no
m

y;
 

gl
ob

al
 s

up
pl

y 
ch

ai
ns

E
co

no
m

ic
 p

ri
ce

 r
es

po
ns

es
; 

te
ch

no
lo

gi
ca

l s
ub

st
itu

tio
n 

an
d 

ad
ap

ta
tio

n

In
du

st
ry

, g
ov

er
nm

en
ts

A
lte

rn
at

iv
e 

ec
on

om
ic

 o
r 

te
ch

no
lo

gy
 

pa
th

s;
 in

no
va

tio
n

Y
es

F
oo

d 
in

se
cu

ri
ty

C
on

ne
ct

ed
 e

ne
rg

y-


ag
ri

cu
ltu

re
-d

is
tr

ib
ut

io
n 

sy
st

em
; e

co
no

m
y 

as
 a

 
w

ho
le

P
ri

ce
 s

ho
ck

s;
 fa

rm
er

 a
nd

 s
oc

ie
ta

l 
ad

ap
ta

tio
n

C
ro

ps
, p

es
ts

, f
ar

m
er

s,
 in

du
st

ry
, 

go
ve

rn
m

en
ts

C
lim

at
e 

an
d 

pe
st

 d
ri

ve
rs

; c
ho

ic
e 

of
 

ag
ri

cu
ltu

ra
l s

ys
te

m
; i

m
po

rt
/e

xp
or

t 
po

lic
y 

ch
oi

ce
s

Y
es

P
an

de
m

ic
s

In
te

rn
at

io
na

l t
ra

ns
po

rt
 

ne
tw

or
k;

 s
oc

ia
l 

in
te

ra
ct

io
n 

ne
tw

or
k

O
ng

oi
ng

 r
es

ea
rc

h 
an

d 
ex

pe
ri

en
ce

 
ch

an
ge

s 
re

sp
on

se
; i

nf
od

em
ic

s;
 

lit
er

al
 e

vo
lu

tio
n 

of
 p

at
ho

ge
ns

In
di

vi
du

al
 a

nd
 s

oc
ie

ta
l d

ec
is

io
ns

, 
in

te
rn

at
io

na
l o

rg
an

is
at

io
ns

E
xp

on
en

tia
l p

at
ho

ge
n 

gr
ow

th
; 

po
lic

y 
de

ci
si

on
s;

 s
uc

ce
ss

fu
l o

r 
un

su
cc

es
sf

ul
 c

on
ta

in
m

en
t

Y
es

P
op

ul
at

io
n 

in
cr

ea
se

 
an

d 
ur

ba
n 

ex
pa

ns
io

n

N
et

w
or

ke
d 

de
m

og
ra

ph
ic

 
fa

ct
or

s 
(u

rb
an

 
ec

on
om

ic
s;

 h
ea

lth
 

sy
st

em
s;

 e
du

ca
tio

n)
; 

cu
ltu

re

D
em

og
ra

ph
ic

 a
nd

 u
rb

an
 n

et
w

or
k 

ef
fe

ct
s 

(e
.g

. c
os

ts
 o

f c
hi

ld
-

re
ar

in
g,

 u
rb

an
 e

co
no

m
ie

s 
of

 
sc

al
e)

; c
ul

tu
ra

l s
hi

ft
s

In
di

vi
du

al
 a

nd
 lo

ca
l d

ec
is

io
n-


m

ak
in

g.
 R

ar
e 

ca
se

s 
of

 to
p

–
do

w
n 

co
nt

ro
l (

in
te

ra
ct

in
g 

w
ith

 
in

di
vi

du
al

 c
ho

ic
es

 in
 c

om
pl

ex
 

w
ay

s,
 e

.g
. C

hi
na

 o
ne

-c
hi

ld
 

po
lic

y,
 p

la
nn

ed
 c

iti
es

)

-
Y

es

C
ol

la
ps

e 
of

 
in

te
rn

at
io

na
l 

go
ve

rn
an

ce

In
te

rn
at

io
na

l g
ov

er
na

nc
e 

no
rm

s,
 tr

ea
tie

s,
 la

w
s,

 
an

d 
re

la
tio

ns
hi

ps

C
as

ca
de

 e
ff

ec
ts

; f
or

m
at

io
n 

or
 

di
ss

ol
ut

io
n 

of
 in

te
rn

at
io

na
l 

or
ga

ni
sa

tio
ns

 o
r 

al
lia

nc
es

S
ov

er
ei

gn
 s

ta
te

s
In

te
rn

at
io

na
l c

ri
si

s 
ev

en
ts

; f
or

m
at

io
n

/
br

ea
ku

p 
of

 a
lli

an
ce

 c
on

st
el

la
tio

ns
Y

es

U
na

lig
ne

d 
ar

tif
ic

ia
l 

in
te

lli
ge

nc
e

(V
ar

ie
s 

de
pe

nd
in

g 
on

 
sc

en
ar

io
)

S
el

f-
im

pr
ov

in
g 

te
ch

no
lo

gy
; 

in
st

ru
m

en
ta

l g
oa

l c
on

ve
rg

en
ce

S
of

tw
ar

e,
 p

ro
gr

am
m

er
s,

 
co

m
pa

ni
es

, g
ov

er
nm

en
ts

In
te

lli
ge

nc
e 

am
pl

ifi
es

 p
ro

ba
bi

lit
y 

of
 

de
si

re
d 

go
al

 s
ta

te
s 

fr
om

 lo
w

-
pr

ob
ab

ili
ty

 s
ta

te
s

?

C
yb

er
 r

is
ks

In
te

rn
et

; e
co

no
m

ic
s 

of
 

cy
be

r 
ac

to
rs

Te
ch

no
lo

gi
ca

l, 
le

ga
l, 

an
d 

ec
on

om
ic

 
re

sp
on

se
s

S
of

tw
ar

e,
 p

ro
gr

am
m

er
s,

 
co

m
pa

ni
es

, g
ov

er
nm

en
ts

E
xp

lo
it 

de
te

ct
io

n;
 te

ch
no

lo
gi

ca
l a

nd
 

se
cu

ri
ty

 r
eg

im
e 

ch
oi

ce
s;

 li
ab

ili
ty

 
an

d 
in

su
ra

nc
e 

ru
le

s

Y
es

In
cr

ea
si

ng
 

po
la

ri
sa

tio
n 

of
 

so
ci

et
ie

s

S
oc

ia
l m

ed
ia

 n
et

w
or

ks
; 

so
ci

al
 n

et
w

or
ks

S
oc

io
lo

gi
ca

l g
ro

up
 d

yn
am

ic
s;

 
on

lin
e 

an
d 

of
fli

ne
 c

om
m

un
ity

 
co

ns
tr

uc
tio

n

-
-

Y
es

R
is

in
g 

di
sp

ar
ity

 
of

 in
co

m
e 

an
d 

w
ea

lth

E
co

no
m

ic
 n

et
w

or
k

R
ic

h-
ge

t-
ri

ch
er

-d
yn

am
ic

s;
 

re
di

st
ri

bu
tio

n 
po

lic
ie

s
-

-
Y

es



      |  797A SAFE GOVERNANCE SPACE FOR HUMANITY

C
o

n
n

ec
ti

vi
ty

S
el

f-
o

rg
an

is
at

io
n

D
is

tr
ib

u
te

d
 c

o
n

tr
o

l
S

en
si

ti
ve

 d
ep

en
d

en
ce

E
m

er
g

en
t 

o
rd

er

W
ea

po
ns

 o
f m

as
s 

de
st

ru
ct

io
n

(I
nt

er
na

tio
na

l a
lli

an
ce

 
ne

tw
or

k 
a 

dr
iv

er
)

A
rm

s 
ra

ce
 d

yn
am

ic
s

(S
ov

er
ei

gn
 s

ta
te

s 
an

d 
U

N
)

Te
ch

no
lo

gi
ca

l d
is

co
ve

ry
 a

nd
 

av
ai

la
bi

lit
y;

 d
iff

er
en

t c
on

tr
ol

 
re

gi
m

es

?

G
re

at
 p

ow
er

 w
ar

(I
nt

er
na

tio
na

l a
lli

an
ce

 
ne

tw
or

k 
a 

dr
iv

er
)

S
tr

at
eg

ic
 a

nd
 ta

ct
ic

al
 in

te
ra

ct
io

ns
; 

re
sp

on
se

s 
in

 a
ll 

af
fe

ct
ed

 p
ar

ts
 o

f 
so

ci
et

y

(S
ov

er
ei

gn
 s

ta
te

s)
In

ci
tin

g 
ev

en
ts

 c
au

si
ng

 e
sc

al
at

io
n;

 
ra

nd
om

ne
ss

 o
f w

ar
Y

es

G
en

oc
id

al
 

to
ta

lit
ar

ia
ni

sm
H

ie
ra

rc
hi

ca
l s

oc
ia

l 
ne

tw
or

ks
-

-
-

?

R
un

aw
ay

 
te

ch
no

lo
gi

ca
l 

di
sa

st
er

s

V
ar

ie
s

V
ar

ie
s

V
ar

ie
s

V
ar

ie
s

V
ar

ie
s

A
st

er
oi

d 
im

pa
ct

-
D

is
as

te
r 

re
sp

on
se

-
T

im
in

g 
an

d 
si

ze
 d

et
er

m
in

es
 lo

ca
tio

n 
an

d 
co

ns
eq

ue
nc

es
 (

e.
g.

 la
nd

-
ba

se
d 

fir
es

, u
rb

an
 d

is
as

te
r, 

or
 

ts
un

am
i)

Y
es

 (
in

 h
um

an
 

di
sa

st
er

 
re

sp
on

se
)

S
up

er
vo

lc
an

ic
 

er
up

tio
ns

E
nv

iro
nm

en
t; 

fo
od

 s
ys

te
m

D
is

as
te

r 
re

sp
on

se
-

-
Y

es
 (

in
 h

um
an

 
di

sa
st

er
 

re
sp

on
se

)

G
eo

m
ag

ne
tic

 
st

or
m

s 
ge

ne
ra

te
d 

by
 

so
la

r 
su

pe
rf

la
re

s

P
ow

er
 g

ri
d 

ne
tw

or
ks

D
is

as
te

r 
re

sp
on

se
-

-
Y

es
 (

in
 h

um
an

 
di

sa
st

er
 

re
sp

on
se

)

T
A

B
L

E
 1

 
(C

on
tin

ue
d)



798  |      FISHER and SANDBERG

cause-and-effect relationships or predict system-level 
outcomes’.

Andy Haldane, then chief economist of the Bank 
of England, made this point in a speech delivered to 
the Peterson Institute for International Economics 
(Haldane, 2017). He demonstrated that the global fi-
nancial system behaves as a complex adaptive system, 
and that ‘Complex systems exhibit tipping points, with 
small changes in parameter values capable of moving 
the system from stability to collapse. In complex webs, 

the failure of two identical-looking banks can have very 
different implications for financial system stability. The 
radical uncertainty in such complex webs generates 
emergent behaviour which can be near-impossible to 
predict, model, and estimate’ [our emphasis].

Haldane went on to argue that traditional gover-
nance systems, which are based on prediction, model-
ling, and estimating, are ill-suited to the governance of 
the world's financial networks, and that a new approach 
must be sought. The same argument applies to GCRs.

F I G U R E  1   Simple CAN feedback model of part the Covid-19 pandemic system. Black lines indicate amplifying impact; red lines indicate 
inhibiting impact. This figure suppresses the spatial and organisational dimensions: Most factors are actually clusters of linked but separate 
(sub/inter)national factors.
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Adriana Abdenur (2020), writing for the Global 
Challenges Foundation, argues that ‘rather than in-
venting new governance mechanisms from scratch, 
the most effective and legitimate route for dealing with 
unknown (or little understood) risks is to strengthen the 
existing global governance system’. We believe that 
this approach, unfortunately still being used by many 
governments and international organisations such as 
the UN (to which Abdenur is an adviser), is ill conceived 
in principle and dangerous in practice.

3.2  |  A fresh start: Key conditions 
for effective governance of global 
catastrophic risks

We argue that human society does need new govern-
ance mechanisms, better suited to handling the cata-
strophic risks that it now faces. We examine here the 
necessary conditions for the governance of such risks 
in the light of their behaviour as CANs, and then ana-
lyse the types of governance system best adapted to 
implementing those principles.

Our list derives from our considerations of GCRs as 
CANs. We have identified five necessary conditions for 
their governance. These may not be sufficient, and in-
deed there may be more, but these five at least are 
necessary for effective governance.

3.2.1  |  Recognition

Successful governance must consist in maximising 
the chances of the best outcomes while preparing for 
the worst. An effective governance system must be 
‘epistemically humble’ about what it can predict and 
control. Unfortunately, human nature seeks certainty 
(Kruglanski & Orehek, 2012), which means that incen-
tives in governance have generally favoured avoiding 
uncertainty, and that politicians and other decision-
makers have tended to overclaim their degree of 
control. The feedback following inevitable failure is 
another example of both fallibility and reflexivity in 
governance.

The first and obvious requirement for the effective 
governance of global catastrophic risks is recogni-
tion that the traditional goals of certainty and control 
are not generally achievable (Makridakis & Taleb, 
2009). In particular, the risks involved are not usually 
susceptible to traditional methods of top–down gover-
nance, the governance system itself forms part of the 
network (Kooiman, 2003), and the governance system 
may even be a threat to stability on its own account 
(Keohane, 2001).

This is the opposite of the traditional concept of 
‘legibility’—the approach of viewing a system to be gov-
erned in simplistic, orderly terms that make it governable 

(Scott, 1999). In real life, this still-common approach 
(reflected in the common political demand to provide 
explanations that can fit on a single sheet of paper) (1) 
looks at a complex and confusing reality; (2) fails to un-
derstand the subtleties of how the complex reality works; 
(3) attributes that failure to the irrationality of the system 
being looked at; (4) comes up with an idealised ver-
sion of how it ought to look; and (5) uses authoritarian 
power to impose that vision, demolishing the old reality 
(Rao, 2010). Scott provides many real life examples; the 
reader can no doubt furnish more of this very common 
approach to governance, which is exemplified by the his-
tory of changing approaches to mask wearing during the 
Covid-19 pandemic, with politicians frequently imposing 
simplistic ‘solutions’ on what is a confused and complex 
reality (McConnell & Stark, 2021).

3.2.2  |  Flexibility and speed

Because CANs can undergo rapid, irreversible, dra-
matic change with little or no warning, effective gov-
ernance requires flexible, rapid decision-making 
processes that can respond to and cope with such 
changes.

Ashby's Law of Requisite Variety (Ashby, 1958) 
suggests that this can only be achieved if the gov-
ernance system has more potential variety than the 
system to be governed. Peters et al. (2019) argue 
that this need not be the case, and point to simple 
strategies such as that of Balinese rice farmers (copy 
your most successful neighbours) that have enabled 
them to survive the vicissitudes of politics and war 
over centuries. Gigerenzer and Todd (2001) have pro-
vided evidence of the success of such simple (‘heu-
ristic’) approaches. Perhaps Ashby's Law should be 
replaced by the not-quite-equivalent ‘The only way to 
control your destiny is to be more flexible than your 
environment’ (Dawson, 2012). Requisite variety is 
just one way to achieve such flexibility, but a more 
effective way may be to concentrate on just a few key 
issues or decision points where change can be imple-
mented rapidly.

Rate factors are certainly important in many cases, 
especially when one part of the system cannot keep 
up with the rate of change in another part and loses 
the previous relation to it. One example is soil carbon-
temperature feedback, where rapid warming causes 
CO2 release, and possibly the collapse of thermohaline 
circulation in the deep ocean (Ashwin et al., 2012). In 
governance itself, there are numerous examples when 
governance does not or cannot keep up with change or 
overshoots change, as with the governance of climate 
change (Victor, 2011), and the resistance to ‘lock-down’ 
measures in some parts of the United States during the 
Covid-19 pandemic (Pellis et al., 2020; Sevastopulo & 
Shubber, 2020),



800  |      FISHER and SANDBERG

A useful illustrative example is offered by Simon 
Levin (2019). ‘Many corals and barnacles’, he says ‘have 
evolved rigid structures that resist strong flows, whereas 
the bull kelp bend with the flows. In our societies, as in 
the marine environment, rigid design and robust com-
ponents may work best over the short term; but a flex-
ible adaptive component, either bending with the flow 
or involving replaceable components, can prolong per-
sistence. The right balance between them varies from 
organism to organism, and from strategy to strategy’.

Rate factors become important in a different way 
when considering the speed at which computer-aided 
decision-making can take place. ‘Speedups appear to 
pose a serious challenge to human ability to control 
technological processes due to growing gaps of speed 
between computation and control (“cybernetic gaps”) 
and challenges to setting the goals they are optimising 
for due to gaps of speed between computation and the 
human world (“ethical gaps”), in turn posing a profound 
challenge to governance systems that are themselves 
to some extent hybrid human computational systems 
suffering internal speed gaps’ (Sandberg, 2019).

3.2.3  |  Integrated monitoring and action

Successful application of Ashby's Law (or any simpler 
version) requires the ability to monitor the ongoing 
behaviour of the network and its interactions and to 
act on this information. Clearly not everything can be 
known, but it is important at least to capture key fea-
tures that can serve as a guide to action.

For example, if we can predict that something (e.g. 
atmospheric CO2 concentrations) will have an effect 
(climate change), then we can focus governance on 
that something. As an extreme example, if all contacts 
of infected persons in a pandemic can be traced, they 
can be isolated and the spread of the disease brought 
under control (Keeling et al., 2020).

Monitoring the structure of the network itself can 
also help with effective governance. It may help to 
avoid tipping points (known technically as critical tran-
sitions) through guiding changes in the organisation of 
the connections, as could have been the case with the 
global financial crisis of 2008 (May & Haldane, 2011). 
Even under conditions of deep uncertainty, monitoring 
can still be valuable in setting limits on the number and 
type of scenarios that need to be considered (Walker 
et al., 2010).

Reflexivity may appear to be a fundamental limit 
to monitoring, causing an infinite regress of consider-
ing the consequences of monitoring. However, many 
existing engineering systems accurately take into ac-
count their own predictions using, for example, adap-
tive control theory and Bellman's equations (Bellman, 
1961). This is possible because they typically do not 
aspire to perfection, merely a high level of practical 

optimality. The reflexivity problem is by no means 
easy, but it is not unsolvable if one is willing to work 
with approximations.

Some of the deepest uncertainties can occur when 
stochastic internal variability triggers a shift in the state 
of a system. There may be a complete lack of warning 
(Lenton, 2013), and actions during rapidly changing sit-
uations (such as the occurrence of a new pandemic) 
must be taken ‘on the hoof’. Integrated monitoring and 
action is especially important during such scenarios.

Sometimes, however, there can be warning signs. 
Bifurcation tipping points, for example, are often preceded 
by critical slowing down (Scheffer et al., 2009), where the 
system becomes more and more sluggish in its response 
to small perturbations and disruptions. It is important to 
monitor and respond to such warning signs before a ‘run-
away’ situation develops. This can require substantial 
changes in governance culture. As the history of actions 
to cope with climate change has demonstrated (Harrison 
& Geyer, 2019), it can be difficult to persuade policymak-
ers to take warning signals seriously until it is too late. 
Also, the interpretation of some early-warning signs may 
be subject to the prosecutor's fallacy—‘conditionally se-
lecting systems known to experience a transition of some 
sort and failing to account for the bias that this introduces’ 
(Boettiger & Hastings, 2012).

Another change in culture concerns care in the use 
of metrics. Once an indicator is made into a policy tar-
get, it can lose the information content that qualifies it to 
play its role as an indicator (Newton, 2011). This effect 
(known as Goodhart's Law) is particularly relevant to 
the governance of CANs, because indicators and the 
system reciprocally affect each other (Manheim, 2016, 
2018). Therein lies the problem, because ‘Complex 
systems can only be managed using metrics, and once 
the metrics are put in place, everyone is being incen-
tivised to follow the system's logic, to the exclusion of 
the original goals. If you're not careful with your metrics, 
you're not careful with your decisions. And you can't be 
careful enough’ (Manheim, 2018). A prime example is 
the failure of the algorithm for modifying UK examina-
tion results in 2020 (Hao, 2020).

These various caveats, however, are not arguments 
against the use of integrated monitoring and action as a 
support for effective governance. They illustrate, rather, 
the importance of using the information gained in a pre-
cise and accurate manner.

3.2.4  |  Cooperation and coordination

It hardly needs saying that achieving the necessary 
monitoring and action requires cooperation and coor-
dination at individual, group, and international levels. 
The principles underlying effective cooperation have 
been the subject of numerous studies, with action often 
being sadly restricted by Underdal's ‘Law of the Least 
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Ambitious Programme’ (Victor, 2006), which says that 
action tends to be restricted by the least enthusiastic 
party.

Cooperation and coordination are nevertheless nec-
essary for the governance of GCRs, because flexibility 
and speed are generally unachievable without them. 
They are especially important in three key areas:

1.	 taking actions that change the system to meet 
goals (e.g. reducing greenhouse gas emissions 
to mitigate climate change (Mason et al., 2017; 
Mattoo & Subramanian, 2013; Victor, 2016);

2.	 taking actions that reduce uncertainty, both in prac-
tical terms (e.g. government guarantees, insurance 
[Louaas & Picard, 2020]) and in terms of community 
perceptions (Kuhlemann, 2019; Wachinger et al., 
2013);

3.	steering the system away from tipping points (Galaz 
et al., 2016; for example, reducing the reproduction 
number R to below 1 so as to stop the spread of a 
pandemic (Nouvellet et al., 2021).

3.2.5  |  Resilience and preparedness

Finally, effective governance of global systemic risks 
needs to recognise that unexpected or unpredictable 
systemic change is always on the cards, and that deal-
ing with such change requires preparedness for situa-
tions when change becomes inevitable.

When it comes to complex adaptive systems, ef-
fective preparedness for sudden change involves in-
vestment in resilience, which may mean investment in 
restoring the status quo and/or investment in adapting 
to new situations (Carpenter et al., 2012; Fisher, 2015).

An example of the former is resilience planning for 
global catastrophic biological threats such as pandem-
ics, biological weapons, and synthetic biological risks. 
According to Luby and Arthur (2019), resilience planning 
should occur at multiple levels and take several forms, 
including having distributed systems (e.g. urban gardens 
and urban farms) to provide essential food, water, and 
power, because these are far less susceptible to cata-
clysmic point failure than completely centralised systems.

Implicit in Luby and Arthur's proposal is the idea 
that resilience should involve protection of the current 
system and an eventual return to normality. This may 
not always be possible, however, or even desirable (cf. 
Kareiva and Fuller, 2016), and resilience may need to 
involve the capacity to adapt and transform (Carpenter 
et al., 2012).

ALLFED (The Alliance to Feed the Earth in Disasters) 
has considered a number of options with regard to 
the provision of food in the event of a natural disas-
ter, such as a massive volcanic explosion that fills the 
atmosphere with dust and blocks out the sunlight nec-
essary for normal plant growth. Stockpiling, microbial 

electrosynthesis, scaling of greenhouse crop produc-
tion to low sunlight scenarios, and the use of microbial 
protein are just some of the scenarios under consider-
ation (Baum et al., 2015).

Importantly, and especially because the most se-
rious GCRs are so unpredictable, the investment in 
either case must be made ahead of time. Persuading 
those in power of this necessity is, perhaps, the most 
difficult problem of all.

4  |   POTENTIAL SYSTEMS 
OF GOVERNANCE

It is clear that most, if not all, current governance sys-
tems do not and cannot meet the necessary criteria 
as outlined above. The reasons for this have been 
spelled out by a number of authors (e.g. Duit & Galaz, 
2008; Young, 2017), and especially papers in Galaz, 
2019). Here we examine some of the major alterna-
tive governance systems that have been proposed and 
ask how they stack up against our five conditions (see 
Table 2).

4.1  |  Close fits to necessary conditions

We find that three of the proposed sets of governance 
principles (Control vs. Emergence, Adaptive Policies 
for Handling Deep Uncertainty, and Dynamic Adaptive 
Policy Pathways) fulfil all five of our necessary con-
ditions, while two others (Resilience Thinking and 
Sensitive Intervention Points) come very close. Here 
we examine them in greater detail.

4.1.1  |  Balance between positive and 
negative feedback; control versus emergence 
(Choi et al., 2001).

Thomas Choi and his colleagues point out that supply 
chain networks are often complex adaptive networks 
that ‘emerge’, rather than resulting from purposeful 
design by a single entity. The problems of their man-
agement/governance are thus similar in principle to 
those of other complex adaptive networks, including 
GCRs, which can similarly emerge from a combina-
tion of circumstances, rather than a single identifiable 
cause.

The major problem identified by Choi et al. is select-
ing an appropriate balance between control and emer-
gence. ‘The emergent patterns in a supply network’, 
they argue, ‘can much better be managed through posi-
tive feedback, which allows for autonomous action. [But] 
allowing too much emergence can undermine manage-
rial predictability and work routines [while] imposing too 
much control detracts from innovation and flexibility’.
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This general balance between control and emergence 
could provide a foundation for the governance of GCRs 
and is compatible with our five necessary conditions. 
Those in power must recognise that perfect certainty 
and control are not achievable. Continuous monitoring 
and consequent action are necessary to maintain the 
dynamic balance between control and emergence, as 
is flexible, rapid decision-making. Cooperation between 
planners and those who are responsible for implement-
ing plans is essential. And allowance must be made for 
the possibility of unexpected situations.

4.1.2  |  Adaptive policies for handling deep 
uncertainty (Walker et al., 2010).

‘Deep uncertainty’ is defined as ‘The condition in which 
analysts do not know or the parties to a decision cannot 
agree upon (1) the appropriate models to describe inter-
actions among a system's variables, (2) the probability 
distributions to represent uncertainty about key param-
eters in the models, and/or (3) how to value the desirabil-
ity of alternative outcomes’ (Lempert et al., 2003).

The history of most, if not all, GCRs reveals that 
they fit this description. Policymakers have a choice of 

how to respond to it. Apart from burying their heads 
in the sand, or maintaining a belief in an overarching 
dogma and/or an ability to control, there appear to be 
three sensible (not necessarily exclusive) options (see 
Leusink & Zanting, 2009):

•	 Resistance: Plan for worst possible case or future 
situation.

•	 Resilience: Whatever happens, make sure you can 
recover quickly.

•	 Adaptation: Prepare to change the policy in case 
conditions worsen.

Adaptive policies provide the flexibility required by 
our necessary conditions. As discussed by Walker 
et al., they may be purposeful (planned adaptation, au-
tonomous adaptation) or timed (anticipatory adaptation, 
reactive adaptation). In both cases, adaptive policies 
fit with our five necessary conditions. They recognise 
that perfect certainty and control are not achievable. 
By their very nature, they require integrated monitoring 
and action to allow flexible, rapid decision-making, and 
cooperation and coordination to implement those deci-
sions over appropriate timescales. And they are able to 
incorporate investment in resilience and preparedness.

TA B L E  2   Selected proposed governance systems assessed in terms of our five necessary conditions

Proposal Recognition
Flexibility 
and speed

Integrated 
monitoring 
and action

Cooperation and 
coordination

Resilience and 
preparedness

Act local; think global (Clemens, 2013) + + (in part)

Dispersed authority (Brosig, 2019) +

Multiple plausible futures (Maier et al., 2016) + + + +

Scenario planning via ensemble forecasting 
(Lempert, 2002)

1(?) + +

Resilience thinking (Berkes, 2007; Folke, 
2019; Folke et al., 2010)

+ + + + (but not far 
enough)

+

Balance between positive and negative 
feedback; control v emergence (Choi 
et al., 2001)

+ + + + +

Adaptive management (Allen et al., 2011) (Depends on 
situation)

Reframing decision theory for CAS (Bankes 
(2002))

+? +? +? +? +?

Adaptive policies for handling deep 
uncertainty (Walker et al., 2010)

+ + + (implicit) + +

Decision theory plus threshold approach 
(Polasky et al., 2011)

+ + +

Dynamic Adaptive Policy Pathways 
(Haasnoot et al., 2013; Kwakkel et al., 
2016)

+ + + + +

Orchestrating Interactions Between 
Institutions (Haas 2019)

+

Catalytic Probes (Harrison and Geyer, 2019) +

Sensitive Intervention Points (Farmer et al., 
2018)

+ +? + + +
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4.1.3  |  Dynamic adaptive policy pathways 
(Haasnoot et al., 2013; Kwakkel et al., 2016).

Dynamic Adaptive Policy Pathways are a refinement 
of Walker et al.'s adaptive policies, incorporating the 
idea of a flexible strategic vision. They are based on 
the concept that, in light of deep uncertainties about 
the future, one needs to design dynamic adaptive 
plans. Such plans contain a strategic vision of the fu-
ture, commit to short-term actions, and establish a 
framework to guide future actions. [They are] a fu-
sion of adaptive policymaking and adaptation tipping 
points (Figure 2).

As the above diagram shows, they incorporate all of 
our necessary conditions, some directly (recognition [1, 
2], monitoring and action [10], resilience and prepared-
ness [7], and flexible, rapid decision-making [4a, 4b]), 
with cooperation and coordination being necessary for 
effective implementation of the whole process.

4.1.4  |  Resilience thinking (Berkes, 2007; 
Folke, 2019; Folke et al., 2010)

Investment in resilience is one of our key conditions, but 
some authors believe that it can be taken further to form the 
foundation for governance of social–ecological systems. 
Here we examine whether this approach might also be ap-
propriate to the governance of global catastrophic risks.

The underlying concept in resilience thinking is that 
of transformability across multiple scales. Resilience 

in this context (Folke et al., 2010) is ‘the capac-
ity of a SES (or any CAN [LRF & AS]) to continually 
change and adapt yet remain within critical thresholds. 
Adaptability is part of resilience. It represents the ca-
pacity to adjust responses to changing external drivers 
and internal processes and thereby allow for develop-
ment along the current trajectory (stability domain). 
Transformability is the capacity to cross thresholds 
into new development trajectories. Transformational 
change at smaller scales enables resilience at larger 
scales. The capacity to transform at smaller scales 
draws on resilience from multiple scales, making use 
of crises as windows of opportunity for novelty and in-
novation, and recombining sources of experience and 
knowledge to navigate social–ecological transitions’.

Governance in this context consists of finding ‘ways 
to foster resilience of smaller, more manageable SESs 
that contribute to Earth System resilience and to ex-
plore options for deliberate transformation of SESs that 
threaten Earth System resilience’.

A number of strategies have been proposed for en-
hancing resilience in complex adaptive systems (e.g. 
Crépin, 2019; Duit, 2015; Sellberg et al., 2018). These 
include fostering ecological, economic, and cultural di-
versity; planning for changes that are likely to occur; 
fostering learning; and communicating the societal 
consequences of recent changes. These strategies, 
and the basic concept, certainly fit our conditions (1) 
and (5). Remaining within stability domains also re-
quires that conditions (2) and (3) be met. It is not so 
clear whether resilience thinking requires cooperation 

F I G U R E  2   Development of dynamic adaptive policy pathways (from Haasnoot et al., 2013, with permission).
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and coordination (one may envisage situations where 
built-in resilience through law or custom does not par-
ticularly require cooperation); nevertheless, we may 
consider resilience thinking to be a serious option for 
the governance of GCRs.

4.1.5  |  Sensitive intervention points (Farmer 
et al., 2018)

Sensitive intervention points are points (in time, func-
tion, or place) where ‘an intervention kicks or shifts the 
system so that the initial change is amplified by feed-
back effects that deliver outsized impact’.

Clearly, the use of SIPs for governance requires that 
our conditions (2)–(4) be met. Monitoring and subse-
quent action are obviously essential, as is flexible, rapid 
decision-making and cooperation and coordination on 
timescales compatible with the changes to be induced.

It is possible, however, to visualise a governance 
system whose leaders believe in the possibility of top–
down control and predictability of outcomes, but who 
could nevertheless use SIPs as a tool for governance. 
Without the recognition of GCRs as CANs, however, 
the effectiveness of the interventions would be a mat-
ter of luck, and interventions could even backfire (as 
with the introduction of cane toads for pest control in 
Australian cane fields). Our condition (1), then, is not 
strictly necessary, but becomes highly desirable.

Governance solely by the use of SIPs does not 
strictly require investment in resilience and prepared-
ness either (our condition [5]), but such investment is 
highly desirable on more general grounds.

Overall, SIPs offer a very useful tool that fits our con-
ditions (2)–(4), but which may best be used to facilitate 
other approaches to the governance of GCRs, particu-
larly in the implementation of dynamic adaptive pathways.

5  |   CONCLUSIONS

We have established necessary and enabling conditions 
for the governance of global catastrophic risk and have 
examined a broad set of policy proposals in the light of 
these conditions. We find that Adaptive Policies for 
Handling Deep Uncertainty, as proposed by Walker 
et al., (2010), provide the most promising approach, with a 
Balance Between Positive and Negative Feedbacks, 
Dynamic Adaptive Policy Pathways, Resilience 
Thinking, and the use of Sensitive Intervention Points 
providing suitable enabling tools.

We are not aware of any existing governance system 
that fulfils these conditions, and argue that a totally new 
approach to the governance of global catastrophic risk 
is required. This must be based on the recognition of 
the nature of GCRs as CANs and of the known proper-
ties of CANs—especially, that they possess emergent 

properties that are more than the sum of their parts, 
and that they are liable to sudden, unpredicted (and 
often unpredictable), system-wide change.

We add here that there is one further practical ques-
tion. This is that enabling conditions must be found 
which will facilitate transition to the new form of gover-
nance. These conditions are processes that must be 
possible within any governance system that fulfils the 
five necessary conditions.

Three processes are particularly important:

•	 The incorporation of ‘bridging organisations’ to con-
nect governance levels and spatial and temporal 
scales (Folke, 2019)

•	 The evocation and maintenance of trust (Prieser & 
Woermann, 2019)

•	 Complexity leadership (Nooteboom & Teismann, 2019)

We will discuss these processes in detail, and 
whether they need to be modified for societies with dif-
ferent cultural values (Ruck et al., 2020), in a subse-
quent paper.
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ENDNOTE
	1.	The American psychologist Frank Knight (1921) drew a distinction 

between risk (‘decision situations in which probabilities are avail-
able to guide choice’) and uncertainty (‘decision situations in which 
information is too imprecise to be summarised by probabilities’; 
Runde, 1998). The risks that are encompassed in the phrase ‘glob-
al catastrophic risks’ might better be described in Knightian terms 
as ‘uncertainties’, because often we have no means of assessing 
their probabilities, or whether there are additional scenarios that 
we have not considered, or even been able to consider. The phrase 
‘global catastrophic risks’ is, however, now firmly embedded in the 
literature, and we will stay with it, clarifying where necessary any 
ambiguity with the Knightian meaning.
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