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Background: Recently, deep learning techniques have been widely used in low-dose computed tomography 
(LDCT) imaging applications for quickly generating high quality computed tomography (CT) images at 
lower radiation dose levels. The purpose of this study is to validate the reproducibility of the denoising 
performance of a given network that has been trained in advance across varied LDCT image datasets that are 
acquired from different imaging systems with different spatial resolutions.
Methods: Specifically, LDCT images with comparable noise levels but having different spatial resolutions 
were prepared to train the U-Net. The number of CT images used for the network training, validation 
and test was 2,400, 300 and 300, respectively. Afterwards, self- and cross-validations among six selected 
spatial resolutions (62.5, 125, 250, 375, 500, 625 μm) were studied and compared side by side. The residual 
variance, peak signal to noise ratio (PSNR), normalized root mean square error (NRMSE) and structural 
similarity (SSIM) were measured and compared. In addition, network retraining on a small number of image 
set was performed to fine tune the performance of transfer learning among LDCT tasks with varied spatial 
resolutions.
Results: Results demonstrated that the U-Net trained upon LDCT images having a certain spatial 
resolution can effectively reduce the noise of the other LDCT images having different spatial resolutions. 
Regardless, results showed that image artifacts would be generated during the above cross validations. For 
instance, noticeable residual artifacts were presented at the margin and central areas of the object as the 
resolution inconsistency increased. The retraining results showed that the artifacts caused by the resolution 
mismatch can be greatly reduced by utilizing about only 20% of the original training data size. This 
quantitative improvement led to a reduction in the NRMSE from 0.1898 to 0.1263 and an increase in the 
SSIM from 0.7558 to 0.8036. 
Conclusions: In conclusion, artifacts would be generated when transferring the U-Net to a LDCT 
denoising task with different spatial resolution. To maintain the denoising performance, it is recommended 
to retrain the U-Net with a small amount of datasets having the same target spatial resolution.
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Introduction

The recent booming of deep learning (DL) techniques has 
substantially shifted the paradigm of low-dose computed 
tomography (LDCT) medical imaging, which aims at 
reducing the radiation dose of CT scans to as low as 
reasonably achievable (ALARA). Many studies (1-10)  
have investigated to seek for the advanced LDCT imaging 
solutions, especially for the way of generating and 
reconstructing CT images with higher signal-to-noise ratio 
(SNR) at lower radiation dose. Different from the well-
known filtered back-projection (FBP) method and the 
iterative reconstruction (IR) method, the performance of 
DL approaches heavily relies on the training data, which 
is usually made by two sets of CT images: the expected 
images, i.e., the label images obtained at standard exposures; 
the images to be processed, i.e., the input CT images 
obtained at lower exposures. Afterwards, the training 
procedure makes the network learn to remove the noise on 
the LDCT images.

As required by the DL method, dedicated LDCT data 
always have to be gathered and prepared in advance. Take the 
worldwide recognized American Association of Physicists in 
Medicine (AAPM) LDCT imaging challenge data (11) as an 
example, those LDCT images were prepared for low-mAs 
CT imaging applications with conventional imaging spatial 
resolution, i.e., Δx >625 μm. In this study, Δx denoted the 
spatial resolution of the imaging system by default. When 
dealing with a different LDCT imaging task of varied spatial 
resolution (12), for instance, the small animal biological 
micro-CT imaging (13) with a spatial resolution of Δx  
<50 μm, it is hard to find such a well-recognized and open-
sourced LDCT imaging data. Intuitively, it is viable to use 
the AAPM clinical LDCT image data in the low-dose micro-
CT imaging applications (Figure 1). Herein, the similar object 
contents were assumed, namely, the anatomic structures of 
small animals were assumed to be similar to that of humans. 
Essentially, this leads to a very interesting question: can the 
neural network trained at one spatial resolution be transferred 
and applied directly onto another LDCT imaging task with 
different spatial resolution, provided that both the noise 

level and structural content are similar? If the answer to this 
question is positive, a specific LDCT imaging network can be 
easily extended without spending a lot of resources to retrain 
it. Consequently, many efforts such as the data preparation, 
network training, computation and human resources can be 
saved. To answer the above question, the LDCT imaging 
performance of a popular DL algorithm, e.g., U-Net (14), at 
six varied image spatial resolutions is validated in this study.

In the field of DL, some preprocessing is usually 
necessary if a pre-trained network model needs to be 
applied onto other tasks. And the most common method is 
transfer learning (15-18), which has been proven effective in 
improving the performance of neural networks on various 
tasks. Transfer learning can be especially useful in situations 
where a limited amount of data is available for the target 
task or when the new task is closely related to the original 
task. The application of the varied resolution network 
model in this study also involves limitations in data quantity 
and similarity of tasks. Therefore, some transfer learning 
processes have been applied to relevant network models 
in this study. Without changing the network structure, six 
sets of small amounts of target resolution image data were 
used to retrain the non-target resolution image model, 
and then applied to the denoising task of target resolution 
LDCT images. Through such transfer learning research, it 
is possible to investigate whether the generalization ability 
of network can be improved after the network retraining 
which was based on a small amount of target task data.

The rest of this article is organized as follows: the 
Methods section presents the CT imaging physics, numerical 
experiments, and details of the network training and 
retraining; the Results section presents the LDCT imaging 
results at six certain image resolutions and the network 
retraining results; the Discussion and Conclusions section 
present the discussions and a brief conclusion of this study.

Methods

CT imaging model

In CT imaging, the measured beam intensity I in detector 
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element t at projection angle θ is expressed as

( ) ( ) ( )( )0,, exp , ,AI t I E t E dEµθ θ= Ω −∫  	 [1]

where I0,A denotes the number of incident X-ray photons, 

( )EΩ  denotes the X-ray beam spectra, and ( )µ ⋅  denotes 
the Radon transform (19) of the object ( ),x Eµ 

:

( ) ( ) ( ), , ,t E x E x n t dxdyµ θθ µ δ
∞ ∞

−∞ −∞
= ⋅ −∫ ∫

  

 	 [2]

in which ( )δ ⋅  denotes the Dirac δ -function and represents 
an X-ray beamlet, ( ),x x y=



, and ( )cos ,sinnθ θ θ=


. At 
last, CT images are reconstructed using the FBP algorithm 
along with Ramp filter. 

Data preparation

In this study, a group of selected abdominal CT images 
were downloaded from the Cancer Imaging Archive (20) 
at https://www.cancerimagingarchive.net/ for network 
training and validation. The study was conducted in 
accordance with the Declaration of Helsinki (as revised 
in 2013). Before data preparations, these CT images 
having Hounsfield unit (HU) were converted into linear 

attenuation coefficient via formula: 1000object water water
HUµ µ µ= × + .  

Herein, the X-ray energy was assumed as 60 keV,  
and the waterµ  at 60 keV was obtained from National 
Institute of Standards and Technology (NIST, USA). 

Forward projection and FBP reconstructions were 
performed to generate the needed noisy CT images. 
In total, six spatial imaging resolutions (denoting the 
resolving capability of the image system) were manually 
selected: 62.5, 125, 250, 375, 500 and 625 μm. The main 
parameters are listed in Table 1. It should be noted that 
these resolution settings were not corresponding to certain 
imaging modalities, and each setting only represented 
a typical class of imaging modality. For example, the  
62.5 μm setting denoted the typical spatial resolution of a 
small animal micro-CT scanner, and the 625 μm setting 
denoted the typical spatial resolution of a clinical CT 
scanner. With Poisson statistics, the used photons enable us 
to generate CT images with similar SNRs. No electronic 
noise was added in these numerical experiments. The 
X-ray source to detector distance (SDD) and the source 
to rotation center (SOD) were adjusted adaptively along 
with the resolution settings. Meanwhile, the dimension of 
the detector, denoted as det∆ , also varied along with x∆ . By 
default, det

SDD x
SOD

∆ = ×∆  was assumed in this work. For more 

Figure 1 Illustrations of the LDCT imaging tasks at two spatial resolution levels (Δx =62.5 μm and Δx =625 μm). LDCT, low-dose 
computed tomography.
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details, please refer to our previous work (6,21). The animal 
experiment was approved by the Institutional Animal Care 
and Use Committee (IACUC) of the Shenzhen Institute of 
Advanced Technology at the Chinese Academy of Sciences 
and was conducted in compliance with the protocol (SIAT-
IACUC-201228-YGS-LXJ-A1498; January 5, 2021) for the 
care and use of animals. 

The U-Net

In this study, the U-Net (14) proposed by Ronneberger 
et al. was trained. Specifically, there are 24 convolutional 
layers in total. The contracting branch contains 11 
convolutional layers, and the number of feature channels 
in these layers is 32, 32, 32, 64, 64, 128, 128, 256, 256, 512 
and 512, respectively. The size of the convolutional kernel 
is 3×3 for each layer in contracting branch, and 2×2 max 
pooling operations with stride 2 are applied for down-
sampling. The expansive branch contains 13 convolutional 
layers, and the number of feature channels in these layers 
is 256, 256, 256, 128, 128, 128, 64, 64, 64, 32, 32, 32 and 
1, respectively. The size of the convolutional kernel is 3×3 
for the first layer to the twelfth layer in expansive branch, 
and the size of the convolutional kernel is 1×1 for the final 
layer in expansive branch. Additionally, 3×3 deconvolution 
operations with stride 2 are applied for up-sampling. The 
activation function was replaced by the leaky rectified linear 
unit (Leaky ReLU). Concatenations were added between 
the corresponding layers having the same image size. In 
addition, the mean-square-error (MSE) is selected as the 
network loss, which is defined as:

( ) ( )
1 1 2

0 0

1 ˆ, ,
m n

i j
MSE y i j y i j

mn

− −

= =

= −  ∑∑ 	 [3]

where y denotes the label CT images with normal dose, 
ŷ  denotes the predicted image from the network, and 
m=n=512 denote the size of the images. All network 

training were implemented in Python with the TensorFlow 
library on a NVIDIA RTX A6000 GPU card.

Network training

In total, six U-Net models were trained with respect to 
the LDCT images having six different spatial resolutions. 
For a certain image resolution, 2,400 images were used for 
the U-Net training, 300 images were used for validation 
and 300 images were used for testing. Finally, the LDCT 
images with high resolution (Δx =62.5 μm) and the LDCT 
images with low resolution (Δx =625 μm) are validated by all 
these six network models, correspondingly. The peak signal 
to noise ratio (PSNR), normalized root mean square error 
(NRMSE) and structural similarity (SSIM) are measured to 
evaluate the denoising performance. The PSNR is defined 
as,

2

1010 log IMAXPSNR
MSE

 
= ⋅  

 
	 [4]

where MAXI denotes the maximum intensity value, and the 
MSE used here is calculated based on the ground truth. 
And the NRMSE can be denoted as

100MSENRMSE
y

= × 	 [5]

where y  is the mean of the cross-test predicted image, and 
the MSE used here is calculated based on the corresponding 
self-test result. In addition, the SSIM is used to measure the 
perceptual similarity between the cross-test LDCT and the 
self-test CT images, which is defined as

( ) ( )( )
( )( )

ˆ ˆ1 2

2 2 2 2
ˆ ˆ1 2

2 2
ˆ, y y yy

y y y y

c c
SSIM y y

c c

µ µ σ

µ µ σ σ

+ +
=

+ + + +
	 [6]

where ŷ  denotes the self-test image, y denotes the cross-
test image. And ŷµ  and yµ  denote the averages of ŷ  and y, 

2
ŷσ  and 

2
yσ  denote the variance of ŷ  and y, ŷyσ  denotes the 

Table 1 The main configurations of the six numerical CT imaging systems

Spatial resolution 62.5 μm 125 μm 250 μm 375 μm 500 μm 625 μm

Input I0 (photons) 3.6×104 1.5×104 1×104 1.5×104 2.5×104 5.6×104

Label I0 (photons) 1.8×105 7.5×104 5×104 7.5×104 1.25×105 2.8×105

SDD (mm) 150 300 600 900 1,200 1,500

SOD (mm) 75 150 300 450 600 750

The input and label photon numbers (I0) are listed in the first and second rows, the X-ray SDD and the SOD are listed in the third and 
fourth rows. CT, computed tomography; SDD, source to detector distance; SOD, source to rotation center.
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co-variance between ŷ  and y, and c1 and c2 denote the two 
variables to stabilize the division operation.

Model retraining

Additionally, network retraining was performed for the 
625 μm model by a small amount of LDCT images with 
62.5 μm spatial resolution. To do so, six different amounts 
of data were utilized, corresponding to 5%, 10%, 15%, 
20%, 25% and 30% of the original 2,400 training images. 
The number of images used in both validation and testing 
sets was fixed at 300. Afterwards, such retrained model was 
used to test the 62.5 μm LDCT images. Early stopping, 
namely, stopping the network training if the loss value 
does not decrease after a certain number of epochs, is used 
during the network retraining. Specifically, the number of 
retraining steps for the six groups was: 3,000 for 5% group, 
5,000 for 10%, 15% and 20% groups, 6,000 for 25% group, 
and 7,000 for 30% group.

Results

Network loss

The training losses are plotted in Figure 2. It can be seen 
that the loss curves of six different resolutions exhibit similar 
trends, indicating the independence of the U-Net training 
to the spatial resolution. These CT images of different 
resolutions used for network training were generated with 
similar SNRs. The presented figure illustrates that despite 
the network model trained on high spatial resolution images 
exhibiting higher MSE values than the model trained on 
low resolution images, all training curves converge within 
an equal number of training steps. The final convergent 
values of these training loss curves in Figure 2 are different. 
We guess this might be due to the slightly different noise 
levels of the generated CT images at different spatial 
resolutions. Additionally, the network training time is listed 
in Table 2. Approximately, the total network training time is 
quite close from each other.

Results of high-resolution images

The high-resolution LDCT images (62.5 μm) were 
denoised by the U-Net model trained at the same resolution 
(denoted as self-test) and the U-Net model trained at other 
resolutions (denoted as cross-test). Results in Figure 3  
demonstrate that the trained network can be used to denoise 
the LDCT images that have the same resolution without 
generating significant image artifacts. Herein, two different 
abdominal structures were compared. Results on Figure 4 
are for the cross-tests with the other LDCT images having 
varied spatial resolutions. Two region-of-interests (ROIs), 
highlighted by the yellow and blue boxes, were selected. 
In addition, the difference maps with respect to the self-
test result are depicted in the second and fourth rows. 
Obviously, these U-Net trained at different image spatial 
resolutions can be used to remove the image noise on the 
high resolution LDCT images. The PSNR values listed in 
Table 3 also indicate that all models can denoise the LDCT 
images having 62.5 μm spatial resolution.

Aside from the noise reduction, however, it can be 
noticed that some fake image contents were generated 
during the cross-test validations. For the tested high 
resolution LDCT images, more artificial textures show up 
at the edges of the images as the resolution used in U-Net 
model varies from 125 μm up to 625 μm, see the yellow 
ROIs on Figure 4. On the contrary, such artifacts are not 
significant for the blue ROIs located around the central 

Table 2 The training time used by each model

Model Training steps Computation time

62.5 μm 50,000 6 h 48 min

125 μm 50,000 6 h 52 min

250 μm 50,000 6 h 48 min

375 μm 50,000 6 h 47 min

500 μm 50,000 6 h 49 min

625 μm 50,000 6 h 48 min

Figure 2 The U-Net training loss curves with six spatial 
resolutions CT images. The MSE is selected as the network loss 
function. MSE, mean-square-error; CT, computed tomography.
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vicinity. In addition, the number of residual artifacts become 
dramatic as the resolution discrepancy increases between 
the training model and the targeting validation model, see 
the difference images on Figure 4.

More quantitative analysis results are presented 
in Figure 5. In particular, the variance of the residual 
images is compared on Figure 5A, NRMSEs and SSIMs 

of the validation results are compared on Figure 5B,5C, 
respectively. In short, these quantitative results show high 
consistency with the above visual observations. As the 
resolution decreases, the residual variance and NRMSE 
values get larger, and the SSIM values get smaller, indicating 
a worse performance in maintaining the identical image 
information. In other words, cross tests with unmatched 

Figure 3 The U-Net self-test results of 62.5 μm CT images (including the images of liver and pancreas). The display window is [0.17, 0.26] cm−1. 
The scale-bars denote 4.0 mm. CT, computed tomography.

Figure 4 The U-Net test results of 62.5 μm CT images. The network test images are shown in the first and third rows, and the 
corresponding residual images which obtained by subtracting the self-test image from the cross-test images are shown in the second and 
fourth rows. The display window of test images is [0.20, 0.24] cm−1 and the display window of residual images is [−0.007, 0.007] cm−1. The 
scale-bars denote 4.0 mm. CT, computed tomography.
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spatial resolution may introduce alien image information, 
e.g., random image artifacts, and thus degrades the overall 
image quality.

Results of low-resolution images

This study also explored the low-resolution (625 μm) 
LDCT imaging performance in a similar manner. Figure 6 
depicts the self-test results. Likewise, the outcomes indicate 
that the trained network can be employed to effectively 
denoise the LDCT images having the same resolution. 
Herein, two different abdominal structures were compared. 

The cross-test results presented in Figure 7 demonstrate 
that the U-Net models trained with other resolution 
datasets can be used to denoise the low-resolution (625 μm) 
LDCT images. This is consistent with the results obtained 
from the validations of high-resolution (62.5 μm) LDCT 
data. Specifically, two ROIs were highlighted and the 
corresponding residual images are illustrated in the second 
and fourth rows. Table 3 presents the quantitative analysis 
results, which also demonstrate that all the U-Net models 
are capable of effectively denoise the low-resolution LDCT 
images.

In contrast to the high-resolution validations, the 

Table 3 The measured PSNR values (dB) of 62.5 μm and 625 μm test results

Test
PSNR (dB)

62.5 μm model 125 μm model 250 μm model 375 μm model 500 μm model 625 μm model

62.5 μm-LDCT 37.17±1.03 37.26±1.03 37.31±1.03 37.11±1.01 36.98±1.01 36.87±1.00

625 μm-LDCT 37.06±1.01 37.43±1.04 37.71±1.05 37.73±1.06 37.71±1.06 37.75±1.06

The values are presented as mean ± standard deviation. LDCT, low-dose computed tomography; PSNR, peak signal to noise ratio.

Figure 5 The quantitative results of the cross-test results of 62.5 μm images. (A) The variance values of residual images; (B) NRMSEs of the 
test images; (C) SSIMs of the test images. NRMSEs, normalized root mean square errors; SSIMs, structural similarities.

Figure 6 The U-Net self-test results of 625 μm CT images (including the images of liver and pancreas). The display window is [0.17, 0.26] cm−1.  
The scale-bars denote 40.0 mm. CT, computed tomography.
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occurrence of artifacts on the periphery of the CT images 
was rare and less prominent in such low-resolution 
validations, see the yellow ROIs in Figure 7. However, the 
sharpness of the denoised low-resolution LDCT images 
gradually degrades as the spatial resolution of the training 
data increases from 500 to 62.5 μm, see the two highlighted 
ROIs on Figure 7. As the resolution disparity between the 
training data and testing data increases, the amount of 
residual artifacts also escalates, see the residual images in 
Figure 7. 

The measured residual variance, NRMSEs, and SSIMs 
results were plotted in Figure 8, respectively. These 
quantitative results indicate a gradual degradation of the 
cross-test outcomes as the spatial resolution varies. These 
findings again demonstrate that the network validation 
using inconsistent resolutions would introduce artifacts 
to the denoised LDCT images, thereby diminishing the 
generalization capability among different network models.

Results of network retraining

With the purpose to enhance the LDCT denoising 
performance of the cross tests, network retraining was 
investigated with the low-resolution model (625 μm). 
Namely, the U-Net that has already been trained by the 
low-resolution LDCT images was retrained by a small 
fraction of high-resolution LDCT images (62.5 μm). The 
retraining losses are plotted in Figure 9. It should be noted 
that each group utilized different training data, and to avoid 
overfitting, the number of training steps performed by each 
group varied. Therefore, each group stopped training at the 
point of their lowest loss value, which was approximately 
similar across the groups.

Afterwards, LDCT images having 62.5 μm pixel size are 
validated by the fine-tuned low-resolution model (625 μm). 
Obviously, network retraining can significantly improve 
the LDCT denoising performance, especially in reducing 
the alien image artifacts around the edges of the object, see 

Figure 7 The U-Net test results of 625 μm CT images. The layout of these images is similar to Figure 4. The display window of test 
images is [0.20, 0.24] cm−1 and the display window of residual images is [−0.007, 0.007] cm−1. The scale-bars denote 40.0 mm. CT, computed 
tomography.
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Figure 8 The quantitative results of the cross-test results of 625 μm images. (A) The variance values of residual images; (B) NRMSEs of the 
test images; (C) SSIMs of the test images. NRMSEs, normalized root mean square errors; SSIMs, structural similarities.

Figure 9 The U-Net retraining loss curves with six different 
number of retraining data. The MSE is selected as the network 
loss function. MSE, mean-square-error.

the zoom-in ROIs in Figure 10. As expected, increasing the 
amount of retraining data would benefit the final denoising 
performance, see the residual images in Figure 10.

Quantitative analysis results are presented in Figure 11. 
It is found that the image quality gets almost unchanged 
when the amount of retrained data is about 20% of the total 
number of training samples. Interestingly, further increasing 
the amount of retrained data does not result in significant 
improvement of image quality. Eventually, results obtained 
from the retrained network show close image quality to the 
ones obtained from the cross-tests with 125 μm model.

Noise property

In this part, noise-only CT images are studied and presented 
(Figure 12). Visually, such noise-only CT images contain 

unique features and look quite different at varied spatial 
resolutions. For instance, the noise texture on Figure 12A  
is quite uniform for CT images having 62.5 μm pixel size. 
Whereas, residual streaking signals gradually become 
apparent at the edges of the noise-only CT images as the 
image resolution decreases, see Figure 12F. We speculate 
that such differences in noise texture may be the root 
cause for blocking the transfer of U-Net between different 
LDCT denoising tasks with varied spatial resolutions.

Discussion 

In this work, the feasibility of using the same LDCT 
denoising neural network, which has been trained at a certain 
image resolution in advance, directly onto another LDCT 
imaging application having different image resolution has 
been investigated. Herein, the most popular image-domain 
based neural network U-Net was employed to remove 
the LDCT image noise. Evaluations were performed on 
the data generated from the clinical CT images having six 
spatial resolutions.

It was found that the U-Net can efficiently remove 
the CT image noise for self-test and cross-test. Its 
denoising capability is fairly independent of the image 
spatial resolution. Whereas, its denoising performance 
is strongly correlated with the image spatial resolution 
(assuming the same attenuation coefficients). We guess this 
is mainly due to the inconsistent CT image noise textures 
among different image resolutions. In particular, strong 
streaking noise textures are easily obtained at low image 
resolution, regardless of the angular sampling rate. As the 
image resolution increases, these streaking noise textures 
become less significant, and more uniformed noise maps 
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Figure 10 The U-Net retraining results of 62.5 μm images. The difference maps are obtained by subtracting the self-test images from the 
retraining results. The display window of test images is [0.20, 0.24] cm−1 and the display window of residual images is [−0.007, 0.007] cm−1. 
The scale-bars denote 4.0 mm.

Figure 11 The quantitative results of the retraining results of 62.5 μm images. (A) The variance values of residual images; (B) NRMSEs 
of the retraining test images; (C) SSIMs of the retraining test images. NRMSEs, normalized root mean square errors; SSIMs, structural 
similarities.

are obtained. Because of these residual noise streaks, as a 
consequence, the immediate transformations of the U-Net 
between different LDCT image resolutions get challenged, 
especially when generating high-quality CT images. For 

instance, noticeable structural artifacts were presented at 
the edges of the object when denoising the high-resolution 
CT image by the U-Net trained with a lower resolution. As 
a contrary, in the process of denoising the low-resolution 

5% data                        10% data                     15% data                      20% data                       25% data                     30% data 

62
.5

 μ
m

 li
ve

r
D

iff
er

en
ce

D
iff

er
en

ce
62

.5
 μ

m
 p

an
cr

ea
s

4 mm

0.025

0.020

0.015

0.010

0.20

0.15

0.10

0.85

0.80

0.75

0.70

Residual variance (retraining) NRMSE (retraining) SSIM (retraining)

Amount of retraining data Amount of retraining data Amount of retraining data

5% 5% 5%10
%

10
%

10
%15

%
15

%
15

%20
%

20
%

20
%25

%
25

%
25

%30
%

30
%

30
%

A B C

Va
ria

nc
e

N
R

M
S

E
, %

S
S

IM



Zhang et al. U-Net denoising for CT images with varied resolutions650

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2024;14(1):640-652 | https://dx.doi.org/10.21037/qims-23-768

Figure 12 The noise distribution of the six different resolution CT images. The display window is [−0.026, 0.027] cm−1. CT, computed 
tomography.

CT image by the higher resolution CT images trained 
U-Net, there were still some dispersion artifacts and image 
blurring in the middle area of the image.

Usually, the image denoising procedure would degrade 
the image resolution due to the blurring effect. As a 
consequence, balance and trade-off are often needed to 
remove most of the image noise while minimally impacting 
the image resolution. Specifically, some previous studies 
(22,23) have demonstrated that such image resolution 
degradation may depend on the object contrast: the image 
gets more blurred at the regions having low contrast. 
Despite of the important interplay between image noise 
and image resolution, however, this topic is beyond the 
main scope of this study, which only focuses on discussing 
the reproducibility of the denoising performance of a given 
network, which has already been trained in advance, among 
varied LDCT image datasets acquired from different 
imaging systems with varied resolutions. Usually, the 
resolution of an imaging system is defined and measured 
without considering the image noise.

Since it is quite difficult to completely remove such 

noise induced streaking features on CT images, especially 
for the diagnostic CT modalities (24) with spatial 
resolution Δx >500 μm, therefore, the current answer to 
the aforementioned question at the beginning of this article 
tends to be negative. Namely, the DL based neural network 
for LDCT imaging trained at one image resolution cannot 
be directly transferred and applied to another LDCT 
imaging task with a varied image resolution, even if the 
dose reduction ratio and the object content are similar. 
With the attempt to partially address this issue, network 
retraining was performed. It was found that only about 20% 
of the original samples is enough to improve the overall 
LDCT denoising performance. In future, if it is feasible to 
sufficiently remove such noise induced streaking features 
by utilizing novel CT image hardware, data acquisition 
strategies and other image reconstruction methods (25-29),  
we believe the same DL network could be directly 
transferred between different LDCT imaging applications 
having varied spatial resolutions without the need of 
additional network retraining. By that time, a great number 
of efforts and resources such as the data preparation and 
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network training can all be saved.
This study has several limitations. First, only one single 

DL-based CT image denoising algorithm, i.e., the U-Net, 
was validated. For other CT image denoising networks, e.g., 
GAN based DL algorithms (30-32) and 3D U-Net (33),  
we do not know how the results would become and careful 
comparisons are needed in future. Second, the different 
resolution data in this study were only obtained through 
numerical experiments of clinical CT images, and more 
evaluations of LDCT physical experiments need to be 
investigated in the future.

Conclusions

In conclusion, the DL based LDCT image denoising 
algorithms maybe sensitive to the CT noise textures. As 
a result, it is not recommended to apply the same U-Net 
for LDCT denoising tasks performed at different spatial 
resolutions to generate the same high-quality LDCT 
images. An optional solution is to retrain the network model 
with a very small amount of the target resolution data. Such 
transfer learning can effectively avoid introducing additional 
image artifacts and hence improve the model’s denoising 
ability for LDCT denoising tasks with different resolutions.
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