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Abstract

Grammar is central to any natural language. In the past decades, the artificial grammar of

the AnBn type in which a pair of associated elements can be nested in the other pair was

considered as a desirable model to mimic human language syntax without semantic inter-

ference. However, such a grammar relies on mere associating mechanisms, thus insuffi-

cient to reflect the hierarchical nature of human syntax. Here, we test how the brain

imposes syntactic hierarchies according to the category relations on linearized sequences

by designing a novel artificial “Hierarchical syntactic structure-building Grammar” (HG),

and compare this to the AnBn grammar as a “Nested associating Grammar” (NG) based

on multilevel associations. Thirty-six healthy German native speakers were randomly

assigned to one of the two grammars. Both groups performed a grammaticality judgment

task on auditorily presented word sequences generated by the corresponding grammar

in the scanner after a successful explicit behavioral learning session. Compared to the NG

group, we found that the HG group showed a (a) significantly higher involvement of

Brodmann area (BA) 44 in Broca's area and the posterior superior temporal gyrus (pSTG);

and (b) qualitatively distinct connectivity between the two regions. Thus, the present

study demonstrates that the build-up process of syntactic hierarchies on the basis of cat-

egory relations critically relies on a distinctive left-hemispheric syntactic network involv-

ing BA 44 and pSTG. This indicates that our novel artificial grammar can constitute a

suitable experimental tool to investigate syntax-specific processes in the human brain.

K E YWORD S

artificial grammar, associative processing, fMRI, hierarchical syntactic processing, language
network, syntactic category

1 | INTRODUCTION

A hallmark of the human language faculty is the capacity to combine

linear sequences of words into hierarchical structures for language

comprehension (Dehaene, Meyniel, Wacongne, Wang, &

Pallier, 2015; Ding, Melloni, Hang, Xing, & Poeppel, 2016; Everaert,

Huybregts, Chomsky, Berwick, & Bolhuis, 2015; Fitch, 2014;

Friederici, 2017; Hagoort, 2005; Nelson et al., 2017; Sheng
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et al., 2019). The hierarchical relationships among the constituents

(i.e., words and phrases) are based on their syntactic categories

(e.g., nouns and verbs) and their syntactic relations, which determine

how these constituents can be recursively combined to build up lin-

guistic hierarchical syntactic structures (Adger, 2013; Berwick et al.,

2013; Chomsky, 1995; Dehaene et al., 2015; Epstein, Kitahara, &

Seely, 2014; Hauser, Chomsky, & Fitch, 2002; Hornstein &

Nunes, 2008; Hornstein & Pietroski, 2009; Hornstein, 2009;

Hoshi, 2018, 2019; Lenneberg, 1967; Miyagawa, Berwick, &

Okanoya, 2013; Narita, 2014). For example, the determiner “[D the]”
and the noun “[N apple]” together form the determiner phrase “[DP

the apple],” which can further combine with the verb “[V eat]” to form

the verbal phrase “[VP eat the apple]” as a larger constituent (see

Figure 1a). The capacity to create hierarchical structures out of syn-

tactic category relations has been deemed fundamental for language

processing as a unique human language trait (Chen et al., 2019;

Fujita, 2014; Berwick et al., 2013; Friederici, 2019; Goucha,

Zaccarella, & Friederici, 2017; Miyagawa et al., 2013). In the current

study, we approach the fundamental question of how the human

brain imposes hierarchical syntactic structures on linearized word

sequences (i.e., hierarchical syntactic processing) on the basis of the

syntactic category relations by using an artificial grammar learning/

processing paradigm.

Language processing in the human brain is known to be

supported by a left-dominant fronto-temporal network (Berwick et al.,

2013; Fedorenko, Hsieh, Nieto-Castañon, Whitfield-Gabrieli, &

Kanwisher, 2010; Friederici, 2017; Hagoort & Indefrey, 2014; Vigneau

et al., 2006). A recent meta-analytic approach involving over 200 par-

ticipants has shown that the processing of natural sentences com-

pared to nonword lists involves the left inferior frontal gyrus (IFG),

the inferior frontal pars orbitalis (IFGorb), the anterior temporal lobe

(aTL), the posterior temporal lobe (pTL), and the angular gyrus (AG;

see https://evlab.mit.edu/funcloc/download-parcels; Fedorenko

et al., 2010).

Within this language network, the IFG, especially Brodmann area

(BA) 44, and the pTL, especially the posterior superior temporal gyrus

(pSTG), have been consistently shown to specifically support syntactic

processing, regardless of stimulus complexity (e.g., Bornkessel, Zysset,

Friederici, von Cramon, & Schlesewsky, 2005; Brennan &

Pylkkänen, 2012; Chang, Dehaene, Wu., Kuo, & Pallier, 2020; den

Ouden et al., 2012; Friederici, 2019; Friederici, Makuuchi &

Bahlmann, 2009; Matchin, Brodbeck, Hammerly, & Lau, 2019;

Matchin, Hammerly, & Lau, 2017; Jobard, Vigneau, Mazoyer, &

Tzourio-Mazoyer, 2007; Just, Carpenter, Keller, Eddy, &

Thulborn, 1996; Kinno, Kawamura, Shioda, & Sakai, 2008; Makuuchi,

Bahlmann, Anwander, & Friederici, 2009; Pallier, Devauchelle, &

Dehaene, 2011; Santi & Grodzinsky, 2012; Snijders et al., 2009;

Zaccarella & Friederici, 2015; Zaccarella, Meyer, Makuuchi, &

Friederici, 2017). Syntactic processing seems to increase the func-

tional coupling between the two regions during the processing of both

basic phrases and more complex sentences (den Ouden et al., 2012;

Wu, Zaccarella, & Friederici, 2019). Studies using morphosyntactic

F IGURE 1 (a) Tree diagram of the hierarchical syntactic structure of “eat the apple,” and its underlying structure-building rules. (b) Superficial
resemblance and hierarchical differences between the AnBn structures and the natural language structures. Here, we do not differentiate the
complementizer phrase (CP) with the verbal phrase (VP) for a parsimonious expression of the syntactic nodes. Red circles were used to highlight
the critical syntactic nodes, and the double-headed arrows indicated the syntactic dependencies between the syntactic nodes. Triangles under
the determiner phrase (DPs) in the natural language structure were used to simplify the expression of the internal structures in this example. The
lines under the natural language structure superficially correspond to the dependencies of the AnBn structure. (c) The schematic rules with the
vowels for each category (in the bottom yellow box) were presented with grammatical and ungrammatical examples. Upper panel: structure-
building rules and examples for the Hierarchical syntactic structure-building Grammar (HG). Lower panel: Associative rules and examples for the
Nested associating Grammar (NG)
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cues to syntactic categories, like inflectional suffixes and case mark-

ing, further confirmed the involvement of Broca's area during hierar-

chical syntactic processing (Ohta, Fukui, & Sakai, 2013), in which BA

44 is specifically sensitive to the syntactic categories (Goucha &

Friederici, 2015). Taken together, the reported studies suggest that

BA 44 and the pSTG might be specifically involved in building syntac-

tic hierarchies during natural language processing, according to the

syntactic relationships between word categories.

In addition to studies focusing on natural language, a second

approach to test syntactic processing in the brain is to use artificial-

grammar paradigms. Compared to natural language, artificial gram-

mars have two additional advantages: (a) they remove semantics as a

confounding factor, and (b) they ensure cross-species comparability

for the understanding of language evolution (e.g., G�omez &

Gerken, 2000; Misyak, Christiansen, & Tomblin, 2010; Morgan-

Short, 2020; Petersson, Folia, & Hagoort, 2012; Petkov & ten

Cate, 2019; Tagarelli, Shattuck, Turkeltaub, & Ullman, 2019; Uddén &

Männel, 2018; Wilson et al., 2018).

Regarding (a), regions within the language network that have

been frequently reported to be related to semantic processing include

the IFGorb, aTL, and AG (Dapretto & Bookheimer, 1999; Davey

et al., 2015; Hagoort & Indefrey, 2014; Hartwigsen et al., 2016; Jung &

Lambon Ralph, 2016; Lau, Phillips, & Poeppel, 2008; Matchin

et al., 2017; Pylkkännen, 2019; Vigneau et al., 2006; Whitney, Kirk,

O'Sullivan, Lambon Ralph, & Jefferies, 2012). Although the middle

frontal gyrus (MFG) (coarsely corresponding the dorsal BA 6) was also

included in Fedorenko's language atlas, Fedorenko, Behr, and

Kanwisher (2011) found that this region responded to additional non-

language cognitive tasks, and thus they suggested that it might not be

specific to language processing. Moreover, BA 6 has not systemati-

cally been found across language tasks (e.g., Chang et al., 2020;

Matchin et al., 2017; Pallier et al., 2011). Rather, MFG, a broader pre-

frontal region also covering the dorsal BA 6, was reported together

with the inferior parietal lobule (ParInf) as core regions for cognitive

control (Uddin, Yeo, & Spreng, 2019). We thus differentiate a network

comprising BA 44 and pSTG as supporting hierarchical syntactic

processing, and a network formed by the IFGorb, aTL, and AG as

supporting semantic processing (see Section 2).

As for (b), artificial grammars mimicking human language syntax

have been extensively used in the last decades to test the language

faculty in cross-species comparison between humans and nonhuman

primates (Fitch & Hauser, 2004; see a recent review of Petkov & ten

Cate, 2019). Previous studies have shown that humans are sensitive

to violations in “a1 a2 b2 b1” sequences produced by the “AnBn” gram-

mar (co-indexed elements signal an association), in which “a2–b2” is

nested within the center-embedding pair of “a1–b1,” forming multi-

level associations (Bahlmann, Schubotz, & Friederici, 2008; Bahlmann,

Schubotz, Mueller, Koester, & Friederici, 2009; Fitch & Hauser, 2004;

Friederici, Bahlmann, Heim, Schubotz, & Anwander, 2006), and that

even infants as young as 5 months of age are able to encode relations

across nested dependencies, as indicated by brain responses to viola-

tions of multilevel associations (Winkler, Mueller, Friederici, &

Männel, 2018). However, a cross-species comparison revealed that

nonhuman primates were only able to learn and process sequences

based on local transition probabilities of the types such as (AB)n, while

they failed to process the more complex AnBn structures (Fitch &

Hauser, 2004). This has been taken as supporting evidence that the

human language faculty goes beyond nonhuman animals' sequence

processing capacities. However, it can be argued that the limited time

for implicit exposure, the intensity of feeding treats during the re-

familiarization phase, the reliability of “head-turning” observation

technique (see Fitch & Hauser, 2004), and even the animals' “willing-

ness” or “awareness” of using basic nonrule strategies might have

influenced the results (e.g., Rey, Perruchet, & Fagot, 2012; Uddén

et al., 2009). A recent, better controlled study has shown that non-

human primates (rhesus monkeys) are capable of forming multilevel

representations of nested AnBn structures during a nonlinguistic

sequence generation task (Ferrigno, Cheyette, Piantadosi, &

Cantlon, 2020). The crucial point, however, is that such nested multi-

level associations of the type a2a1b1b2 only superficially resemble

hierarchical relations found in human language, since the innermost

pair (“a1b1”) does not depend on the outermost pair (“a2b2”). In lan-

guage, the innermost clause conversely always depends on the outer-

most clause. As shown in Figure 1b, in the artificial multilevel

associating sequence “a2a1b1b2,” there is no dependency between

“a1b1” and “a2b2.” In contrast, in the natural sentence, “that the cat

chased” comprises an additional syntactic node (i.e., complementizer

phrase [CP] or a verbal phrase [VP]), which modifies “the dog”
(a determiner phrase [DP]) in the main clause. “The dog that the cat

chased” is a complex DP, which can be further combined with the

main verb “barked” to generate a higher syntactic node (CP/VP).

Therefore, both types of sequences have distinct inner structures. The

structural difference between the anbn grammar and the natural lan-

guage hierarchical grammar might represent a possible explanation

why nested multilevel associations could be successfully processed by

certain nonhuman animals (Abe & Watanabe, 2011; Ferrigno

et al., 2020; Jiang et al., 2018; Rey et al., 2012; Stobbe, Westphal-

Fitch, Aust, & Fitch, 2012). In this sense, the nested multilevel associa-

tions are also claimed to be solved by animals' nonrule strategies such

as counting and repetition/symmetry detection (Beckers, Bolhuis,

Okanoya, & Berwick, 2012; Berwick et al., 2013; de Vries, Monaghan,

Knecht, & Zwitserlood, 2008; Fitch & Friederici, 2012;

Friederici, 2018; Petkov & ten Cate, 2019; Stobbe et al., 2012).

Overall, it seems that previous artificial grammars containing

nested multilevel associations, such as the AnBn grammar, do not fully

capture human syntax, and can be solved using associative strategies

that render the specificity of the human language faculty under-

estimated. This motivated the present study to take the lead in

designing a novel artificial grammar which guarantees hierarchical syn-

tactic processing on the basis of syntactic category relations in the

human brain, and this grammar thus serves as a more ecological model

approaching natural human syntactic processing when compared with

previous artificial grammars.

In light of the considerations above, we aim to go beyond previ-

ous research to verify the involvement of syntax-related cortical areas

for hierarchical syntactic processing on the basis of category relations
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and compare these directly to simple associative processing at work

for nested multilevel associations. To this end, we conducted a func-

tional magnetic resonance imaging (fMRI) experiment to test whether

brain regions within the left-hemispheric syntactic network

(BA 44 and pSTG), would differently respond to hierarchical syntactic

processing and multilevel associative processing. In order to exclude

semantic interference, two artificial grammars were designed

corresponding to the two processing mechanisms. First, we created a

“Hierarchical syntactic structure-building Grammar” (HG) which relies

on four structure-building rules applying to sets of functionally distinct

categories (Figure 1c upper panel). Participants were explicitly

instructed to identify the category relations between two constituents,

such as “[X x]” and “[Y y],” and to combine them as a new phrase, “[XP x
y]” (capitalized letters denote the syntactic categories). This is compara-

ble to the natural language example mentioned earlier, in which the

determiner “[D the]” and the noun “[N apple]” can be combined

together to form the DP “[DP the apple].” To clarify, we conventionally

notated this phrase as “XP” here for convenience of expression, but it

symbolizes the abstract category “X” in HG. Both “[XP x y]” and “[X x]”
belong to the same category “X,” sharing the same syntactic features

and functions. Second, we developed a “Nested associating Grammar”
(NG) according to the previous AnBn grammar, in which multiple associ-

ations are nested to form multilevel associations. This grammar is com-

posed of four association rules (for each rule, two specific categories

are associated, such as “X–Y” and “V–W”), and each pair of associations

can be nested in between another one, such as “V X Y W” (Figure 1c

lower panel). Two groups of participants learned these grammars sepa-

rately, and the successful learners underwent an fMRI scanning session,

during which they had to judge the grammaticality of the sequences

according to the grammars they had learned. Thus, our fMRI study

focused on the processing phase, during which participants applied the

rules they had already learnt to solve the grammaticality judgment task

in the scanner. As to the results, we expected to find a differential

involvement of the left BA 44 and pSTG during the application of the

structure-building rules for hierarchical syntactic processing, relative to

the associative processing of the nested multilevel associations. As a

control test, we expected to find no activation within the semantic net-

work (IFGorb, aTL, and AG) for either grammar.

2 | METHODS

2.1 | Participants

Thirty-six participants were randomly allocated to two groups (HG:

N = 18, including 11 females and 7 males, age: M = 27.89, SD = 4.07;

NG: N = 18, including 10 females and 8 males, age: M = 27.44,

SD = 3.03). All participants were right-handed German native speakers

with normal or corrected-to-normal vision and audition, reporting no

history of psychiatric or neurological diseases. Moreover, they were

nonmusicians and not early bilinguals. All gave written informed con-

sent before the experiment, which had been approved by the local

ethics committee (078/19-ek), and received around 20 Euros for

participation. Note that these participants were recruited from a

pool of participants who successfully acquired the rules in the

learning session, and the data of participants with excessive

motion artifacts (one in each group) were discarded after the scan-

ning session (see Section 2.3 for details). To reliably confirm the

homogeneity between groups, a battery of cognitive tests was

conducted, and the results showed no between-group differences

(see Supporting Information 1).

2.2 | Materials

For each grammar, we created nonsense monosyllables (of a

consonant-vowel structure) to compose the artificial language vocabu-

lary. Here, we assigned artificial words sharing the same vowel to the

same category (Bahlmann et al., 2008; Friederici et al., 2006; Opitz &

Friederici, 2003, 2004, 2007), with four German vowel categories, /a/,

/o/, /u/, and /i/, and 12 tokens each (e.g., /ba/and/bo/). All word

tokens within one category were distributed across two sessions: a

behavioral learning session and an fMRI scanning session (see Sec-

tion 2.3), counterbalancing their phonological similarity to real German

words and the real words' frequency (see Supporting Information 2.1

for details). The counterbalance of word tokens between the two ses-

sions was to avoid similarity transfer effect, that is, participants process

the stimuli in the scanning session simply based on material similarities

to the stimuli in the learning session (see also Opitz & Hofmann, 2015).

Therefore, no superficial exemplar overlaps between the two sessions

could be detected. All monosyllabic word tokens were recorded in

32-bit stereo at a sampling rate of 44,100 Hz by a female professional

German native broadcaster. The audio files were normalized to 70 dB

and 200 Hz by using Praat (http://www.praat.org).

The schematic rules for each grammar are illustrated in Figure 1c.

We chose four-word sequences as the stimuli for the scanning session

because these sequences in the current study maximally contained

one center-embedded dependency for both grammars.

We additionally constructed ungrammatical structures to evaluate

participants' grammar performance via grammaticality judgments, thus

ensuring participants' engagement in stimuli processing. For HG, viola-

tions implied that the constituents in a sequence could not be com-

bined. For example, in Figure 1c, “C C B D” is ungrammatical because

“C C B” can be combined as a phrase belonging to Category B by

applying the structure-building rule, but “B D” cannot be combined

due to lacking such an underlying rule. For NG, violations referred to

the occurrence of an unexpected element, unpredicted by the under-

lying dependency. For example, in Figure 1c, “C” could not go with

“D,” resulting in a nonadjacent dependency violation. Each grammar

contained the same number of grammatical and ungrammatical

sequences. Furthermore, for both grammars, positions and frequen-

cies of each category and the distribution of word-categorical bi- and

trigrams (i.e., combinations of two- and/or three-word categories)

were carefully controlled (see Supporting Information 2.2). This was

to ensure that participants could not develop alternative strategies to

distinguish grammatical from ungrammatical stimuli.
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For each participant, a new stimulus list was created through ran-

domly substituting the structures with the word tokens of the differ-

ent categories, and auditorily presented (Presentation 17.0; https://

www.neurobs.com).

2.3 | Procedures

An explicit learning session was adopted to help participants

grasp the rules for solving the grammaticality judgment task in

the scanner for each grammar. Therefore, the current study

focused on how participants applied these rules, once they suc-

cessfully passed the learning session, to process the structures in

the scanning session (see also Bahlmann et al., 2008, 2009; Jeon &

Friederici, 2013; Martins, Bianco, Sammler, & Villringer, 2019;

Ohta et al., 2013).

2.3.1 | Learning session

Participants underwent an explicit behavioral learning session to learn

and consolidate their rule knowledge around 1 hr before subsequent

stimuli processing in the scanner (see Figure 2).

First, participants were explicitly instructed about the grammar

rules with examples on the screen and given 2 min to memorize all

the rules. Then they entered the “single rule learning” phase, in which

each rule would be specifically trained with six 2-word trials. After

learning the four rules separately, participants moved on to the

“mixed rule learning” phase, which contained all the rules, with

16 2-word trials. The single and mixed rule learning phases would

repeat four times. To help the HG group grasp the structure-building

rules, participants were asked to judge whether the two-word combi-

nations could be combined as a given category, that is, a “category
judgment” task. For instance, participants would hear a string of “ba
ko a” and were instructed to judge whether “ba ko” could form an

“/a/ phrase.” This task was set to strengthen participants' knowledge

of transforming the word combinations into abstract upper-level cate-

gories (i.e., represented as the categorical vowels). Both groups went

through a four-word training phase, which was composed of 24 blocks

with 10 trials per block. All the phases and each block within a phase

contained 50% ungrammatical trials.

The learning session was designed to terminate when participants

achieved our a priori defined performance criterion of two successive

blocks reaching 90% accuracy during the four-word training phase.

Setting a behavioral criterion aims to balance the behavioral perfor-

mances under respective conditions before scanning (see also

F IGURE 2 Procedure of learning and scanning sessions. For the learning session (within the left purple frame), the upper panel shows the
learning procedures of the rules of each grammar. Note that the task for HG was “category judgment” during single and mixed rule learning
phases, and participants underwent two- and eight-word training phases (8 and 24 blocks, respectively, with each block having 10 trials) to get
used to the grammaticality judgment task before the four-word training (not shown in the figure). The lower panel shows the trial presentation
according to the parameters listed at the bottom right. After successfully achieving the behavioral criterion of the four-word training phase,
participants would undergo the scanning session (see schematic illustration of the fMRI task [on the right]). HG, Hierarchical syntactic structure-
building Grammar; NG, Nested associating Grammar
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Bahlmann et al., 2008, 2009). According to this criterion, 19 out of

33 participants passed the HG learning session, while 19 out of 20 par-

ticipants succeeded in NG learning. The original sample size for each

group was set to achieve the between-group behavioral balance as

mentioned above. The higher drop-out rate for the HG is due to this

grammar's inherent structural complexity. Crucially, the same outcome

was also reported in Martins et al. (2019), who had a higher drop-out

rate (50%) for learning the most complex grammar with a criterion

that was much looser (accuracy of the last learning session [containing

20 trials] >80%) than that of our current study. In line with their study,

we set the drop-out learners aside and only included those HG

learners who could successfully apply the HG rules for the

corresponding task after a relatively short learning time (�1 hr), similar

to the successful NG learners. Therefore, the comparison between

the two groups of successful learners should be reliable.

For each trial of the learning session, participants saw a purple fix-

ation at the screen center, meanwhile hearing a sequence of the stim-

uli. Each word or category lasted 250 ms, followed by a 1,000 ms

silence. There was a 1,000 ms interval between the last word

(or category) and the response cue (a blue fixation). Therefore, only

after presentation of the whole sequence could participants deliver a

response, rendering the reaction time unreliable in the delayed

response mode (see also Bahlmann et al., 2008 for the “delayed-
response mode”). Participants had 3,000 ms to respond, and they

immediately received visual feedback (duration: 500 ms). Response

buttons to right-hand index and middle finger assignments were

counterbalanced across participants. Between the trials in the learning

session, there was an intertrial interval (ITI) of 1,200 ms. Moreover,

accuracy was shown to the participants for each block within each

training phase and for single/mixed rule learning phase (1,000 ms).

The whole learning session took about 1 hr.

2.3.2 | Scanning session

Participants who reached the behavioral learning criterion were

invited to the fMRI scanning session (see Figure 2). The stimuli con-

tained 72 grammatical and 72 ungrammatical four-word sequences,

and the timing of stimulus presentation was identical to the four-word

training phase in the learning session. Additionally, 48 short-break tri-

als of the same duration as the task stimuli were randomly inserted to

estimate the hemodynamic response more efficiently. The ITI was

jittered to 900; 1,800, 2,700; or 3,600 ms. The mean duration of each

trial (including ITI) was around 10.25 s.

An in-house algorithm was applied for pseudo-randomizing the

trials to achieve optimal efficiency of fMRI signal acquisition, sepa-

rately for each participant. In between every 64 trials (3 sets in total,

and each set was composed of 24 grammatical and 24 ungrammatical

task trials, and 16 short break trials), there was a 20-s break to further

help the hemodynamic response return to baseline. All break trials

included a fixation at the center of the screen. In contrast to the

behavioral learning session, no feedback was provided after the gram-

maticality judgment.

2.4 | Behavioral data analyses

For the analysis of the behavioral data acquired in the scanner, we

applied a two-way (grammar group × grammaticality) repeated-

measures analysis of variance. We used accuracy as the most consis-

tent index of behavioral performance to assess participants' grammar

processing (see also Bahlmann et al., 2008, 2009).

2.5 | Imaging data acquisition

Functional imaging data were acquired via a 3.0-Tesla Siemens PRI-

SMA magnetic resonance scanner (Siemens AG, Erlangen, Germany)

using a 32-radiofrequency-channel head coil. A T2*-weighted gradient

echo planar imaging (EPI) sequence was adopted for acquiring the

functional magnetic resonance images with the following parameters:

repetition time (TR) = 2,000 ms; echo time = 23.6 ms; flip angle = 80�;

field of view = 204 × 204 mm2; matrix size = 102 × 102 mm2; in-

plane resolution = 2 × 2 mm2; slice thickness = 2 mm; number of

slice = 60; gap = 0.26 mm; alignment to AC–PC plane. Signals from

different slices were acquired by the multiband scanning technique

(MB = 3) to efficiently minimize slice-timing effects. High-resolution

anatomical T1-weighted images for co-registration were selected

from the institute's database for corresponding participants.

2.6 | Imaging data preprocessing

Functional imaging data preprocessing was performed using statistical

parametric mapping (SPM 12; Welcome Department of Cognitive

Neurology, London, UK) implemented in the environment of MATLAB

R2017b, including: (a) slice time correction with individual slicing-time

series for each participant to minimize acquisition differences among

slices; (b) spatial realignment of images to the first set of volumes

acquired from the three bands at the very beginning for each individ-

ual to correct for head motion; (c) co-registration from the anatomical

images to the functional images for each participant; (d) normalization

of the images to the EPI template based on Montreal Neurological

Institute (MNI) stereotactic space to minimize cerebral differences

between participants, and resampled into 2 × 2 × 2 mm3 voxels; and

(e) smoothing the images with a 3D Gaussian kernel with full-width at

half-maximum of 5 mm.

2.7 | Language network-level statistical analyses

Whole brain-level statistical analysis commonly contains two

procedures—the first-level analysis for individual brain activation and

the second-level analysis for between-group activation comparisons

(Huettel, Song, & McCarthy, 2004). At the first level, a general linear

model (GLM) for each participant within each group was set up by

taking the grammatical and ungrammatical conditions as two regres-

sors of interest, with each task trial onset and its stimuli duration
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(�5 s) of the conditions modulated as a boxcar convolved with a

canonical hemodynamic response function. Six head motion parame-

ters were also recruited for the model as covariates of no interest.

The data were further high-pass filtered at 128 Hz to eliminate low-

frequency drifts.

At the second level of group comparison, we calculated main

effects of the two factors, grammar group and grammaticality, and

their interaction as t tests. Since we are particularly interested in how

the subregions within the left language network support hierarchical

syntactic processing through manipulating the category-relation-

based structure-building rules when compared to the nested multi-

level association processing, we restricted our second-level analysis to

the syntactic network composed of the IFG and pTL from the func-

tional left-hemispheric language atlas (see Figure 3a). We also took

the semantic network, including the IFGorb, aTL, and AG, from the

language atlas as a control. Therefore, both the syntactic and semantic

networks were adopted as masks for small volume correction sepa-

rately for the between-group contrasts (p < .05, family-wise error

[FWE] corrected). We were further interested in the: (a) contrast of

“both groups > implicit baseline” for identifying the regions involved

in artificial grammar processing and (b) contrast between the HG and

the NG groups to inspect the processing mechanism-specific activa-

tion patterns. To note, we included “accuracy” as a covariate of no

interest to control for potential processing difficulties.

Given that Broca's area contains BA 44 and BA 45, and these are

reported to have functional (e.g., Fedorenko et al., 2011;

Friederici, 2011, 2017; Goucha & Friederici, 2015; Grodzinsky &

Friederici, 2006; Hagoort, 2005; Hagoort & Indefrey, 2014; Matchin

et al., 2017; Pallier et al., 2011; Tyler et al., 2010; Vigneau

et al., 2006), macroanatomical (Amunts et al., 1999) and micro-

receptoarchitectonical (Amunts et al., 2010) differences, we further

analyzed Broca's area independently by using the anatomical BA

44 and BA 45 masks for contrasting HG and NG.

A whole-brain level analysis under the contrast of “HG > NG” can
be found in the Supporting Information 4.4. Additional analyses within

the cognitive control network during artificial language processing

(see Uddin et al., 2019) can also be found in the Supporting Informa-

tion 4.5.

2.8 | Signal intensity analysis

The extraction of signal intensities for each grammar in the different

regions can provide additional information about subregional activa-

tion specificities (e.g., BA 44 vs. BA 45) and directionality of activation

(activation vs. deactivation). Regions of interest (ROIs) within the

functional language network were thus defined. Peak activity coordi-

nates were localized running one sample t tests (regressing out the

accuracy), independently for each group, under the contrast of

“grammar > implicit baseline” (p < .05, FWE-corrected). Centered

around these peak coordinates, spherical ROIs with 4 mm radius were

defined. It is noteworthy that as mentioned before, we further

F IGURE 3 (a) Syntactic network (SYN) and semantic network (SEM) from the 220 participant-based functional left-hemisphere language atlas
(extended by Fedorenko's lab on the basis of Fedorenko et al., 2010; https://evlab.mit.edu/funcloc/download-parcels). (b) Behavioral results in
the scanning session. (c) Signal intensity analysis results. (d) Peak analysis results, in which the gray bar stands for one TR. For subplots (b) and (c),
error bar shows the SEM. A, anterior; AG, angular gyrus; aTL, anterior temporal lobe; BA, Brodmann area; gr, grammatical condition; HG,
Hierarchical syntactic structure-building Grammar; I, inferior; IFG, inferior frontal gyrus; IFGorb, inferior frontal pars orbitalis; NG, Nested
associating Grammar; P, posterior; pSTG, posterior superior temporal gyrus; pTL, posterior temporal lobe; S, superior; ungr, ungrammatical
condition
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adopted two separate anatomical masks for BA 44 and BA 45 (Amunts

et al., 1999) to investigate IFG at a finer-grained resolution (see also

Martins et al., 2019; Matchin et al., 2017).

Time-series data were extracted from these ROIs, and, within

each ROI, percentage signal change was calculated via MarsBaR 0.44

(https://sourceforge.net/projrcts/marsbar/) as signal intensity for

each grammar. Two-sample t tests were performed to determine

whether the signal intensity of HG was different from that of NG

within each ROI. The p-values of multiple comparisons were “false
discovery rate” (FDR)-corrected.

2.9 | Peak intensity analysis

To further inspect the main effect of group within the ROIs which

might show significant between-group signal intensity differences, we

performed complementary peak intensity analyses (see also

Makuuchi, Grodzinsky, Amunts, Santi, & Friederici, 2013). The hemo-

dynamic response was assessed on the basis of the trials per subject

for each group within each ROI. The trial time course of these ROIs

was constructed by upsampling the signal intensities from the onset

of each task trial to the subsequent eighth TR (i.e., 16 s and eight sam-

pling data points in total for each trial). In this way, for each task trial,

a hemodynamic response curve and corresponding peak could be esti-

mated. Within each ROI, we then extracted for each participant the

signal intensity values at the time-point peak we had retrieved at

group-level for each condition. Finally, a two-sample t test was per-

formed to compare the peak intensity differences, with a threshold of

p < .05, FDR-corrected. Both the signal intensity and the peak inten-

sity analyses can provide confirmatory evidence for the robustness of

the activation differences detected in the language network-level

analysis.

2.10 | Effective connectivity modeling

Given that signal intensity-related analyses could not answer when

and how the information was transferred from one ROI to another

(e.g., from BA 44 to pSTG), effective connectivity modeling was per-

formed for exploring potential connectivity differences between the

two grammar groups.

We employed an “extended unified structural equation modeling”
(euSEM) approach, which provides an exploratory and hypothesis-free

method to estimate the effective connections between different corti-

cal regions (Gates, Molenaar, Hillary, & Slobounov, 2011). The euSEM

also unifies: (a) the lagged effect: a longitudinal effect from a previous

time point to the current state, represented in a multivariate auto-

regressive model; (b) the contemporaneous effect: an effect at the

same time point, involving conventional SEM (Gates et al., 2011; Kim,

Zhu, Chang, Bentler, & Ernst, 2007). The euSEM was implemented by

Group Iterative Multiple Model Estimation (GIMME; Gates

et al., 2011; Gates & Molenaar, 2012), a recently developed toolkit

outperforming most competing connectivity approaches in large-scale

simulations (Gates & Molenaar, 2012), identifying comparatively reli-

able connections with respect to conventional effective connectivity

analyses (Beltz & Gates, 2017). GIMME has recently been used suc-

cessfully in language acquisition (Yang, Gates, Molenaar, & Li, 2015)

and bilingual language switching studies (Wu et al., 2019).

The time-series data of the ROIs are used in GIMME for effective

connectivity modeling. Note that for the euSEM model estimation,

each task trial was indexed as “1” to signal the existence of experi-

mental task effect, whereas each baseline trial was indexed as “0.”
The euSEM was implemented by GIMME with the following steps

(Beltz & Gates, 2017; Gates & Molenaar, 2012;Wu, Yang, et al., 2019;

Yang et al., 2015):

1. Empty null network models were set up for all the participants.

2. A group-level model was first constructed via Lagrange multiplier

tests, and, if a connection improved the model fit significantly

(≥75% of the sample), it was added to the model for re-estimation.

3. Such a search-and-add procedure would terminate if no connec-

tion improved the model fit significantly with the nonsignificant

connections pruned, and then the individual-level network for each

participant would be estimated in a similar manner.

4. Finally, a confirmatory model after trimming was fitted. Note that

the reliable model fit parameters could be mainly determined by

two a priori criteria: the comparative fit index (CFI) ≥ 0.90, and the

non-normed fit index (NNFI) ≥ 0.90 (Wu, Yang, et al., 2019; Yang

et al., 2015).

3 | RESULTS

The results reported below are all based on the data of participants

who successfully completed both learning and scanning sessions, with

each group having 18 participants (see Section 2.1).

3.1 | Behavioral results

3.1.1 | Learning results

The two grammar groups underwent a comparable number of four-

word training blocks to reach the learning criterion of the learning ses-

sion (HG: M = 12.89, SD = 7.15; NG: M = 8.39, SD = 7.17; t

[34] = 1.89, p > .05). Together with the nonsignificant between-group

differences in the cognitive test results (see Supporting Information

1.2), these data suggested no group-difference before the fMRI scan-

ning session.

3.1.2 | Behavioral results in the scanning session

For the grammaticality judgment task, the accuracy of the HG group

was lower than that of the NG group (HG: grammatical: M = .72,

SD = .15; ungrammatical: M = .78, SD = .09; NG: grammatical: M = .83,
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SD = .14; ungrammatical: M = .88, SD = .09; main effect of group: F

(1,34) = 8.79, p < .01, ηp
2 = .21). The observation that accuracy rates

for both grammatical and ungrammatical conditions were significantly

above the chance level (.50) confirmed that both groups were compli-

ant with the tasks. The main effect of “grammaticality” was also sig-

nificant. For ungrammatical sequences participants responded with

higher accuracy than for grammatical sequences (F(1,34) = 7.81,

p < .01, ηp
2 = .19). Yet, the interaction of “grammar group × grammati-

cality” was nonsignificant (F(1,34) = .20, p = .656) (see Figure 3b)

(more behavioral information can be found in Supporting Informa-

tion 3).

3.2 | fMRI results

3.2.1 | Language network-level analysis results

The main effect of “Grammaticality” and the interaction were not sig-

nificant within either network (see Supporting Information 4.1 for lan-

guage network-level results). The contrast of both grammars against

baseline revealed activity increase in the IFG and pTL within the syn-

tactic network (see Table 1). Note that under the contrast of “implicit

baseline > both groups,” the IFGorb, aTL, and AG within the semantic

network were activated (see Supporting Information 4.2 for details).

Within the syntactic network, compared to the NG group, the

results of the HG group revealed higher activation in both the IFG and

pTL (see Table 1; see Supporting Information 4.3 for a more sophisti-

cated GLM at the first-level analysis which further provided confirma-

tory results for the current activation profiles: only the main effect of

grammar group was significant). Furthermore, results of the additional

analyses within Broca's area are also presented in Table 1. To note, no

voxel survived under “NG > HG” even at a liberal threshold (p < .005,

uncorrected). Besides, as expected, no activation was detectable

within the semantic network for the contrast of “HG > NG” or vice

versa (p < .005, uncorrected).

The whole-brain level analysis results, as well as those for the

cognitive control network including the executive-function areas can

be found in the Supporting Information 4.4 and 4.5.

3.2.2 | Signal intensity analysis results

The peak MNI coordinates identified by masking the one-sample

t test results with the whole language area atlas for each grammar

group are as follows: (a) HG group: BA 44 (−46, 8, 22), BA 45 (−48,

28, 18), pTL (esp., pSTG) (−56, −36, 10) and (b) NG group: BA

44 (−52, 6, 24), BA 45 (−46, 36, 16), pTL (esp., pSTG) (−44, −34, 6).

Signal intensity analyses showed significant between-group dif-

ferences in both BA 44 (HG: M = .16, SD = .09; NG: M = .10, SD = .03;

t(34) = 2.85, p < .01, d = .89, FDR-corrected), and the pSTG (HG:

M = .11, SD = .05; NG: M = .06, SD = .03; t(34) = 3.15, p < .01,

d = 1.21; FDR-corrected), whereas BA 45 (HG: M = .11, SD = .07; NG:

M = .08, SD = .05) did not exhibited significant group differences (t

(34) = 1.58, p > .05, FDR-corrected) (see Figure 3c). Therefore, BA

44 and the pSTG were recruited for further peak analyses separately.

(For each ROI, Pearson's correlation tests between signal change and

behavioral indexes [accuracy and reaction time] were also performed

[all tests: n.s., suggesting neural signal might be independent of behav-

ioral performance; see Supporting Information 5.1 for details].)

3.2.3 | Peak intensity analysis results

For each group, hemodynamic response reached the peak at the fifth

TR in BA 44 and at the fourth TR in the pSTG. The trial-based peak

analyses confirmed that both BA 44 and the pSTG were significantly

more highly activated for the HG group than the NG group (BA 44:

HG: M = .31, SD = .17; NG: M = .22, SD = .10; t(34) = 1.99, p < .05,

d = .65; pSTG: HG: M = .31, SD = .14; NG: M = .22, SD = .14; t

(34) = 2.75, p < .05, d = .93; FDR-corrected) (see Figure 3d). (Within

TABLE 1 Language network-level
analyses results (within the left
hemisphere) Contrasts Region BA KE

MNI peak coordinates (mm)

Tx y z

HG + NG > B IFG 44/45 541 −46 8 22 17.46

pTL 22 1,161 −52 −36 10 12.81

HG > NG IFG 44/45 28 −56 14 30 4.06

pTL 22 78 −50 −48 30 4.79

110 −54 −46 10 4.73

HG > NG Broca's area 44 23 −58 14 28 4.15

Broca's area 45 54 −52 32 18 4.86

Note: Under each contrast, activated regions within the left-hemispheric language network were shown

with the correspondence to their BA, the cluster-sizes (KE), the peak MNI coordinates and the t-values

(T). The threshold was set to p < .05, FWE-corrected.

Abbreviations: aTL, anterior temporal lobe; B, implicit baseline; BA, Brodmann areas; FWE, family-wise

error; HG, Hierarchical syntactic structure-building Grammar; IFG, inferior frontal gyrus; MFG, middle

frontal gyrus; MNI, Montreal Neurological Institute; MNI, Montreal Neurological Institute; NG, Nested

associating Grammar; pTL, posterior temporal lobe.
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each ROI, peak signal intensity was also independent of the behavioral

indexes, and showed between-group adaptation differences. See

Supporting Information 5 for illustration.)

3.2.4 | Effective connectivity modeling results

Based on the results above, BA 44 and the pSTG were entered into

the effective connectivity analysis as the core regions of the syntactic

network for each grammar group. To uncover indirect coupling with

other networks (Vakorin, Krakovska, & Mcintosh, 2009), the left cau-

date nucleus (CN) (see Supporting Information 4.4), MFG and inferior

parietal lobule (ParInf) (see Supporting Information 4.5) were also

entered as cognitive-general (mainly executive-functioning/cognitive

control) regions for model specification. The masks of these regions

were extracted from the anatomical automatic labeling template, and

the corresponding ROIs were defined as in Section 2.8 for each group.

For the HG group, the peak coordinates of each ROI were: CN (−12,

10, 4), MFG (−28, 4, 56), and ParInf (−36, −42, 42); for the NG group

they were: CN (−16, −2, 16), MFG (−26, −4, 58), and ParInf (−42,

−38, 48).

Model fit indexes showed that the effective connectivity models

were reliably built for both grammar groups respectively (HG group:

CFI = 1.00, NNFI = 1.00; NG group: CFI = 1.00, NNFI = .94; see

Figure 4). As presented in Figure 4, the key differences between the

two groups are:

1. In the HG group, BA 44 was the main hub receiving the lagged and

contemporaneous experimental task effects, and its own lagged

autoregressive ROI effect, whereas in the NG group, pSTG

received these task effects and its own lagged autoregressive ROI

effect. Here, the experimental task effect refers to the influence of

the specific experimental manipulation (i.e., from the trials) on the

neural activity. Conversely, the ROI effect stands for the excitatory

influence from a certain ROI. The ROI effect can be both lagged

and contemporaneous, and become lagged autoregressive when

the previous state of the ROI affects its own current state (see also

Gates et al., 2011 for terminology).

2. In the HG group, BA 44 functionally projected a contemporaneous

connection to the pSTG, while in the NG group, BA 44 could only

affect the pSTG through a lagged connection. These differences,

when taking the other executive-functioning ROIs into consider-

ation, indicated that the effective connectivity between BA 44 and

pSTG (also including the task effect) is qualitatively distinct for the

respective grammar group. Common for both groups was, how-

ever, that the nodes (BA 44 or pSTG) of the syntactic network

received the experimental task input and sent the information to

the other cognitive-general regions within the cognitive control

network.

4 | DISCUSSION

Our study sought to explore the involvement of the cortical syntactic

network for hierarchical processing on the basis of category relations.

In order to avoid any semantic processing bias, we designed a novel

artificial grammar labeled as HG, composed of a set of natural syntax-

like structure-building rules. Here, we focused on how participants

applied these syntactic rules—which they had successfully learnt in a

previous learning session—to solve a grammaticality judgment task

during the scanning session. The processing of HG structures was

compared to a grammar requiring the processing of nested structures

(labeled as NG), which were conversely based on mere multilevel

associations between the elements. Compared to NG sequences, the

successful processing of HG sequences could therefore only be

F IGURE 4 Effective connectivity modeling results. Group-mean connectivity strength (beta value) was also presented for each connection.
BA, Brodmann area; CN, caudate nucleus; HG, Hierarchical syntactic structure-building Grammar; MFG, middle frontal gyrus; NG, Nested
associating Grammar; ParInf, inferior parietal lobule; pSTG, posterior superior temporal gyrus
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accomplished by establishing consecutive hierarchical syntactic rela-

tions among the categories of the elements. Overall, the fMRI results

show that the involvement of BA 44, the pSTG, and their effective

connectivity within the left-hemispheric language network might play

a pivotal role in hierarchical syntactic processing, compared to the

multilevel associative processing of the NG. We will discuss these

results in turn below.

4.1 | The left BA 44: Syntactic hierarchy building
on the basis of category relations

Previous studies testing natural language processing have assigned a

possible syntactic role to Broca's area (Fedorenko, Duncan, &

Kanwisher, 2012; Just et al., 1996; Makuuchi et al., 2009; Skeide,

Brauer, & Friederici, 2016). At the neuroanatomical level, Broca's area

has been shown to be receptoarchitectonically divided into two dis-

tinct subregions, approximately encompassing BA 45 and BA

44 (Amunts et al., 2010), whose corresponding functional specifica-

tions in language processing have long been debated (Fedorenko

et al., 2011; Friederici, 2011, 2017; Grodzinsky & Friederici, 2006;

Hagoort, 2005; Hagoort & Indefrey, 2014; Tyler et al., 2010; Vigneau

et al., 2006). Activity in BA 45 has been shown to parametrically

increase with the number of words forming a constituent, regardless

of semantic information (Pallier et al., 2011). Moreover, a role for BA

45 during syntactic prediction has been proposed (Matchin

et al., 2017; Matchin, Sprouse, & Hickok, 2014; Santi &

Grodzinsky, 2012), yet a recent study (Goucha & Friederici, 2015) on

the involvement of Broca's area in syntactic processing reported that

only BA 44 was found active when lexical-semantic information and

derivational morphology were suppressed in the stimulus material, but

additional activation in BA 45 also appeared once lexical-semantic

and derivational information was available. These data suggest that

BA 45 might serve for semantic processing, and BA 44 for syntactic

processing.

Our study specifies this syntactic hypothesis because we found

that within Broca's area, only BA 44 reliably showed higher activation

for hierarchical syntactic processing compared to associative

processing. The effective connectivity modeling results further

showed that, specifically during hierarchical syntactic processing in

the HG group, BA 44 (a) receives the task effects and then spreads

the processed information to other regions, and (b) it has a contempo-

raneous ROI effect upon the pSTG. According to Gates et al. (2011),

this indicates that task input indirectly influenced the significant

BOLD signal changes of the pSTG via its lagged and contemporaneous

effects upon BA 44, thus highlighting BA 44 as a hub for online hierar-

chical syntactic structure construction on the basis of category rela-

tions. The critical involvement of BA 44 is consistent with the findings

of Zaccarella and Friederici (2015), where the processing of basic

combination of two elements to form a hierarchical phrase activated a

sub-part within BA 44.

In contrast to these findings, Pallier et al. (2011) failed to detect

activation of BA 44 when studying the processing of the increased

size of word combinations of natural language. In that study, partici-

pants were required to detect probe sentences with button press, and

to perform word memory tests. The authors ascribed the insensitivity

of BA 44 to their task, that is, natural language processing without

grammaticality judgments might not rely on BA 44. However, even

when a simple low-level probe-word task was adopted, BA 44 still

responds to syntactic operations (Goucha & Friederici, 2015). More-

over, in the present study, both grammars required participants to

judge the grammaticality of the target structures (with the task diffi-

culty controlled), so the higher activation of BA 44 for hierarchical

syntactic processing could not be simply ascribed to task differences.

Alternatively, the control stimuli of Pallier et al. (2011), containing

pseudo-words and the real functional words, could also maintain the

syntactic category relations and trigger the hierarchical syntactic

structure build-up processes, which might have drastically diminished

the detection power of BA 44 (see also Zaccarella, Schell, &

Friederici, 2017). It is also noteworthy that we ran supplementary ana-

lyses to further exclude task difficulty effects from our data, which

might have been reflected in the between-group difference of the

accuracy rate in the scanning session. We found that the left IFG and

pTL were still highly involved during HG processing even when a

more sophisticated first-level GLM was adopted, which took the

incorrectly responded and missing trials as regressors of no interest

(see Supporting Information 4.3). Furthermore, we correlated signal

intensities from different ROIs (including BA 44, 45, and pSTG) and

the behavioral indexes (see Supporting Information 5) and found no

tendency toward significance. In addition, supplementary involvement

of regions commonly associated to executive function processes, and

correlations between behavioral indexes and signal intensity in these

areas might reflect task demands during the artificial grammar

processing (see Supporting Information 4.5). This also seems to be

confirmed by the effective connectivity results with the pattern of the

connections projected from BA 44 to the executive-functioning

regions. Together, these results suggest that BA 44 plays a critical role

during hierarchical syntactic processing, independently of task

demands.

Regarding the artificial grammar learning/processing research,

activation of BA 44 has been reported by several studies adopting

AnBn grammars to generate multilevel associations (Bahlmann

et al., 2008, 2009; Friederici et al., 2006). The processing of multilevel

associations in the current study replicated this result, but BA 44 was

less involved in the NG group than in the HG group. Moreover,

according to the effective connectivity profiles, BA 44 in the NG

group did not receive the task effects. This suggested that BA

44 might be less sensitive to the NG during multilevel associating.

Even though nesting of multiple associations might result in similar

nonadjacent dependencies found in human language (Petkov & ten

Cate, 2019), this similarity is only superficial, as it does not reflect the

underlying internal hierarchical structures among the constituents

(see Goucha et al., 2017 for a recent review). Thus, the associative

processing specifically tested in previous artificial grammar studies

(see Section 1) might be insufficient to account for human syntactic

processing. It is worth noting that BA44 involvement has previously
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been observed in the processing of simple linear grammar systems

independent of processing requirements related to hierarchy (or the

sense of “multilevel” as in NG) (e.g., Petersson et al., 2012). Yet, if it

were true that the inferior frontal region (including BA 44) played a

role in unifying various pieces of information regardless of whether

hierarchical processing is needed, as claimed by Petersson

et al. (2012), we would expect BA 44 to respond to both HG and NG

with equal intensity and similar effective connectivity coupling, but

this is not borne out in the present study. At the same time, previous

evidence shows that multilevel association processing may itself lead

to higher activation in BA 44 than the simpler adjacent associations

(e.g., Bahlmann et al., 2008, 2009; Friederici et al., 2006). We there-

fore propose that BA44 may engage in binding processes of different

syntactic complexities, but that it may be further specialized to handle

syntactic hierarchies based on category relations, for which it is maxi-

mally involved.

4.2 | The left pSTG: Integration and storage of
linguistic information

The pSTG (sometimes with an extension to pSTS) is also reported to

support certain aspects of syntactic processing (Brennan, Stabler,

Wagenen, Luh, & Hale, 2016; Ding et al., 2016; Hagoort &

Indefrey, 2014; Matchin et al., 2014; Matchin et al., 2017; Matchin

et al., 2019; Nelson et al., 2017). For instance, in adult language

processing, Brennan et al. (2016) found that complex grammar models

describing abstract hierarchical structures well captured the activation

profiles of the left pTL (including pSTG) during passive natural lan-

guage listening. Similarly, via intracranial recording, Nelson

et al. (2017) further confirmed that the increase in the number of syn-

tactic nodes to be combined (i.e., indicating the increase of the hierar-

chical syntactic structure construction load) led to higher activation in

the pSTG during an auditory story comprehension task. Ontogeneti-

cally, Skeide et al. (2016) further found that higher activation of the

pSTG was positively correlated with children's increased grammatical

performance, indicating that the activation level (reflecting the func-

tional maturity) of the pSTG could predict children's syntactic compe-

tence development. In addition, previous studies suggested that the

pSTG might function as an integration component for mapping the-

matic relations onto syntactic structures, or more generally, for the

integration of syntactic and semantic information (Ben-Shachar,

Hendler, Kahn, Ben-Bashat, & Grodzinsky, 2003; Bornkessel

et al., 2005; Constable et al., 2004; den Ouden et al., 2012; Matchin

et al., 2014; Röder, Stock, Neville, Bien, & Rösler, 2002; see also

recent reviews: Goucha et al., 2017; Zaccarella, Schell, &

Friederici, 2017). However, even when semantic information was

deprived, the posterior superior temporal cortex still responded to

syntactic processing (Pallier et al., 2011). In line with this, both gram-

mars of the current study activated the pSTG, providing extra evi-

dence that the pSTG might be involved in the integration of various

types of linguistic information (Boeckx, Martinez-Alvarez, &

Leivada, 2014; Hagoort, 2005, 2013; Herrmann, Maess, Hasting, &

Friederici, 2009; Kuhnke, Meyer, Friederici, & Hartwigsen, 2017;

Meyer, Obleser, Anwander, & Friederici, 2012; Xiang, Fonteijn, Nor-

ris, & Hagoort, 2010). Moreover, our effective connectivity modeling

results revealed that activation of the pSTG was likely indirectly

involved in hierarchical syntactic processing, given that it did not

receive the experimental task effects. In contrast, the associative

processing of the NG directly influenced the neural activity of the

pSTG through both lagged and contemporaneous task effects. This

could suggest that, depending on the stimulus items, multilevel associ-

ations might be integrated and consolidated in the pSTG, which can

be easily accessible to the experimental input for retrieval and

revision.

4.3 | Toward a syntactic network for hierarchical
syntactic processing

Within each grammar group's model, the nodes of the syntactic net-

work (BA 44 or pSTG) received the task effects and then send the

processed information to the other cognitive-general regions, which

are not specific to language. This implies that in principle, language-

specific (i.e., here, syntactic processing-specific) regions might func-

tionally modulate these cognitive-general regions. The different mod-

ulation patterns between the language ROIs and the executive-

function ROIs in the two grammar groups might reflect grammar com-

plexity differences, leading to task demand differences (see also Xiang

et al., 2010 for a similar structural connectivity pattern).

A key difference regarding the syntactic network results between

grammar groups is that the HG group relied on a contemporaneous

connection from BA 44 to pSTG, whereas in the NG group, BA 44 only

had a lagged effect on pSTG. Moreover, BA 44 in the HG group

received the experiment task inputs, implying that the syntactic infor-

mation was checked and processed for building up syntactic hierar-

chies. This is in line with the sense of “rule-based binding” from

Opitz (2010). However, here, we highlight such a binding's hierarchical

nature by providing additional neurobiological evidence from our

novel artificial grammar processing. The processed information has to

be transferred to pSTG in time for integration and storage, and feed-

back might be simultaneously sent from pSTG to BA 44. Such a real-

time communication between these two core syntactic areas also pro-

vides neurobiological details for the possible computational syntactic

parsing models like the one proposed by Battaglia, Borensztajn, and

Bod (2012).

In contrast to the HG group, the experimental task inputs directly

went to pSTG in the NG group model, indicating that multilevel asso-

ciations might be used as a template for direct matching. Such a pro-

cess was further modulated by the lagged ROI effect from BA

44, which is distinct from the contemporaneous connection from BA

44 to pSTG in the HG group model. Thus, the two key syntactic

regions studied here might exchange different kinds of information

within the left fronto-temporal network (see also Hagoort, 2005).

Overall, the present connectivity results converge on the exis-

tence of a functionally distinctive left fronto-temporal syntactic
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network involved in hierarchical syntactic processing, with respect to

the bi-directional contemporaneous connectivity between BA 44 and

pSTG. Such a real-time efficient functional syntactic network is remi-

niscent of the potentially corresponding anatomical fiber tract, the

arcuate fasciculus (AF). It has been reported to play a critical role in

syntactic processing in ontogenetic, second language syntactic learn-

ing, phylogenetic, and aphasia studies (Brauer, Anwander, Perani, &

Friederici, 2013; Dick, Bernal, & Tremblay, 2014; Friederici, 2011;

Friederici, 2012; Friederici, 2017; Friederici, 2018; Friederici &

Gierhan, 2013; Friederici & Singer, 2015; Meyer et al., 2012; Skeide

et al., 2016; Wilson et al., 2011; Yamamoto & Sakai, 2017). Phyloge-

netically, human beings are equipped with a well-developed AF, when

compared with other nonhuman primates (Balezeau et al., 2020;

Rilling et al., 2008), highlighting its human-specific nature for language

processing (Friederici, 2016, 2017, 2018; Goucha et al., 2017). This

connectivity between BA 44 and the pSTG for category-relation-

based hierarchical syntactic processing observed in the current study

might structurally be supported by the AF, highlighting the capacity of

using syntactic category relations to construct hierarchical syntactic

structures as a remarkable human language faculty.

5 | CONCLUSION

The current study set out to provide neurobiological evidence for hierar-

chical syntactic processing by using a novel artificial grammar, the

HG. Unlike previous association grammars such as AnBn grammar, this

grammar contained a set of category-relation-based structure-building

rules that participants were explicitly instructed to follow in order to cor-

rectly judge the grammaticality of artificially created syllabic sequences.

We found a distinctive functional fronto-temporal network composed of

BA 44 and the pSTG, which is crucial for hierarchical syntactic processing,

beyond simpler multilevel associating. In particular, our data suggest that

the left BA 44 is involved in the construction of hierarchical syntactic

structures on the basis of category relations, and that the left pSTG might

be involved in information integration and storage. The present novel

grammar reliably reflects the hierarchical nature of human language, and

can be flexibly adapted to ontogenetic and phylogenetic studies, thus

paving a promising way to more delicate and informed neurobiological

investigations into the uniqueness of the human language faculty.
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