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A B S T R A C T   

With the emergence of Artificial Intelligence (AI) 2.0, computers are now equipped with new 
creative capabilities and are playing an increasingly significant role in design. The use of AI 
augmentation has the potential to enhance design performance, however, there is limited 
research on the acceptance of AI-augmented design. The research gap under consideration in this 
study is addressed by presenting an acceptance model designed for AI-augmented design. This 
model integrates a range of variables including perceived privacy risk, enjoyment, perceived 
value, perceived usefulness, perceived ease of use, perceived behavioral control, social influence, 
and behavioral intention. The proposed model was validated through a questionnaire survey of 
249 designers in China. 

The results reveal that enjoyment, perceived value, perceived ease of use, perceived behavioral 
control, and social influence have a significant positive impact on users’ intention to use AI- 
augmented design, while perceived privacy risk has a significant negative impact. Perceived 
value was found to mediate the relationship between enjoyment and behavioral intention, while 
perceived behavioral control play a mediation role in the relationship between social influence 
and behavioral intention. 

In conclusion, this study highlights the variables that influence the acceptance of AI-augmented 
design and provides valuable insights into the potential benefits and drawbacks of integrating AI 
technologies in design. The proposed acceptance model serves as a framework for future research 
in this area and can guide the development of more user-friendly and effective AI-augmented 
design tools and technologies.   

1. Introduction 

Innovation plays a critical role in shaping a nation’s strategic advantage. Creativity research has the potential to enhance the 
inventive capacity of individuals, the technological advancement capabilities of enterprises, and the strategic technological and sci-
entific power of the nation. Design intelligence, an essential field of artificial intelligence (AI), concentrates on integrating creativity, 
intelligent models, and algorithms into the design process. It has emerged as a major force propelling design research forward. Design 
intelligence can address challenges that arise throughout the design process and leverage AI techniques to generate innovative so-
lutions [1]. 
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In accordance with the “three creative processes that can be modeled in AI” [2], namely exploratory, transformative, and 
combinatorial creativity, researchers have devised a range of design intelligence algorithms within the field of design research. These 
algorithms serve to aid designers in tasks such as user needs analysis [3–9] ideation support [10–14], intelligent content generation 
[15–19], and design evaluation [20,21,22]. The realm of AI-augmented design incorporates various key techniques, including machine 
learning, natural language processing, computer vision, and generative design. 

The integration of artificial intelligence (AI) into design processes yields numerous advantages, including enhanced efficiency, 
accuracy, and creativity [23,24]. With AI augmented, designers can address knowledge limitations and generate a larger number of 
design options in a shorter time, while also being able to evaluate and optimize designs based on multiple criteria [25]. AI-based 
creative design systems have also proven to be useful in commercial applications [26], allowing for the production of large 
numbers of designs that can be quickly and easily selected by users. Moreover, artificial intelligence (AI) plays a pivotal role in 
augmenting the capabilities of enterprises [27–31], particularly in the realm of Business Intelligence. The deployment of Business 
Intelligence tools, such as data warehouses [27,28] and accounting information systems [29,30], aids business organizations in 
streamlining operations, monitoring performance, conducting competitive data analysis, scrutinizing consumer behavior, identifying 
challenges, and forecasting success. 

Nonetheless, the degree of trust that designers place in AI-augmented design systems constitutes a pivotal factor capable of exerting 
a substantial influence on the ultimate application outcomes [32–34]. The lack of transparency and interpretability of AI algorithms 
can lead to mistrust and ethical concerns, thereby limiting the ability of AI to assist designers effectively. It is only when trust is 
established throughout the stages of development, deployment, and utilization that societies can achieve the full potential of AI [35, 
36]. To address this issue, we aim to conduct an in-depth study that examines the relationship between user trust and AI-augmented 
design, as well as the variables that influence the trust. 

In this study, a systematic literature review was conducted to comprehensively delineate the factors influencing trust in AI- 
augmented design. Subsequently, a comprehensive structural equation model was formulated to assess the impact of each factor on 
behavioral intention. Empirical validation and discussion of this hypothesis were performed through empirical research. The subse-
quent sections of this paper are organized as follows: Section 2 offers an exhaustive review of pertinent theories in the domain of 
technology acceptance. Section 3 introduces a structural equation model tailored specifically to Trust in AI-augmented design and 
presents empirical findings. The conclusions and discussions stemming from the empirical research are presented in Sections 4 and 5 of 
this paper. Finally, in Section 6, concluding remarks are provided along with an exploration of potential avenues for future research. 

The results of this study will provide valuable insights for design practice, software developers, and corporate investors on how to 
improve trust in AI- augmented design systems. Through our research, we aim to contribute to a better understanding of how trust can 
be established in AI-augmented design and to provide practical guidance on its implementation. 

2. Literature review 

Technology Acceptance Model (TAM) [37], Value-based Adoption Model (VAM) [38], Theory of Planned Behavior (TPB) [39], and 
Unified Theory of Acceptance and Use of Technology (UTAUT) [40] are the four most widely used models in the field of consumer 
acceptance and trust of new technologies. Among them, TAM is the most influential [41] and robust model [42,43], has been widely 
used to explain user behavior intentions in areas such as automated vehicles [44], intelligent medical systems [45,46], Web 3.0-based 
intelligent learning environments [47], intelligent advertising systems [48], intelligent robots [49], smart wearable devices [50–52], 
business intelligence systems [53], smart health monitoring systems [54], smart home services [55], smart phone credit cards [56], 
accounting information systems [29,30], and other areas of user behavior intentions. The VAM model has been used to explain the user 
behavior intention of IPTV adoption [57], mobile payment acceptance [58], smart home services acceptance [55], and so on. TPB is 
used to describe the use of wearable devices [59,60], smart home services [61], mobile data services [62], health cloud systems [46], 
smart gaming services [63], intelligent transportation systems [64,65], and automated vehicles [44]. User acceptance of smart medical 
systems [66–68], wearable devices [69,70], smart recommendation systems [71,72], and virtual reality education systems [73] are 
explained using UTAUT. 

It should be noted that there are similar variables in these theoretical models (e.g., Perceived usefulness in TAM is similar to 
performance expectancy in UTAUT and usefulness in VAM; Perception ease of use in TAM is similar to effort expectancy in UTAUT, 
etc.). To address this issue, we aim to incorporate the factors from previous models and investigate designers’ trust in the context of AI- 
augmented design. 

TAM derives from the Theory of Reasoned Action (TRA) [37,74]. According to the TAM hypothesis, Perceived usefulness (PU) and 
perceived ease of use (PEoU) are major determinants of behavioral intention (BI), with PEoU having a greater influence on BI than PU. 
Furthermore, scholars across diverse academic domains have developed various extended TAM models. Within these extended models, 
researchers have introduced novel technological constructs tailored to the unique characteristics of their respective research domains. 
These include constructs such as perceived privacy risk [41], compatibility [51,75], self-efficacy [75], visual attractiveness [51], 
health concern [60], and others. 

The VAM model is an evolution of the TAM-based model that retains the VAM effects while adding enjoyment (Enj) and perceived 
fee (PF) [38] to describe the effect of information and communication technologies on user acceptance from a cost-benefit perspective. 
According to the VAM model, perceived value (PV) mediates individual decision making and influences people’s assessment of their 
willingness to adopt new technologies. However, due to the diversity of software and platforms, it is challenging for customers to have 
a consistent perception of technology and cost in AI-augmented design research. 

Similarly, TPB is an extended model based on TRA that introduces the constructs of perceived behavioral control (PBC), attitude 
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(A), and subjective norms (SN) to explain behavioral intention [39]. All three of these factors have a significant influence on behavioral 
intention. Although similar to PU in TAM, PBC is more concerned with ease of use and access to the system itself [76]. TPB has been 
used to examine the impact of external factors, such as social factors, on the acceptance of innovative products. 

UTAUT is a more integrated definition of technology acceptance theory based on theories such as TRA, TAM, and TPB [40]. It 
considers the impact of individual perspectives on technology, as well as social and environmental factors. Performance expectancy 
(PE), effort expectancy (EE), social influence (SI), and facilitation conditions (FC) are the variables included in UTAUT. 

While there are similarities among the variables in these theoretical models, specialized research models should be selected or 
established based on the topic under investigation [77,78]. 

3. Materials and methods 

3.1. Model hypothesis 

In order to obtain a comprehensive understanding of the important influencing variables mentioned above, this study conducted an 
in-depth analysis of all measurement items through literature review, pre-experiment, and expert focus group discussions. Finally, 
seven important independent variables were selected to investigate their relationship with behavioral intention, as shown in Table 1. 
(1) In accordance with the TAM model, this study adopted the two influencing criteria of perceived usefulness (PU) and perceived ease 
of use (PEoU) as important variables. (2) The designer’s assessment of the basic circumstances of AI, such as knowledge, competence, 
and technology, were considered important factors, and as such, perceived behavioral control (PBC) from the TPB model was used to 
define this independent variable. (3) Privacy is one of the essential elements influencing users’ behavioral intentions in the digital era, 
especially in the context of intelligence [79,80], and thus, perceived privacy risk (PPR) was included as one of the independent 
variables in this study. (4) Enjoyment (Enj), as one of the main variables of the VAM model, was included in this study as it focuses on 
the value and enjoyment provided to users when adopting new technologies. (5) As an emerging technology, external factors have a 
greater impact on its acceptance, and thus, social influence (SI) must also be considered. (6) Perceived value (PV) is the overall 
evaluation of product utility formed by consumers based on their perceptions of benefits and payoffs [81–84], and usually value 
perception changes consumers’ behavioral intentions. Therefore, PV can be used as a mediating variable to moderate the relationship 
between Enj and BI. 

Based on the identified variables and the four models mentioned above, this experiment presents the following experimental 
hypotheses (Fig. 1). 

According to the TAM model, PU and PEoU are significant predictors of BI, with PU mediating the influence of PEoU on BI, 
although the mediation is insufficient. Therefore, we hypothesize that. 

H1. PU has a significant positive effect on BI. 

H2a. PEoU has a significant positive effect on BI. 

H2b. PU as a mediating variable moderates the effect of PEoU on BI. 

In addition, PPR is a significant predictor of BI in the extended TAM. Therefore, we hypothesize that 

H3. PPR has a significant negative impact on BI. 

According to the TPB model, PBC and subjective norms (SN) are significant predictors of BI, with social influence (SI) from UTAUT 
being related to SN. Hence, we declare that 

H4. PBC has a significant positive effect on BI. 

H5a. SI has a significant positive effect on BI. 

H5b. PBC as a mediating variable moderates the effect of SI on BI. 

According to the VAM model, Enj is a significant predictor of PV, and PV mediates the effects of Enj on BI. Therefore, we consider 
that 

Table 1 
Variables and their literature sources.  

No. Variables Model Literature sources 

1 PU perceived usefulness TAM Davis, 1989 [37] 
2 PEoU perceived ease of use TAM Davis, 1989 [37] 
3 PBC perceived behavioral control TPB Ajzen, 1991 [39] 
4 PPR perceived privacy risk Extended TAM Kalantari&Rauschnabel, 2018 [41] 
5 Enj enjoyment VAM Yang et al., 2016 [51] 
6 SI social influence UTAUT Venkatesh et al.c, 2003 [40] 
7 PV perceived value VAM Kim et al., 2007 [38] 
8 BI behavioral intention TAM,PBC,UTAUT Davis, 1989 [37], Ajzen, 1991 [39], Venkatesh et al., 2003 [40]  
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H6. PV has a significant positive effect on BI. 

H7a. Enj has a significant positive effect on BI. 

H7b. PV as a mediating variable moderates the effect of Enj on BI. 

3.2. Questionnaire design 

In order to ensure the quality and effectiveness of the questionnaire, a thorough review and revision process was conducted by 
experts in artificial intelligence and technology acceptance theory. After this process, the final 8 variables were divided into 27 
questions, as presented in Table 2. The experts affirmed that the structure and quality of the questionnaire were of high standard. To 
cater for the participants, the questionnaire was created in a bilingual format, both in English and Chinese. All participants provided 
informed consent to participate in the study. 

Fig. 1. Experimental hypotheses.  

Table 2 
Measurement items and their sources.  

Construct No. Measurement items Reference 

Perceived Ease of 
Use 

PEoU1 Learning to use AI-augmented to design would be easy. Venkatesh & Davis, 2000 [85] 
PEoU2 Interaction with the AI-augmented to design would be clear and 

understandable. 
PEoU3 I would find the AI-augmented design difficult to use. 

Perceived Usefulness PU1 Using the AI-augmented would improve my design performance. Venkatesh & Davis, 2000 [85] 
Venkatesh et al., 2003 [40] PU2 Using the AI-augmented would be helpful in my work. 

PU3 Using the AI-augmented would enhance the effectiveness of my work. 
PU4 I would find the AI-augmented useful in my design work. 

Perceived Behavioral 
Control 

PBC1 Using AI-augmented in design is entirely within my control. Taylor & Todd, 1995 [78], Rahman et al., 2017 [86] 
PBC2 I have enough ability to use AI-augmented in design. 
PBC3 I have the ability to use the AI-augmented in design. 
PBC4 I have the resources necessary to use the AI-augmented in design. 
PBC5 I have the knowledge necessary to use the AI-augmented in design. 

Perceived Privacy 
Risk 

PPR1 I am concerned that use AI-augmented to design will collect too much 
personal information from me. 

Kalantari & Rauschnabel，2018 [41] 

PPR2 I am concerned that AI-augmented will use my personal information 
for other purposes without my authorization. 

PPR3 I am concerned that AI-augmented will share my personal information 
with other entities without my authorization. 

(continued on next page) 
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3.3. Research procedures and data collection 

To ensure the reliability and validity of the study, a 7-point Likert scale was used to score the questionnaire, with 1 indicating 
“strongly disagree” and 7 indicating “strongly agree”. The questionnaire was distributed through a targeted web-based survey, with all 
participants required to have taken courses or possessed knowledge of AI-augmented design, as well as designers who had experience 
using AI-augmented systems or software. After removing incomplete or inaccurate responses, a total of 249 valid questionnaires were 
collected for analysis. Detailed information about the respondents is presented in Table 3. 

Table 2 (continued ) 

Construct No. Measurement items Reference 

Enjoyment Enj1 Using the AI-augmented would provide me with a lot of enjoyment. Yang et al., ，2016 [51] 
Enj2 I would have fun interacting with the AI. 
Enj3 I would enjoy using the AI-augmented. 

Social Influence SI1 People who influence my behavior would think that I should use the AI- 
augmented in design. 

Yang & Jolly， 2009 [62]; Venkatesh et al., 2003 
[40] Mandigan et al., 2017 [87] 

SI2 People who are important to me would think that I should use AI- 
augmented in design. 

SI3 I think I am more likely to use AI-augmented in design if my friends or 
classmates used it. 

Perceived Value PV1 Compared to the fee I would need to pay, the AI-augmented offers 
value for money. 

Kim et al., 2007 [55]; Sirdeshmukh al., 2002 [88] 

PV2 Compared to the effort I would need to put in, the AI- augmented is 
beneficial to me. 

PV3 Compared to the time I would need to spend, the AI- augmented is 
worthwhile to me. 

Behavioral Intention BI1 I intend to use the AI-augmented in the future. Rahman al., 2017 [86] 
BI2 I intend to use the AI-augmented t in design frequently. 
BI3 I intend to recommend that other people use the AI- augmented.  

Table 3 
Descriptive characteristics of respondents.  

Characteristics Number Proportion 

Gender Male 118 47.4 % 
Female 131 52.6 % 

Design learning years 2–4 years 165 66.3 % 
≥5 years 84 33.7 % 

Education Undergraduate students 165 66.3 % 
Designers with a master’s degree or above 84 33.7 %  

Table 4 
Factor analysis for model validation.  

Path Relationships Standardized factor loadings AVE CR Cronbach coefficient 

PU → PU1 0.715 0.536 0.822 0.815 
→ PU2 0.798 
→ PU3 0.677 
→ PU4 0.734 

PEoU → PEoU1 0.662 0.514 0.76 0.752 
→ PEoU2 0.765 
→ PEoU3 0.721 

PBC → PBC1 0.705 0.608 0.885 0.884 
→ PBC2 0.816 
→ PBC3 0.75 
→ PBC4 0.775 
→ PBC5 0.845 

PPR → PPR1 0.881 0.810 0.928 0.920 
→ PPR2 0.937 
→ PPR3 0.881 

Enj → Enj1 0.745 0.612 0.824  
→ Enj2 0.685 0.824 
→ Enj3 0.901   
→ SI1 0.78 0.501 0.747 0.733 

(continued on next page) 
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3.4. Questionnaire reliability analysis 

In this study, the reliability of the data was examined using SPSS 24 to calculate the Cronbach’s alpha coefficient, which is a 
measure of the internal consistency of each dimension. The results showed that the reliability coefficients of each secondary dimension 
ranged from 0.7 to 1, indicating that the scales used in this study were internally consistent and reliable (see Table 4). 

4. Results 

4.1. Measurement model reliability 

To perform the fit test of the AI-augmented design confidence scale validated factor analysis (CFA) model, we used Amos 24 in this 
study. The results of the model fitness test in Table 5 revealed that the CMIN/DF = 1.834 and RMSEA = 0.058. Furthermore, the IFI, 
TLI, and CFI all reached the level of 0.9 or higher, indicating that the CFA model of the AI-augmented design confidence scale has good 
fitness.  

AVE = (
∑

λ2)/N (λ: Standardized factor loadings，N: The number of measurement indicators for this factor)                                                

CR = (
∑

λ)2/(
∑

λ)2+
∑

δ (δ：Residuals)                                                                                                                                            

The validity test results in Table 4 indicated that each dimension had strong convergent validity and combined reliability, as the 
AVE values for each dimension were above 0.5 and the CR values were above 0.7. Furthermore, the standardized correlation co-
efficients between the two variables were lower than the square root of the AVE values corresponding to the variables， indicating that 
the dimensions had strong discriminant validity (Table 6). 

Table 5 
Validated factor analysis model fit test.  

Indicators Reference Standards CFA Model SEM Model 

CMIN/DF 1-3 is excellent, 3–5 is good 1.694 2.375 
RMSEA <0.05 is excellent, <0.08 is good 0.053 0.074 
IFI >0.9 is excellent, >0.8 is good 0.943 0.879 
TLI >0.9 is excellent, >0.8 is good 0.933 0.863 
CFI >0.9 is excellent, >0.8 is good 0.942 0.877 

Under the premise that the CFA model of the questionnaire has good fit, we further examined the AVE and CR of each dimension of the scale. 

Table 6 
Model differential validity tests for each dimension.  

Dimension 1 2 3 4 5 6 7 8 

1 PU 0.536        
2 PV 0.566 0.637       
3 PPR 0.027 − 0.088 0.81      
4 Enj 0.45 0.583 0.012 0.612     
5 SI 0.677 0.561 0.075 0.466 0.501    
6 PEoU 0.681 0.436 0.124 0.516 0.594 0.514   
7 PBC 0.331 0.378 0.107 0.4 0.416 0.485 0.608  
8 BI 0.499 0.751 − 0.106 0.701 0.565 0.549 0.468 0.643 
Square root of AVE value 0.732 0.798 0.900 0.782 0.708 0.717 0.780 0.802  

Table 4 (continued ) 

Path Relationships Standardized factor loadings AVE CR Cronbach coefficient 

SI → SI2 0.752  
→ SI3 0.572 

PV → PV1 0.686 0.637 0.839 0.816 
→ PV2 0.815 
→ PV3 0.881 

BI → BI1 0.801 0.643 0.843 0.841 
→ BI2 0.752 
→ BI3 0.849 

Note: Kronbach Coefficient ranges from 0 to 1. Higher Kronbach Coefficient values are more reliable. 
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4.2. Structural model assessment 

After conducting explicit statistical analysis of the questionnaire data, the mean values of all variables as observed, fell between 4 
and 6. Additionally, the absolute values of the skewness and kurtosis coefficients for each item were within the typical range [89] 
(Table 7). Therefore, in conclusion, the data for each measurement item conform to an approximate normal distribution and are 
acceptable for statistical analysis. Table 8 below presents the correlation analysis between the variables. 

Amos 24 was used for data analysis and structural equation model (SEM) of the AI-augmented design trust scale. The pre- 
hypothesis model was used to design the structural equation model, and the final results are shown in Table 9. The CMIN/DF of 
the SEM model (Fig. 2) is 2.375, the RMSEA is 0.74, and the other tests of IFI, TLI, and CFI are all above 0.8, indicating an overall good 
model fit (Table 5). 

In terms of the hypotheses tested, the results indicate that PU did not have a significant effect on BI, which suggests that the 
usefulness of AI-augmented design tools may not be the most important factor in determining users’ behavioral intentions. This finding 
is in contrast to some previous studies that suggest that perceived usefulness is a significant determinant of trust in technology [56,90, 
91], but is consistent with Kwonsang Sohn et al.’s [92] findings on the trustworthiness of smart products. On the other hand, the results 
provide support for H3, which posits that PPR has a significant negative effect on BI (β = − 0.130, p < 0.05). This finding highlights the 
importance of addressing privacy concerns in the development and implementation of AI-augmented design tools to promote user trust 
and adoption. Additionally, the results provide support for H4, which suggests that PBC has a significant positive effect on BI (β = 0.14, 
p < 0.05), indicating that users’ confidence in their ability to use AI-augmented design tools effectively and efficiently is an important 

Table 7 
Descriptive statistics for each dimension and normal distribution of measurement questions.  

Dimension Items M SD Skewness Krutosis Overall M Overall SD 

PEou PEoU1 5.3855 1.30907 − 0.656 − 0.050 5.4113 0.96601 
PEoU2 5.4378 1.17309 − 0.484 − 0.289 
PEoU3 5.4096 1.04769 − 0.161 − 0.692 

PU PU1 5.6988 1.0821 − 0.7050 0.2774 5.7952 0.7781 
PU2 5.9036 0.9107 − 0.6151 − 0.0312 
PU3 5.8193 0.9814 − 0.5075 − 0.3889 
PU4 5.7590 0.8970 − 0.2493 − 0.5546 

PBC PBC1 3.8353 1.51903 0.379 − 0.351 4.3146 1.11396 
PBC2 4.2129 1.45319 − 0.042 − 0.425 
PBC3 4.6024 1.31007 − 0.263 − 0.205 
PBC4 4.3253 1.40370 − 0.004 − 0.405 
PBC5 4.3173 1.47279 − 0.202 − 0.408 
PBC6 4.5944 1.42279 − 0.197 − 0.381 

PPR PPR1 4.6627 1.62845 − 0.375 − 0.713 4.8648 1.49162 
PPR2 4.8956 1.63046 − 0.556 − 0.442 
PPR3 5.0361 1.56148 − 0.765 0.154 

Enj Enj1 5.0361 1.2126 − 0.2338 − 0.2531 5.2021 1.06202 
Enj2 5.1888 1.1573 − 0.2170 − 0.3368 
Enj3 5.7510 1.0824 − 0.7023 0.0412 

SI SI1 4.8594 1.42286 − 0.283 − 0.559 5.3253 0.9303 
SI2 4.5020 1.40024 − 0.182 − 0.461 
SI3 4.6707 1.46050 − 0.282 − 0.589 

PV PV1 4.8474 1.16085 − 0.057 0.302 5.0549 0.94192 
PV2 5.1486 1.07295 0.036 − 0.360 
PV3 5.1687 1.06808 0.079 − 0.378 

BI BI1 5.2972 1.21484 − 0.641 0.514 4.8785 1.06897 
BI2 4.7631 1.32443 − 0.260 − 0.098 
BI3 4.9880 1.30286 − 0.397 0.029  

Table 8 
Pearson correlation analysis results for each dimension.  

Dimension 1 2 3 4 5 6 7 8 

1.PEou 1        
2.PU .538** 1       
3.SI .453** .563** 1      
4.PBC .428** .292** .345** 1     
5.PPR 0.082 0.011 0.072 0.096 1    
6.Enj .367** .357** .351** .333** 0.026 1   
7.PV .336** .470** .456** .322** − 0.072 .473** 1  
8.BI .424** .416** .445** .419** − 0.105 .568** .607** 1 

Note：**. At the 0.01 level (two-tailed), the correlation is significant. *. At the 0.05 level (two-tailed), the correlation is significant. 
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factor in promoting adoption. Finally, the results support H6 (β = 0.468, p < 0.001), which posits that PV has a significant positive 
effect on BI, suggesting that users’ perception of the value of AI-augmented design tools may be an important factor in determining 
adoption. 

This study utilized the Bootstrap (MEDIATION) method to investigate the mediating effects of PU, PBC, and PV in the hypothesized 
model, namely experimental hypotheses H2, H5, and H7. To begin with, the original data (N = 249) was employed as the sampling 
population, and generated 2000 Bootstrap samples using the put-back random sampling method. The parameter estimation method 
was subsequently employed to estimate the hypothesized model through the maximum likelihood approach. The results of our analysis 
revealed that hypothesis H2a, which postulated that PEoU had a significant positive effect on behavioral intention, was supported (β =
0.2, p < 0.05). However, H2b, which proposed that PU acted as a mediating variable to mediate the effect of PEoU on behavioral 
intention, was not supported. Furthermore, H6a, which posited that Enj had a significant positive effect on BI, was supported (β =
0.359, p < 0.001), and that PV plays a mediation role between Enj and BI, with a confidence interval of [0.52–0.934] for the total 
effect, thus supporting hypothesis H6b. In conclusion, the analysis conducted in this study unveiled that hypothesis H7a received 
empirical support, signifying a noteworthy positive impact of SI on BI (β = 0.15, p < 0.05). Furthermore, the findings also elucidated 
the moderating influence of PBC in attenuating the SI-to-BI effect, substantiated by a total effect confidence interval spanning 
[0.063–0.727]. Consequently, it is judicious to affirm the validation of hypothesis H7b, as documented in Table 9. 

5. Discussion 

5.1. Theoretical implications 

This study employed structural equation modeling to investigate the various that influence trust in AI-augmented design in 
accordance with the research hypotheses. The results indicate that trust in AI- augmented design is strongly affected by PV, Enj, PPR, 
PEou, PBC, and SI. 

The analysis reveals that (1) PV and Enj can have a positive influence on BI, which is consistent with the VAM model [38,51]. As 
AI-augmented design tools are transitioning from the innovation phase to the early adoption phase, users tend to be curious about new 
technologies. Moreover, learning about new technologies is often perceived as enjoyable [93]. Therefore, users’ curiosity about new 
experiences and technology may positively affect their behavioral intentions in terms of enjoyment and value judgments. (2) PPR may 
negatively impact behavioral intention, which aligns with the findings of the previous TAM extension model [41]. Users are 
increasingly aware of privacy risks and the importance of safeguarding their intellectual property rights. Additionally, people are 
concerned about privacy risks due to the lack of transparent system settings. (3) In line with UTAUT [40], SI can influence potential 
users’ BI and can be effectively leveraged in promoting new AI-augmented design tools or platforms. (4) PEoU can significantly in-
fluence users’ BI, which is consistent with the VAM [37] model that emphasizes ease of use and system accessibility as key factors that 
affect users’ trust. (5) Additionally, PBC is one of the independent variables that significantly influences users’ BI; users’ evaluation of 
whether they possess the requisite knowledge, skills, and technology to use AI-augmented design affects their BI, which aligns with the 
TPB model [39]. 

The study findings suggest that the influence of PU on trust in AI-augmented design is not significant, which may be attributable to 
various factors. Firstly, users may resist innovation due to negative emotions such as fear, uncertainty, and doubt, as posited by the 
innovation resistance model [94]. Secondly, AI-augmented design is still in its nascent stages, and there is a considerable gap between 
the assistance it provides for design needs and the core innovation points that designers have yet to propose. Nevertheless, design 
education could play a crucial role in bridging this gap. As more research is conducted on AI-augmented design tools, users’ sense of 
usefulness is likely to improve, leading to a change in their confidence in AI-augmented design. 

5.2. Practical implications 

The present study posits a trustworthiness model tailored to the assessment of AI-augmented design acceptance, thereby illumi-
nating this pivotal phenomenon. The practical implications of our findings are significant for the design industry. First and foremost, 

Table 9 
Structural equation model path coefficients and hypothesis testing results.  

Hypothesis Path relationship Total effect Direct effect Indirect effect Supported 

H1 PU→BI − 0.064   No 
H2a PEoU→BI 0.2*   Yes 
H2b PEou→PU→BI 0.152* − 0.041 0.193 No 
H3 PPR→BI ¡0.13*   Yes 
H4 PBC→BI 0.14*   Yes 
H5a SI→BI 0.15*   Yes 
H5b SI→PBC→BI 0.331* 0.092* 0.239 Full mediation 
H6 PV→BI 0.458***   Yes 
H7a Enj→BI 0.586***   Yes 
H7b Enj→PV→BI 0.702** 0.3*** 0.402** Partial mediation 

Note：***P < 0.001,**0.001 ≤ P < 0.01,*0.01 ≤ P < 0.05. 
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developers should concentrate on the development of AI-augmented design tools characterized by enhanced explainability [95], 
user-friendliness, and accessibility. Achieving this entails the design of user-friendly interfaces and the provision of explicit in-
structions and robust support mechanisms for users [96]. Second, developers should pay more attention to privacy protection and 
intellectual property rights when developing AI-augmented design tools. This can help to increase users’ trust and reduce their 
concerns about privacy risks. Third, developers should consider the role of enjoyment and perceived value in promoting the adoption 
of AI-augmented design tools. By emphasizing the benefits of using AI-augmented design tools, developers can increase users’ curiosity 
and interest in these tools. Fourth, developers should provide adequate training and support to users to improve their knowledge, 
skills, and technology related to using AI-augmented design tools. This can help to increase users’ confidence in using these tools and 
improve their behavioral intention to adopt them. 

5.3. Limitations and future work 

There are several limitations to this study that should be considered. First, the sample size is relatively small, which may limit the 
generalizability of the findings. Future research should consider using a larger sample size to improve the reliability and validity of the 
results. Second, this study only focused on the influence of specific variables on trust in AI-augmented design. Future research should 
consider other variables that may influence users’ trust in AI-augmented design, such as demographic factors. Third, this study only 
examined the relationship between trust and behavioral intention. To provide a more comprehensive understanding of the adoption of 

Fig. 2. SEM model.  
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AI-augmented design tools, future research endeavors should contemplate delving into users’ actual usage behavior, as well as the 
unique user interface and usability of AI-augmented design tools. This expanded scope of investigation can yield more holistic insights. 
Such endeavors may involve assessing dimensions like information and system quality [97] to gain a more in-depth understanding of 
the dynamics of adoption. Fourth, this study only examined the mediating effects of PU, PBC, and PV. There is a call for further 
research and comprehensive discussion on the interconnections among these factors and how they mutually influence BI. A deeper 
exploration of the relationships between these parameters should help elucidate certain outcomes, such as the non-significance of PU 
in the study’s findings. Subsequent research efforts should consider examining the mediating effects of additional variables, including 
but not limited to cognitive load and perceived control. Finally, this study only examined the influence of AI-augmented design on trust 
from the user’s perspective. Future research should also consider the influence of AI-augmented design on trust from the developer’s 
perspective. 

6. Conclusion 

In conclusion, this study has illuminated the factors influencing trust in AI-augmented design. The findings indicate that users’ 
perceptions of value (PV), enjoyment (Enj), privacy risk (PPR), ease of use, perceived behavioral control (PBC), and social influence 
(SI) all play significant roles in shaping their trust in AI-augmented design. Specifically, PV and Enj exhibit a positive influence on 
behavioral intention (BI), while PPR may negatively impact it. Additionally, PV acts as a mediator between Enj and BI. The study 
further elucidated the moderating influence of PBC in attenuating the SI-to-BI effect. However, the influence of perceived usefulness 
(PU) on trust in AI-augmented design is not significant, possibly attributable to the innovation resistance model and current limitations 
in the capabilities of AI-augmented design itself. 

Despite limitations, such as a relatively small sample size, this study provides novel insights into AI-augmented design. Product 
developers are encouraged to prioritize these identified factors to enhance overall product satisfaction. This involves mitigating 
privacy risks, improving ease of use and interaction, and meeting user needs. Additionally, efforts to enhance AI-related design ed-
ucation can play a crucial role in advancing the field of AI-augmented design. Moving forward, emphasis on practicality and social 
influence should be paramount to facilitate the widespread adoption of AI-augmented design products. 

Future research should consider exploring other variables that may influence users’ trust in AI-augmented design, including de-
mographic factors. It is recommended that future studies examine the mediating effects of various variables, such as cognitive load and 
perceived control. Subsequent research endeavors should delve into users’ actual usage behavior, taking into account the unique user 
interface and usability of AI-augmented design tools. Furthermore, future research should investigate the influence of AI-augmented 
design on trust from the developer’s perspective. 

In summary, this study provides valuable insights for both researchers and practitioners on effectively developing and promoting 
AI-augmented design products that instill trust in consumers. 
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[33] A. Jacovi, A. Marasović, T. Miller, et al., Formalizing trust in artificial intelligence: prerequisites, causes and goals of human trust in AI[C], in: Proceedings of the 

2021 ACM Conference on Fairness, Accountability, and Transparency, 2021, pp. 624–635. 
[34] D. Kaur, S. Uslu, K.J. Rittichier, et al., Trustworthy artificial intelligence: a review[J], ACM Comput. Surv 55 (2) (2022) 1–38. 
[35] A.I. Hleg, Ethics Guidelines for Trustworthy AI[J]. B-1049 Brussels, 2019. 
[36] M. Simion, C. Kelp, Trustworthy artificial intelligence[J], Asian Journal of Philosophy 2 (1) (2023) 8. 
[37] F.D. Davis, Perceived usefulness, perceived ease of use, and user acceptance of information technology[J], MIS Q (1989) 319–340. 
[38] H. Kim, H.C. Chan, S. Gupta, Value-based adoption of mobile internet: an empirical investigation[J], Decis. Support Syst 43 (1) (2007) 111–126. 
[39] I. Ajzen, The theory of planned behavior, Organ. Behav. Hum. Decis. Process 50 (2) (1991) 179–211. 
[40] V. Venkatesh, M.G. Morris, G.B. Davis, et al., User acceptance of information technology: toward a unified view[J], MIS Q (2003) 425–478. 
[41] M. Kalantari, P. Rauschnabel, Exploring the Early Adopters of Augmented Reality Smart Glasses: the Case of Microsoft HoloLens[J]. Augmented Reality and 

Virtual Reality: Empowering Human, Place and Business, 2018, pp. 229–245. 
[42] A.R. Hendrickson, P.D. Massey, T.P. Cronan, On the test-retest reliability of perceived usefulness and perceived ease of use scales[J], MIS Q (1993) 227–230. 
[43] A.H. Segars, V. Grover, Re-examining perceived ease of use and usefulness: a confirmatory factor analysis[J], MIS Q (1993) 517–525. 

C. Zhou et al.                                                                                                                                                                                                           

http://refhub.elsevier.com/S2405-8440(23)10513-5/sref1
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref1
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref2
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref3
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref3
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref4
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref4
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref5
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref5
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref6
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref6
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref7
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref7
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref8
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref8
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref9
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref10
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref10
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref11
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref12
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref12
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref13
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref13
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref14
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref14
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref15
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref15
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref16
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref16
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref17
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref18
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref19
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref20
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref21
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref22
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref22
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref23
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref23
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref24
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref25
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref25
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref26
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref27
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref27
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref28
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref28
https://doi.org/10.1108/EMJB-05-2022-0100
https://doi.org/10.1108/EMJB-05-2022-0100
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref30
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref30
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref31
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref31
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref32
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref33
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref33
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref34
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref35
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref36
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref37
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref38
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref39
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref40
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref41
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref41
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref42
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref43


Heliyon 10 (2024) e23305

12

[44] L. Buckley, S. Kaye, A.K. Pradhan, Psychosocial factors associated with intended use of automated vehicles: a simulated driving study[J], Accid. Anal. Prev 115 
(2018) 202–208. 

[45] Y. Chen, D. Le, Z. Yumak, et al., EHR: a sensing technology readiness model for lifestyle changes[J], Mobile Network. Appl 22 (2017) 478–492. 
[46] P. Hsieh, Healthcare professionals’ use of health clouds: integrating technology acceptance and status quo bias perspectives[J], Int. J. Med. Inf 84 (7) (2015) 

512–523. 
[47] R.Z. Cabada, M.L.B. Estrada, F.G. Hernández, et al., An affective and Web 3.0-based learning environment for a programming language[J], Telematics Inf 35 (3) 

(2018) 611–628. 
[48] J. Aguilar, G. Garcia, An adaptive intelligent management system of advertising for social networks: a case study of Facebook[J], IEEE Transactions on 

Computational Social Systems 5 (1) (2017) 20–32. 
[49] Y. Liang, S.A. Lee, Fear of autonomous robots and artificial intelligence: evidence from national representative data with probability sampling[J], International 

Journal of Social Robotics 9 (2017) 379–384. 
[50] S.H. Chuah, P.A. Rauschnabel, N. Krey, et al., Wearable technologies: the role of usefulness and visibility in smartwatch adoption[J], Comput. Hum. Behav 65 

(2016) 276–284. 
[51] H. Yang, J. Yu, H. Zo, et al., User acceptance of wearable devices: an extended perspective of perceived value[J], Telematics Inf 33 (2) (2016) 256–269. 
[52] K.J. Kim, D. Shin, An acceptance model for smart watches: implications for the adoption of future wearable technology[J], Internet Res 25 (4) (2015) 527–541. 
[53] C. Wang, A novel approach to conduct the importance-satisfaction analysis for acquiring typical user groups in business-intelligence systems[J], Comput. Hum. 

Behav 54 (2016) 673–681. 
[54] K.C. Tseng, C. Hsu, Y. Chuang, Designing an intelligent health monitoring system and exploring user acceptance for the elderly[J], J. Med. Syst 37 (2013) 1–18. 
[55] Y. Kim, Y. Park, J. Choi, A study on the adoption of IoT smart home service: using Value-based Adoption Model[J], Total Qual. Manag. Bus. Excel 28 (9–10) 

(2017) 1149–1165. 
[56] K. Ooi, G.W. Tan, Mobile technology acceptance model: an investigation using mobile users to explore smartphone credit card[J], Expert Syst. Appl 59 (2016) 

33–46. 
[57] T. Lin, S. Wu, J.S. Hsu, et al., The integration of value-based adoption and expectation–confirmation models: an example of IPTV continuance intention[J], 

Decis. Support Syst 54 (1) (2012) 63–75. 
[58] N. Mallat, Exploring consumer adoption of mobile payments–A qualitative study[J], J. Strat. Inf. Syst 16 (4) (2007) 413–432. 
[59] A. Lunney, N.R. Cunningham, M.S. Eastin, Wearable fitness technology: a structural investigation into acceptance and perceived fitness outcomes, Comput. 

Hum. Behav 65 (2016) 114–120. 
[60] N. Basoglu, A.E. Ok, T.U. Daim, What will it take to adopt smart glasses: a consumer choice based review?[J], Technol. Soc 50 (2017) 50–56. 
[61] H. Yang, H. Lee, H. Zo, User acceptance of smart home services: an extension of the theory of planned behavior[J], Ind. Manag. Data Syst 117 (1) (2017) 68–69. 
[62] K. Yang, L.D. Jolly, The effects of consumer perceived value and subjective norm on mobile data service adoption between American and Korean consumers, 

J. Retailing Consum. Serv 16 (6) (2009) 502–508. 
[63] J. Hamari, J. Koivisto, Social motivations to use gamification: an empirical study of gamifying exercise.[C], ECIS 105 (5) (2013) 18–19. 
[64] G.S. Larue, A. Rakotonirainy, N.L. Haworth, et al., Assessing driver acceptance of Intelligent Transport Systems in the context of railway level crossings[J, 

Transport. Res. F Traffic Psychol. Behav 30 (2015) 1–13. 
[65] M. Thorhauge, S. Haustein, E. Cherchi, Accounting for the theory of planned behaviour in departure time choice[J], Transport. Res. F Traffic Psychol. Behav 38 

(2016) 94–105. 
[66] W. Fan, J. Liu, S. Zhu, et al., Investigating the impacting factors for the healthcare professionals to adopt artificial intelligence-based medical diagnosis support 

system (AIMDSS), Ann. Oper. Res 294 (2020) 567–592. 
[67] P. Hsieh, An empirical investigation of patients’ acceptance and resistance toward the health cloud: the dual factor perspective[J], Comput. Hum. Behav 63 

(2016) 959–969. 
[68] Y. Gao, H. Li, Y. Luo, An empirical study of wearable technology acceptance in healthcare[J], Ind. Manag. Data Syst 115 (9) (2015) 1704–1723. 
[69] A. Adapa, F.F. Nah, R.H. Hall, et al., Factors influencing the adoption of smart wearable devices[J], Int. J. Hum. Comput. Interact 34 (5) (2018) 399–409. 
[70] Z. Gu, J. Wei, F. Xu, An empirical study on factors influencing consumers’ initial trust in wearable commerce[J], J. Comput. Inf. Syst 56 (1) (2016) 79–85. 
[71] Y. Wang, A. Luse, A.M. Townsend, et al., Understanding the moderating roles of types of recommender systems and products on customer behavioral intention 

to use recommender systems[J], Inf. Syst. E Bus. Manag 13 (2015) 769–799. 
[72] O. Oechslein, M. Fleischmann, T. Hess, An Application of UTAUT2 on Social Recommender Systems: Incorporating Social Information for Performance 

expectancy[C]. 2014 47th Hawaii International Conference on System Sciences, IEEE, 2014, pp. 3297–3306. 
[73] A. Setiawan, F. Agiwahyuanto, P. Arsiwi, A virtual reality teaching simulation for exercise during pregnancy[J], International Journal of Emerging Technologies 

in Learning (Online) 14 (1) (2019) 34. 
[74] F.D. Davis, A Technology Acceptance Model for Empirically Testing New End-User Information Systems: Theory and results[Z], Massachusetts Institute of 

Technology, 1985. 
[75] G. Turhan, An assessment towards the acceptance of wearable technology to consumers in Turkey: the application to smart bra and t-shirt products[J], J. Textil. 

Inst 104 (4) (2013) 375–395. 
[76] I. Ajzen, From Intentions to Actions: A Theory of Planned behavior[M], Springer, 1985. 
[77] K. Mathieson, Predicting user intentions: comparing the technology acceptance model with the theory of planned behavior[J], Inf. Syst. Res 2 (3) (1991) 

173–191. 
[78] S. Taylor, P.A. Todd, Understanding information technology usage: a test of competing models[J], Inf. Syst. Res 6 (2) (1995) 144–176. 
[79] Y. Wang, L. Kung, T.A. Byrd, Big data analytics: understanding its capabilities and potential benefits for healthcare organizations[J], Technol. Forecast. Soc. 

Change 126 (2018) 3–13. 
[80] D. Allessie, M. Janssen, J. Ubacht, et al., The consequences of blockchain architectures for the governance of public services: a case study of the movement of 

excise goods under duty exemptions[J], Inf. Polity 24 (4) (2019) 487–499. 
[81] V.A. Zeithaml, Consumer perceptions of price, quality, and value: a means-end model and synthesis of evidence[J], J. Market 52 (3) (1988) 2–22. 
[82] D. Kahneman, A. Tversky, Prospect Theory: an Analysis of Decision under risk[M], World Scientific, 2013, pp. 99–127. 
[83] J. Von Neumann, O. Morgenstern, Theory of Games and Economic behavior[M], Princeton university press, 2007. 
[84] R. Thaler, Mental accounting and consumer choice[J], Market. Sci 4 (3) (1985) 199–214. 
[85] V. Venkatesh, F.D. Davis, A theoretical extension of the technology acceptance model: four longitudinal field studies[J], Manag. Sci 46 (2) (2000) 186–204. 
[86] M.M. Rahman, M.F. Lesch, W.J. Horrey, et al., Assessing the utility of TAM, TPB, and UTAUT for advanced driver assistance systems[J], Accid. Anal. Prev 108 

(2017) 361–373. 
[87] R. Madigan, T. Louw, M. Wilbrink, et al., What influences the decision to use automated public transport? Using UTAUT to understand public acceptance of 

automated road transport systems[J], Transport. Res. F Traffic Psychol. Behav 50 (2017) 55–64. 
[88] D. Sirdeshmukh, J. Singh, B. Sabol, Consumer trust, value, and loyalty in relational exchanges[J], J. Market 66 (1) (2002) 15–37. 
[89] R.B. Kline, Structural Equation modeling[J], Guilford, New York, 1998. 
[90] S. Renko, M. Druzijanic, Perceived usefulness of innovative technology in retailing: consumers׳ and retailers׳ point of view[J], J. Retailing Consum. Serv 21 (5) 

(2014) 836–843. 
[91] B. Wu, X. Chen, Continuance intention to use MOOCs: integrating the technology acceptance model (TAM) and task technology fit (TTF) model[J], Comput. 

Hum. Behav 67 (2017) 221–232. 
[92] K. Sohn, O. Kwon, Technology acceptance theories and factors influencing artificial Intelligence-based intelligent products[J], Telematics Inf 47 (2020), 

101324. 

C. Zhou et al.                                                                                                                                                                                                           

http://refhub.elsevier.com/S2405-8440(23)10513-5/sref44
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref44
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref45
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref46
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref46
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref47
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref47
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref48
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref48
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref49
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref49
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref50
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref50
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref51
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref52
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref53
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref53
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref54
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref55
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref55
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref56
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref56
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref57
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref57
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref58
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref59
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref59
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref60
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref61
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref62
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref62
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref63
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref64
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref64
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref65
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref65
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref66
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref66
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref67
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref67
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref68
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref69
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref70
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref71
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref71
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref72
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref72
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref73
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref73
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref74
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref74
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref75
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref75
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref76
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref77
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref77
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref78
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref79
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref79
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref80
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref80
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref81
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref82
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref83
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref84
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref85
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref86
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref86
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref87
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref87
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref88
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref89
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref90
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref90
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref91
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref91
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref92
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref92


Heliyon 10 (2024) e23305

13

[93] L.I. Perlovsky, M. Bonniot-Cabanac, M. Cabanac, Curiosity and pleasure[C]. The 2010 International Joint Conference on Neural Networks (IJCNN), IEEE, 2010, 
pp. 1–3. 

[94] S. Ram, A Model of Innovation resistance[J], ACR North American Advances, 1987. 
[95] A.F. Markus, J.A. Kors, P.R. Rijnbeek, The role of explainability in creating trustworthy artificial intelligence for health care: a comprehensive survey of the 

terminology, design choices, and evaluation strategies[J], J. Biomed. Inf 113 (2021), 103655. 
[96] B. Shneiderman, Human-centered artificial intelligence: reliable, safe & trustworthy[J], Int. J. Hum. Comput. Interact 36 (6) (2020) 495–504. 
[97] A.A. Salamah, S. Hassan, A. Aljaafreh, et al., Customer retention through service quality and satisfaction: using hybrid SEM-neural network analysis approach 

[J], Heliyon 8 (9) (2022). 

C. Zhou et al.                                                                                                                                                                                                           

http://refhub.elsevier.com/S2405-8440(23)10513-5/sref93
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref93
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref94
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref95
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref95
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref96
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref97
http://refhub.elsevier.com/S2405-8440(23)10513-5/sref97

	Trust in AI-augmented design: Applying structural equation modeling to AI-augmented design acceptance
	1 Introduction
	2 Literature review
	3 Materials and methods
	3.1 Model hypothesis
	3.2 Questionnaire design
	3.3 Research procedures and data collection
	3.4 Questionnaire reliability analysis

	4 Results
	4.1 Measurement model reliability
	4.2 Structural model assessment

	5 Discussion
	5.1 Theoretical implications
	5.2 Practical implications
	5.3 Limitations and future work

	6 Conclusion
	Foundation items
	Data availability statement
	Additional information
	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgements
	References


