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Abstract

Objective: Despite the increasing use of AI applications as a clinical decision support tool in healthcare, patients are often
unaware of their use in the physician’s decision-making process. This study aims to determine whether doctors should dis-
close the use of AI tools in diagnosis and what kind of information should be provided.

Methods: A survey experiment with 1000 respondents in South Korea was conducted to estimate the patients’ perceived
importance of information regarding the use of an AI tool in diagnosis in deciding whether to receive the treatment.

Results: The study found that the use of an AI tool increases the perceived importance of information related to its use,
compared with when a physician consults with a human radiologist. Information regarding the AI tool when AI is used
was perceived by participants either as more important than or similar to the regularly disclosed information regarding
short-term effects when AI is not used. Further analysis revealed that gender, age, and income have a statistically significant
effect on the perceived importance of every piece of AI information.

Conclusions: This study supports the disclosure of AI use in diagnosis during the informed consent process. However, the
disclosure should be tailored to the individual patient’s needs, as patient preferences for information regarding AI use vary
across gender, age and income levels. It is recommended that ethical guidelines be developed for informed consent when
using AI in diagnoses that go beyond mere legal requirements.
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Introduction

Background

Artificial intelligence (AI) is rapidly transforming the field
of healthcare. Many AI applications in health care have
demonstrated performance that matches or even surpasses
that of human physicians in medical diagnosis, execution
of treatment and surgery.1–3 A recent survey found that
one-third of hospitals are already employing AI in
medical imaging, whereas another one-third plan to incorp-
orate the technology in the next two years.4 For example,
images from standard and dermoscopic cameras can be uti-
lized to assist doctors in classifying skin lesions.5 Despite
the increasing use of AI in healthcare, it is frequently

used behind the scenes and patients are not often aware
of its implementation in their care.6

In the context of AI in health care, especially with clin-
ical decision support tools, which are the most common
types of AI applications, the problem is whether you
should disclose the use of the tool and what type of informa-
tion should be provided. This is an informed consent
problem, which traditionally addressed what information
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should be provided to ensure the patients wield their auton-
omy in deciding whether or not to receive the treatment. On
the one hand, consulting an AI application can be under-
stood similarly to consulting a colleague or a book, which
does not need any special mention. On the other hand, AI
applications might introduce new types of errors or
biases, which could harm the patients in an unexpected
fashion or reduce the trust held between the patient and
the doctor.

At present, there is no ethical and legal consensus
regarding whether disclosing the application of a medical
AI is required for informed consent in the United States,
the European Union, or South Korea.7 In the US, the
Food and Drug Administration (FDA), which addresses
the safety and effectiveness of ‘Software as a Medical
Device (SaMD)’, does not address informed consent.8–10

Courts and state legislatures have yet to articulate an
AI-specific standard for informed consent.11 Professional
bodies have not offered a protocol for obtaining informed
consent when using AI tools, which could potentially aid
in developing an AI-specific standard of care.11

Prior work

Informed consent in AI-aided health care has received
attention from medical law and ethics scholars. From a
legal perspective, scholars have analyzed the informed
consent issue in AI-aided health care from a tort law or con-
tract law perspective.11,12 Cohen suggested that the current
US case law would not likely require disclosure of the use
of AI except in several extreme cases—’such as when
patients inquire about the involvement of AI/ML, when
the medical AI/ML is more opaque, when it is given an out-
sized role in the final decision-making, or when the AI/ML
is used to reduce costs rather than improve patient health’.12
The majority of courts in the US do not require the disclos-
ure of the physician’s experience or qualifications on the
theory that only information about the procedure itself is
material.12

In the EU context, the GDPR has been cited as a source
of law to support the patient’s right to informed consent in
addition to the Charter of Fundamental Rights of the
European Union (CFR).13 Astromske argues that the
GDPR establishes the patients’ right to receive a ‘meaning-
ful explanation about the logic involved’ in automated deci-
sions.14 Miguel et al. suggests that patients should be
informed about the existence of automated decision-making
and the role played by AI in the final decision.15 However,
other scholars note that the GDPR’s provisions on auto-
mated decision-making only apply when a decision is
‘based solely’ on AI, which means that in situations in
which AI is used as a decision-support tool, there is no
legal obligation to inform patients about its use.16–18

From an ethical perspective, scholars have argued that
patients should be informed about the use of AI in their

medical care. Muller et al. state that if AI is involved in
the decision-making process, patients should be appropri-
ately informed.19 Kiener presents three reasons for
informed consent, including the risk of cyberattacks, sys-
tematic bias and mismatches between AI’s assumptions
and patients’ backgrounds.20 Ursin identifies eight novel
types of information that should be disclosed for an
AI-aided diagnosis8 Kiseleva et al. argue that physicians
should notify patients about the use of AI in their diagnosis
and treatment, and should provide information about the
usage, alternatives and certification of the AI system21

Despite the efforts to draw a line for disclosure from both
legal and ethical perspectives, one important aspect has
been overlooked: the patients’ perspective. In the United
States, individual states are evenly divided between patient-
based and physician-based standards for addressing
informed consent issues. The patient-based standard
requires disclosure ‘when a reasonable person, in what
the physician knows or should know to be the patient’s pos-
ition would be likely to attach significance to the risk or
cluster of risks in deciding whether or not to forego the pro-
posed therapy’.22 On the other hand, the physician-based
standard mandates release of ‘those disclosures which a rea-
sonable medical practitioner would make under the same or
similar circumstances’.23 South Korea seems to take a
hybrid approach that incorporates elements of both the
patient-based and physician-based standards.24

The importance of including patients’ perspectives in the
discussion is evident from the patient-based standard.
Patients’ information needs can also offer valuable insights
for professional bodies in drafting guidelines or protocols,
which can in turn inform the physician-based standard.
According to the patient-based standard, physicians have
a duty to disclose all material information to their patients,
which includes ‘information which the physician knows or
should know would be regarded as significant by a reason-
able person in the patient’s position when deciding to
accept or reject a recommended medical procedure’.25
Although the value of empirical research on patients’
views regarding information disclosure in the use of AI/
ML in medicine has been recognized,12 no research has
yet explored what information patients consider important
or significant for making treatment decisions when AI is
used in a clinical setting.26–28

Goal of this study

This research fills the gap identified above by addressing
the informed consent problem from patients’ perspectives.
Specifically, it aims to empirically examine whether physi-
cians should inform patients about the use of AI in diagno-
sis, and if so, what information should be provided. This
will be achieved by estimating the patients’ perceived
importance of information regarding the use of an AI tool
in diagnosis in deciding whether to receive the treatment.
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Hypotheses

Prior work on the patients’ and general public’s attitudes
toward clinical artificial intelligence informed the gener-
ation of hypotheses. According to previous studies, patients
preferred providers over the AI if the AI and providers were
equally effective,26,29 and many participants viewed the
currently available AI as premature technology.26,30–33

Considering the lower trust on the AI tool, when an AI
tool is used in diagnosis, compared with the parallel situ-
ation in which the image reading was conducted by a radi-
ologist, patients may perceive information regarding the use
of the AI tool as more significant to comfortably make a
decision to undergo a proposed operation (see H1 in
Textbox 1). Previous studies also revealed that participants
showed a greater acceptance of AI if the AI were to be
applied in a lower risk setting.32,34 Therefore, the magni-
tude of the risk patients is facing with the recommended
treatment may increase the patients’ perceived importance
of information (see H2 in Textbox 1). In addition, consider-
ing that participants in previous studies showed a greater
acceptance of AI if the AI fit societal and cultural
norms,35,36 the pervasiveness of the use of the AI tool
may decrease the patients’ perceived importance of infor-
mation (see H3 in Textbox 1). Finally, some studies
found that participants showed a greater acceptance of AI
if the AI was proven to be more accurate than the providers
were,26,29 and therefore patients may require less informa-
tion when AI in fact performs better than humans do (see
H4 in Textbox 1).

H1: When an AI tool is used, compared with when a referral
is made to a radiologist, respondents perceive AI information as
more important.

H2: When AI is used, respondents perceive AI information as
more important if the risk posed by the recommended treatment
is higher.

H3: When AI is used, respondents perceive AI information as
less important if the use of the AI tool is prevalent.

H4: When AI is used, respondents perceive AI information as
less important if the AI clinical diagnostic support tool performs
better than does a human radiologist.

Fourteen dependent variables fall into two categories: a)
information regarding the surgery/procedure (surgery infor-
mation) and b) information regarding the use of an AI tool
in diagnosis (AI information). Although the primary focus
of this study is on the perceived importance of AI informa-
tion, I also estimated the perceived importance of surgery
information that may be disclosed along with AI informa-
tion. This enables us to compare the perceived importance
of AI information when AI is used with that of surgery
information when AI is not used, providing insight into
how much importance respondents place on information
regularly disclosed before providing consent for a
surgery. Additionally, seven dependent variables were

introduced regarding the surgery/procedure (Table 1,
Surgery information), which were identified using profes-
sional guidelines on informed consent. The study also
includes eight dependent variables regarding the use of an
AI tool (Table 1, AI information), which were identified
using previous research on AI information.

In radiologist scenarios, the dependent variables regard-
ing AI information were worded to describe the correspond-
ing information regarding referral to a radiologist. The
seven dependent variables of AI information in radiologist
scenarios corresponding to those in AI scenarios are as
follows: a) whether the image reading was referred to a radi-
ologist (used), b) the qualification of the radiologist (per-
formance), c) whether a referral to a radiologist is
pervasive in the diagnosis of the given disease (general-
ly_used), d) how much experience the doctor has in
making a diagnosis considering the image reading of the
referred radiologist (doctor_experience), e) whether the
opinion of the doctor and that of the referred radiologist
were the same (opinion_same), f) the reason for following
or rejecting the recommendation from the referred radiolo-
gist when the opinions differed (reason_reject_accept), and
g) the possibility of receiving a diagnosis without referring
to a radiologist (optout). Since the corresponding informa-
tion for the dependent variable, architecture, could not be
identified, I did not include the question about architecture
for radiologist scenarios.

Methods

Pilot study

Prior to the main experiment, a pilot test was conducted in
April 2022 to calculate the minimum needed sample size of
the main study. Email invitations were sent to the randomly
chosen 521 persons ages 20–69 among the national
research panel of Embrain in South Korea. Some 50
responses were collected until satisfying the quota of 6 indi-
viduals per ten (2 5) combinations of gender (female and
male) and age group (20 s, 30 s, 40 s, 50 s and 60 s).

Main study

The study was conducted online in June 2022, and email
invitations were sent to the randomly chosen 20,386
persons ages 20∼69 among the national research panel of
Embrain in South Korea, which maintains a closely repre-
sentative panel in terms of gender, age and region and the
largest panel in Asia (consisting of more than 1.6 million
individuals). I limited our sample to 1000 individuals to
reflect the a priori power analysis using a pilot study,
which indicated that N= 980 sample size is needed (effect
size= 0.0139, α 0.05, power= 0.80). A quota of 100 indivi-
duals per 10 combinations of gender (male and female) and
five age groups (20–29, 30–39, 40–49, 50–59 and 60–69)
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were set to reflect the view of different gender and age
groups and to only include those with the legal capacity
to give consent to the treatment under Korean law.
Responses were collected until the quota was satisfied
while excluding responses with their response time either
too short or too long. During the study, the respondents
first read a hypothetical scenario and then filled out a
survey.

To answer the research questions, I used eight scenarios
for vignettes using an AI diagnostic support tool (ai= 1): 2
(whether an open surgery to confirm pancreatic cancer is
recommended (high_risk= 1) or a fine needle aspiration
biopsy is recommended to confirm thyroid cancer (high_-
risk= 0)) 2 (whether the use of an AI diagnostic support
tool is common (common= 1) or rare (common= 0)) 2
(whether the AI diagnostic support tool far exceeds
average human radiologists in its performance (superior=

1) or not (superior= 0)) experimental design. To estimate
what effect the use of AI would have on the outcome vari-
ables, I also used two parallel scenarios utilizing radiolo-
gists for image reading (ai= 0) only varying the risk
posed by the recommended procedure (high_risk). Since
some of the conditions considered under the AI use cases
are not realistic under the radiologist cases (for example,
the condition in which referring to radiologists for image
reading is rare or the condition under which the referred
radiologist far exceeds an average radiologist), I do not
vary these conditions for radiologist scenarios. The scenario
was kept identical in all other respects. Therefore, I used a
total of 10 scenarios (Table 2), and a total of 1000 partici-
pants were randomly assigned one of the two radiologist
cases and four of the 8 AI cases. The scenarios were devel-
oped and improved in consultation with a group of physi-
cians in various specialties including radiology, internal

Table 1. Dependent variables: surgery information and AI information.

Category Variable Meaning Reference

Surgery information

benefit expected benefit of the proposed operation 37

side_effect expected risk of the proposed operation 37,38

risk_without risks of forgoing the treatment 37,38

surgeon_quality participating surgeon’s qualification 38

short_term a short-term effect of the quality of life 38

long_term a long-term effect on the quality of life 38

AI information

used whether the AI-powered medical software was used in diagnosis 39,40

architecture the architecture and training of the AI algorithm 7,8,41

performance the performance of the AI medical software 8,26,27

generally_used whether the AI medical software is pervasively used in the diagnosis
of the given disease

12

doctor_experience how much experience the doctor has in making a diagnosis using
the AI medial software

40

opinon_same whether the opinion of the doctor and that of the AI medical software
were the same

26

reason_reject_accept the reason for following or rejecting the recommendation from the
AI medical software when the opinions differed

26

optout the possibility of receiving a diagnosis without using the AI medical software 15,42
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medicine and surgery. Since it was deemed impossible to
have individual respondents rate all vignettes, each partici-
pant received five randomly selected vignettes (one from
radiologist scenarios and four from AI scenarios). For the
English-translated scenarios, see Online Appendix I.

In ‘high risk’ scenarios (nos. 1–4 and 9), participants
were told that they had visited a physician who took a CT
scan on their upper abdomen and recommended an open
surgery to confirm whether the lesion from the scan was
pancreatic cancer (high_risk= 1). ‘Low risk’ scenarios
(nos. 5–8 and 10) involve a physician visit followed by
an ultrasound image scan on the neck and the recommenda-
tion of a fine needle aspiration biopsy to confirm whether
the lesion from the scan is thyroid cancer (high_risk= 0).
In ‘radiologist’ scenarios (nos. 9–10), the physician made
the recommendation based on the fact that a referred radi-
ologist had read the image and advised the physician of
the diagnosis (ai= 0). In ‘AI’ scenarios (nos. 1–8), the
physician made the recommendation based on the fact
that an AI decision support tool read the image and
output the diagnosis (ai= 1). In some cases, the referral to
radiologists or referral to an AI decision support device is
common (common= 1), whereas, in other types of scen-
arios, it is rare (common= 0). The referred radiologist or
AI decision support tool is as good as an average radiologist
is (superior= 1) or not (superior= 0). After receiving the
recommendation, participants indicated a rating of import-
ance of information relevant to the decision to undergo
the surgery or procedure. The items include standard infor-
mation provided before surgery/procedure and additional
items to be considered for AI use. The importance rating

of the relevant information was measured via 15 items,
rated on a 7-point Likert scale. Among others, the items
included the following: ‘side effect of the surgery/proced-
ure’, anchored at 1= not important at all and 7= very
important; ‘whether AI decision support tool was used in
the diagnosis’ anchored at 1= not important at all and 7=
very important.

The questionnaire included respondents’ sociodemo-
graphic characteristics such as gender, age, income and
education. I investigated the respondents’ medical history
by asking how many times they had visited a hospital in
the past year and whether they had undergone open
surgery or fine-needle aspiration biopsy. Various psycho-
logical characteristics were included. Respondents’
preferred level of participation in decision-making (auton-
omy) was measured using a 5-point rating scale (1=
strongly disagree, 5= strongly agree): ‘I want to make a
decision on my own whether to undergo a surgery/proced-
ure, rather than deferring the decision to the doctor’.
Similarly, other psychological characteristics such as
risk-aversion (risk_averse: ‘I visit the hospital even when
I am slightly ill’) and being an early adopter (early_adopt:
‘I try new technology earlier than others do’) were mea-
sured.43 In addition, respondents’ familiarity with AI tech-
nology was investigated through the 5-point rating of their
understanding of deep learning (know_DL: ‘I know the dif-
ference between deep learning and regression’) and the
number of AI applications in medicine they are familiar
with (know_medical_AI).

Data analysis

Analyses were conducted using STATA 17. I examined
descriptive statistics for the sample. I then conducted multi-
level mixed-effect linear regression analyses to test whether
the four predictors—the use of AI or radiologist (ai),
whether the surgery/procedure involves high risk (high_-
risk), whether the use of AI/radiologist is common
(common), and whether the AI/radiologist far exceeds an
average radiologist (superior)—influenced the perceived
importance of information. Finally, I conducted linear
regression analyses with robust standard errors clustered
in respondents to determine the association between socio-
demographic factors and the perceived importance of
information.

Although the correlations among the controls were not
highly noticeable (see Online Appendix IV), I checked
for multicollinearity by computing the variance inflation
factor (VIF) and tolerance values for the predictor variables.
The resultant VIF values were between 1.00 and 1.41,
which were well below the cutoff value of 5, and the toler-
ance values were in the range of 0.7111 and 0.9956, which
were higher than the threshold of 0.1. Thus, multicollinear-
ity is not an issue in this research.

Table 2. Condition variation in scenarios.

No. AI/radiologist High risk Common Superior

1 AI High risk Common Superior

2 AI High risk Common Average

3 AI High risk Rare Superior

4 AI High risk Rare Average

5 AI Low risk Common Superior

6 AI Low risk Common Average

7 AI Low risk Rare Superior

8 AI Low risk Rare Average

9 Radiologist High risk Common Average

10 Radiologist Low risk Common Average
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Ethical considerations

The institutional review board of Hanyang University,
which acts as the ethics committee for studies, approved
the study (HYUIRB-202206-010). Prior to the start of the
study, informed consent was obtained, and the study pro-
cedure was explained to the participants. Since the data col-
lection was performed anonymously, respondents only
entered their data related to the main variables of interest
and some standard demographic variables (such as age,
gender, income and education), but their names or identifi-
cation numbers were not requested in the survey.
Participants received credit from the survey company
equivalent to 100 Korean Won (approximately equivalent
to 0.077 US dollars) per minute for their participation.

Results

Respondents’ characteristics

Table 3. depicts the respondents’ characteristics. Half
(50%) of the respondents were female ( female), and respon-
dents were equally distributed among 5 age groups (20 s, 30
s, 40 s, 50 s and 60 s) (age). Around 57.1% of the respon-
dents had income between KRW 2 M and 6 M (income).
About 78.0% of the respondents had graduated from under-
graduate or graduate schools (education). The respondents
had visited hospitals or clinics the previous year 7.4 times
on average (hospital_visit). Approximately 14.2% of the
respondents had experienced open surgery (open_surgery)
and 18.1% had undergone fine-needle aspiration biopsy
(needle). On a 1–5 rating scale (1=Not at all, 5= very
much so), respondents chose 2.4 on average that they
visit a hospital whenever they feel ill (risk_averse), 2.4
on average that they use new technology earlier than
others do (early_adopt), 3.0 on average that they prefer to
decide on their own rather than deferring to the doctor
whether to undergo surgery/procedure (autonomy), and
2.1 on average that they know the difference between
deep learning and regression (know_DL). The participants
knew 1.7 examples of medical AI applications on average
(know_medical_AI).

Importance rating of information

What do patients want to know before deciding to undergo
an operation? The importance rating of information was mea-
sured using 7-point Likert score anchored at 1= not important
at all and 7= very important. Under the condition of a fine
needle aspiration biopsy (high_risk= 0), common use of AI
tools (common= 1), and performance level on par with
average (superior = 0), the most important type of infor-
mation for patients was the side effects of the surgery/

Table 3. Demographic characteristics of respondents for individual
level.

Variable
N (%) or
Mean (SD)

Gender N (%)

Male 500 (50)

Female 500 (50)

Age group N (%)

20–29 200 (20)

30–39 200 (20)

40–49 200 (20)

50–59 200 (20)

60–69 200 (20)

Income (KRW) N (%)

< 1 M 44 (4.4)

≥1 M, < 2M 63 (6.3)

≥2 M, < 3M 152 (15.2)

≥3 M, < 4M 154 (15.4)

≥4 M, < 5M 145 (14.5)

≥5 M, < 6M 121 (12.1)

≥6 M, < 7M 84 (8.4)

≥7 M, < 8M 75 (7.5)

≥8 M, < 9M 52 (5.2)

≥9 M, < 10M 39 (3.9)

≥10M 71 (7.1)

Education N (%)

Middle school 2 (0.2)

High school 218 (21.8)

Undergraduate 668 (66.8)

Graduate 112 (11.2)

Number of hospital visits in the past year Mean (SD)
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procedure (mean score= 6.11 on the 7-point Likert Scale;
Table 4). Not surprisingly, patients place great import-
ance on its long-term effect on the quality of life (mean
score= 6.09) and discussing the risk of not undergoing
the recommended surgery/procedure (mean score=
6.02). The two least important categories of information
were the right to opt out from referring to a radiologist
or AI decision support tool (mean score= 5.38) and
architecture of the AI tool (mean score= 5.59).

Patients placed more importance on discussing nearly
every topic when AI was involved in diagnosis compared
with when radiologists were involved (Table 4). For
example, respondents perceived ‘whether a radiologist was
referred to’ as less importantly than ‘whether an AI tool was
used’ (mean difference= -.2863, p<0.001). On the difference
of means test, each of the individual pairs for the outcome vari-
ables achieves statistical significance, except for surgeon
qualification, short-term effects, whether the opinions
were the same, and the reason for rejecting or accepting
the recommendation. When AI is used, participants per-
ceived opinion_same as most important and opt_out and
architecture as least important among AI information on
average. Similar results were observed from another com-
binations of conditions (See Online Appendix II for
results under the condition of an open surgery (high_-
risk= 1), common use of AI tools (common= 1), and per-
formance level on par with average (superior= 0)).

Comparison of importance of AI information and
surgery information

To address the question of whether we need to disclose
the information related to the AI tool, I estimate

Table 3. Continued.

Variable
N (%) or
Mean (SD)

0–100 range 7.4(9.4)

Experience of open surgery N (%)

yes 142 (14.2)

Experience of fine needle aspiration biopsy N (%)

yes 181 (18.1)

I visit hospital whenever I feel ill Mean (SD)

1–5 scale 2.4 (9.2)

I use new technology earlier than others Mean (SD)

1–5 scale 2.4 (1.0)

I prefer to decide on my own rather than
deferring to the doctor

Mean (SD)

1–5 scale 3.0 (0.9)

I know the difference between deep learning
and regression

Mean (SD)

1–5 scale 2.1 (1.0)

Number of medical AI applications I am aware of Mean (SD)

1–5 scale 1.7 (0.7)

Region N (%)

Seoul 315 (31.5)

Busan 51 (5.1)

Daegu 52 (5.2)

Incheon 66 (6.6)

Gwangju 25 (2.5)

Daejeon 25 (2.5)

Ulsan 16 (1.6)

Gyeongi 258 (25.8)

Gangwon 21 (2.1)

Chungbuk 16 (1.6)

Table 3. Continued.

Variable
N (%) or
Mean (SD)

Chungnam 25 (2.5)

Jeonbuk 27 (2.7)

Jeonnam 18 (1.8)

Gyeonbuk 27 (2.7)

Gyeongnam 43 (4.3)

Jeju 7 (0.7)

Sejong 8 (0.8)
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whether AI information when AI was used was rated
as important as surgery information was when AI was
not used. I compare the short-term effect (short_term),
which shows the lowest importance rating among
surgery information when AI is not used with AI informa-
tion but AI was used (Table 5). The difference is either
not statistically significant or the importance of AI infor-
mation (performance, doctor_experience and opinion_-
same) was statistically significantly higher than the
surgery information of short-term effect. Similar results
were observed from other combinations of conditions
(see Online Appendix III).

Effect of four main case conditions

The effect of four main case conditions on patients’ infor-
mation preferences was investigated through regression
analysis. As patients responded to five vignettes, with

varying main case conditions, multilevel mixed-effect
linear regression analysis was used (Table 6).

The results confirmed H1 that the use of AI rather than
human radiologists has a strong and significant positive
effect on the perceived importance of most information items
(except for longterm and opinion_same). It is worth noting
that not only information related to theAI tool but also standard
information regarding the surgery/procedure such as benefits
and side effect of the surgery/procedure and risk of not under-
going the surgery/procedure were perceived asmore important
when AI tool was used. For a robustness check using fixed-
effect linear regression analysis, see Online Appendix V.

To test H2-H4 which focuses on the perceived import-
ance of AI information when AI is used, a subgroup multi-
level mixed-effect linear regression analysis for scenarios in
which AI is used was conducted (Online Appendix VI). The
result indicates that the high risk of the recommended treat-
ment did positively and significantly affect the perceived
importance of certain information (H2): opinion_same

Table 4. Importance of information to patients, based on 7-point Likert score (low risk-common-average).

Type of information Mean Radiologist AI Difference P value (T < t)

Surgery information

benefit 5.9127 5.7540 6.0751 −.3211 <.001

side_effect 6.1143 6.0357 6.1947 −.1590 .01

risk_without 6.0200 5.8889 6.1542 −.2653 <.001

surgeon_quality 5.9649 5.9206 6.0101 −.0895 .10

short_term 5.7533 5.6766 5.8316 −.1551 .02

long_term 6.0903 6.0615 6.1197 −.0582 .19

AI information

used 5.5186 5.3770 5.6633 −.2863 <.001

architecture 5.5862 N/A 5.5862 N/A N/A

performance 5.7894 5.7143 5.8661 −.1518 .02

generally_used 5.6640 5.5337 5.7972 −.2634 <.001

doctor_experience 5.7432 5.6032 5.8864 −.2832 <.001

opinion_same 5.9067 5.8929 5.9209 −.0280 .35

reason_reject_accept 5.7422 5.7123 5.7728 −.0605 .20

opt_out 5.3831 5.2183 5.5517 −.3335 <.001

observation 997 504 493
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(b 0.0488, p= 0.008) and reason_reject_accept (b 0.0434,
p= 0.02). Surprisingly, neither the pervasiveness of the
use of AI (common) nor the superior performance of the
AI tool compared to an average radiologist (superior) had
a significant effect on the perceived importance of AI infor-
mation. Therefore, H3 or H4 was not supported. For a
robustness check using fixed-effect linear regression ana-
lysis, see Online Appendix VII.

Associations of importance ratings with
demographic features

The associations of respondents’ characteristics on patients’
information preferences when AI is used (ai= 1) were
investigated through regression analyses with robust stand-
ard errors clustered in respondents (Table 7). In most speci-
fications, I include an extensive set of controls.

Women found every piece of AI information more
important than men did (β 0.1888∼0.2695, P< .001).
The older participants also found every piece of AI informa-
tion more important than younger participants did
(β 0.0985∼0.1540, P< .001). Similarly, higher income
levels had a positive and statistically significant effect on
every piece of AI information (β 0.0723∼0.1131).
Interestingly, higher education level had a significant nega-
tive effect on certain pieces of information. For example,
respondents with higher education found architecture
(β −0.211, P= 0.001) less important. Another strong pre-
dictor of the perceived importance of information was
autonomy. Patients with a stronger preference for participa-
tion in decision-making found every piece of AI informa-
tion more important (β 0.0688∼0.0973), and the effects
were all statistically significant (Table 6). However,
knowledge regarding technology (know_DL and know_

medical_AI) did not show a statistically significant associ-
ation with the perceived importance of AI information.

Interaction between the use of ai and demographic
features

To investigate whether sociodemographic factors affect the
tendency of increased importance of AI information when
AI instead of human radiologist was referred to, I conducted
an OLS with interaction terms to check whether gender, age
and income moderate the relationship between the use of AI
and the perceived importance of AI information (Online
Appendix VIII). Gender is a strong positive moderator
between the use of AI and importance ratings of some AI infor-
mation such as used (b= 0.1567, P= .02), generally_used
(b= 0.2402, P< .001), doctor_experience (b= 0.2898, P<
.001), opinion_same (b= 0.2112, P< .001), reason_rejec-
t_accept (b= 0.1200, P= .03) and opt_out (b= 0.1534,
P= .03).Moreover, the income level is also a positive mod-
erator between the use of AI and importance ratings of per-
formance (b= 0.0248, P= .03), doctor_experience (b=
0.0221, P= .049) and reason_reject_accept (b= 0.0276,
P= .01). However, the effect of the use of AI on the per-
ceived importance of used (b= -0.0128, P< .001), perform-
ance (b= -0.0126, P< .001) and generally_used (b=
-0.0084, P< .001) decreased when the respondents were
older.

Discussion

Principal results

Can consulting an AI application be understood in the same
way as consulting a colleague radiologist, which does not

Table 5. Mean difference of importance of surgery information ‘short_term’ (if ai= 0) and AI information (if ai= 1) (low
risk-common-average).

Surgery information obs mean AI information obs mean diff 95% CI min 95% CI max P value (|T| > |t|)

short_term 504 5.6766 used 493 5.6633 .0133 −.1391 .1657 .86

short_term 504 5.6766 architecture 493 5.5862 .0904 −.0628 .2436 .25

short_term 504 5.6766 performance 493 5.8661 −.1895 −.3412 −.0379 .01

short_term 504 5.6766 generally_used 493 5.7972 −.1206 −.2687 −.0275 .11

short_term 504 5.6766 doctor_experience 493 5.8864 −.2098 −.3576 −.0621 .005

short_term 504 5.6766 opinion_same 493 5.9209 −.2443 −.3913 −.0973 .001

short_term 504 5.6766 reason_reject_accept 493 5.7728 −.0923 −.2460 .0535 .21

short_term 504 5.6766 opt_out 493 5.5517 .1249 −.0291 .2788 .11
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need any special mention? Potential patients seem to per-
ceive consulting an AI tool differently from consulting a
colleague radiologist. Respondents placed more importance
on discussing nearly every topic when AI was involved in
diagnosis compared with when radiologists were involved.
This result suggests that the mere analogy of consulting a
colleague cannot justify extending the existing practice of
no mention when using AI decision-support tools. This is
consistent with previous studies that showed patients’
lower trust in AI algorithms compared with human diagno-
ses: for conflicts that arise between the AI and physician in
clinical decision-making, participants generally indicated
they would trust the physician.27,29,44–46

When compared with regularly provided surgery infor-
mation when AI is not used, information regarding the AI
tool when AI is used was perceived by participants either
as more important than (the performance of the AI
medical software, how much experience the doctor has in
making a diagnosis using the AI medial software, whether
the opinion of the doctor and recommendation of the AI
medical software were the same) or similar to the lower
bound of the regularly disclosed surgery information (short-
term effect). This result provides support for a disclosure of
information regarding AI use when AI is used in diagnosis.

Interestingly, the use of AI, compared with referring to
radiologists, noticeably increased the need not only for
information related to AI but also for that not related to
the use of AI. This might suggest that respondents experi-
ence increased anxiety or unease regarding the use of
AI.41,47 This anxiety can potentially be attributed to the per-
ception of currently available AI as premature technol-
ogy,26,30–33 which could be addressed by providing more
information about its effectiveness and exact application in
relation to the AI tool. Another explanation might be that
participants worry about physicians’ automation bias,48 that
is, physicians might blindly rely on the AI-enabled system’s
suggestions without critically reviewing them resulting in
reduced accuracy49 and increased medical errors.50

Further research is needed to confirm the source of respon-
dents’ increased anxiety regarding the use of AI.

The high risk associated with the proposed treatment
was found to increase the perceived importance of some
of the AI-related information, such as whether the doctor’s
opinion was the same as the recommendation of the AI
tool or the reason for following or rejecting the recommenda-
tion from the AI medical software when the opinions dif-
fered. However, for other types of AI information other
than the two mentioned above, the high-risk condition did
not increase the perceived importance. This result is only
partly consistent with those of previous studies, which have
shown that participants are more accepting of AI if it is
applied in a lower risk setting.32,34,51

Surprisingly, the condition of whether the use of AI is
commonplace and whether the performance of the AI tool
exceeds that of an average radiologist did not affect the

perception of the participants on the importance of informa-
tion. This result is not consistent with some legal scholars’
projections that as the use of AI becomes more widespread
and its performance surpasses that of human doctors, the
need for further explanation should decrease.11,12 The
results of previous empirical studies on patients’ acceptance
or trust in AI are somewhat conflicting. Some studies have
shown that participants are more accepting of AI if it is
proven to be more accurate than providers26,29 or if the
use of AI fits societal and cultural norms.35,36 However,
other studies have found that trust in AI did not increase
when participants were informed that the AI outperforms
human doctors.34,52,53

The effect of sociodemographic characteristics on the
perceived importance of AI information when AI is used
suggests that patient needs for more information are hetero-
geneous. This supports an individualized approach to dis-
closure. Gender had a strong and consistent effect on the
respondents’ perceived importance of AI information.
Older respondents and those with higher income levels
also tended to perceive every piece of AI information as
more important. Surprisingly, however, respondents with
higher education viewed the architecture (i.e., the blueprint)
of the AI algorithm as less important. If we assume that par-
ticipants with higher education have a better understanding
of which information is actually crucial in deciding whether
to accept a treatment, this finding may partly resonate with
the argument that explaining the ‘inner workings’ of the
AI algorithm does not necessarily empower patients to
make more informed choices regarding their treatment
options.16 Moreover, knowledge regarding technology did
not show a statistically significant association with the per-
ceived importance of AI information.

Females, respondents with higher incomes, and younger
respondents reacted more sensitively to the use of the AI
tool. The perceived importance of AI information increases
more for females than for males and for respondents with
higher income levels than for those with lower income
levels when AI was used. Although older respondents
tended to perceive every piece of AI information when AI
was used as more important than younger respondents;
interestingly, the perceived importance of AI information
increased less for older respondents than for younger
respondents when AI was used.

Limitations

This study has several limitations. First, the sample was ran-
domly selected from a commercial panel, which may intro-
duce selection bias toward people with a higher affinity for
technology compared with the general population.
Additionally, the sample was overrepresented by indivi-
duals with undergraduate (66.8%, which is higher than
50.5% from 2020 census) or graduate education (11.2%,
which is higher than 6.1% from 2020 census) which does
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not precisely match the Korean population. The stratified
sampling was done to match the quota per gender and age
group, but this does not technically match the Korean popu-
lation. Second, the survey instrument used in this study pro-
vided insights into participants’ self-reported familiarity
with AI technology; however, it did not assess their
actual knowledge or depth of understanding of AI applica-
tions in healthcare. Future research should employ more
objective methods to measure participants’ knowledge of
AI technologies to clarify how a participant’s level of
understanding influences their perceptions of the import-
ance of AI-related information in the context of informed
consent process. Third, patients rated most types of infor-
mation as either very important or extremely important.
Although the differences in Likert scores were statistically
significant, they might not be clinically relevant. Nonetheless,
participants had no difficulty using this Likert scale to iden-
tify some types of information as less important to their
decision-making. Fourth, the study did not directly
examine whether providing patients with all desired infor-
mation related to AI use affects their decisions to undergo
surgery or a medical procedure. Future studies should
investigate the possibility of patients forgoing necessary
treatment due to an unfounded fear or anxiety regarding
AI tools and explore measures to encourage patient trust
in AI when its performance is on par or better than that of
human doctors. Finally, the results obtained from South
Korean participants may not be generalizable to other
patient populations, practice settings or geographic areas.

Conclusions
According to the study, using an AI tool increases the per-
ceived importance of information related to its use, com-
pared with when consulting with a human radiologist.
This suggests that the mere analogy of consulting a col-
league cannot justify the current practice of doctors not dis-
closing AI decision-support tool use. Information regarding
the use of AI tools was perceived by participants either as
more important than or similar to the lower bound of regu-
larly disclosed information (short-term effect), which sup-
ports the disclosure of AI use in diagnosis. The perceived
importance of AI information was for the most part not
affected by the risk level of the operation, the wide-spread
use of the AI tool, or whether the tool performed better than
human physicians did. This result cautions against argu-
ments that explanation is not necessary when using AI in
lower-risk settings, when AI is widely used, or when AI
outperforms human physicians. The study also found that
sociodemographic characteristics such as gender, age and
income had a statistically significant effect on the perceived
importance of AI information, indicating that patients’
information needs vary and that a personalized approach
to disclosure may be necessary.

To the best of my knowledge, this is the first empirical
study to investigate patient perspectives on informed
consent for the use of AI tools in diagnosis. While the
results of this study alone cannot provide a definitive
answer regarding the information that should be legally
required for disclosure to patients when AI tools are used
in diagnosis, they can contribute to the evidence considered
by courts under patient-based standards. This evidence may
lead to requirements for physicians to disclose the use of AI
and additional relevant information about the AI tool in
diagnosis, as these are deemed material by their patients.
This study sheds light on patients’ information needs, offer-
ing valuable insights for professional bodies in drafting
ethical guidelines or protocols for informed consent when
using AI in diagnosis. These guidelines or protocols will
inform the legal requirements under the physician-based
standard, thus helping to reduce uncertainty about the risk
of informed consent liability for physicians. Moreover,
further studies are warranted to explore whether the per-
ceived importance of information about the use of AI is
influenced by the type of newly introduced risks associated
with AI tools, and the roles AI decision-support tools play
in doctors’ final decision-making. Such research will
provide a more nuanced understanding of patients’ informa-
tion needs regarding AI use in diagnosis and will help
establish clear legal requirements.

The informed consent process for the use of AI should be
personalized to accommodate individual information needs.
This study demonstrates that preferences for information
about AI tools differ by socio-demographic factors such
as gender, age and income. A brief explanation about the
use of AI should precede the assessment of patients’ demo-
graphics and information needs, followed by an adjustment
of the breadth and depth of AI-related information pro-
vided. The need for personalized informed consent
process, reflecting the diverse preferences of patients, has
often been overlooked due to concerns about overburdening
medical professionals. However, advances in information
technology may soon enable highly personalized disclo-
sures through patient decision aids in the form of interactive
software. This new approach could simplify the informed
consent process, making it more reflective of individual
decision-making styles and information preferences
without overburdening physicians. Advances in AI technol-
ogy, particularly generative AI, might be instrumental in
addressing challenges in adapting language and communi-
cation strategies based on demographic groups and prefer-
ences. Until the point of widespread clinical adoption of
interactive, computerized patient decision aids, it should
be the priority to formulate clear guidelines and training
programs for healthcare professionals. These should be
designed to prepare healthcare professionals for delivering
patient-centered AI disclosures, ensuring that the communi-
cation strategies meet the varied needs of different patient
populations.
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