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INTRODUCTION

Artificial intelligence (AI) has shown a significant improvement 
in recent years and is currently imprinting its name in the 
realm of  biomedical research.[1] One fascinating use of  AI is 
in writing activities, where it creates a human‑like written text 
which can be used as content in research papers.[2]

The usage of  AI models such as chat generative pretrained 
transformer  (ChatGPT), which have made remarkable 
advancements in recent years, for various tasks, including 
research and writing assistance, is increasingly widespread. 

These AI models use natural language processing (NLP) 
and advanced algorithms, which give these models 
advanced powers to understand the textual prompts and 
inputs in the same way as their counterparts, human beings 
can. These NLP‑powered AI tools assist in translating 
technical jargon into understandable plain language for 
the audience. These prompts and inputs serve as initial 
commands or instructions given to the AI model, which 
helps them to provide a guided output that aligns with the 
context of  inquiry and sounds logically correct.[3,4] Thus, 
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making it an ideal candidate for various applications, 
including virtual and writing assistance.[5]

Incorporating AI in most of  the recent writing assistance 
software gives immense possibilities for increasing 
efficiency and productivity in biomedical research. 
However, its use as writing assistance in biomedical research 
highlights some critical ethical issues. As researchers, 
we may get fascinated with its power to create excellent 
writeups, which may sound logically correct but also raise 
suspicion about the reliability or accuracy of  AI‑generated 
content. The researcher must ensure that the information 
retrieved from such AI models aligns with the complex 
findings of  biomedical research if  they are to be used in 
writing a study. It is also desired that the output needs to 
be more informed and accurate.[6]

This narrative review aims to shed light on ethical concerns 
about using AI models like ChatGPT in writing assistance 
in the healthcare and medical domains.

WHAT IS CHAT GENERATIVE PRETRAINED 
TRANSFORMER?

ChatGPT, is an advanced language model developed by 
Open AI.[7] The built of  ChatGPT is designed based on GPT, 
i.e., GPT architecture, which intends to produce text responses 
that resemble those of  a human being having a conversation.[8]

As the name “ChatGPT” suggests, it is pretrained with an 
enormous amount of  textual data from the internet. This 
pretraining helps the AI model to learn the semantics, 
structure, and language patterns of  human beings. This, in 
turn, can help yield a logical, guided response that adheres 
to the context of  inquiry.[9]

ChatGPT, like AI models, are experts in understanding 
human queries and generating natural language responses 
mimicking human conversation. This allows them to 
provide logical answers in an interactive dialogue based 
on information provided as prompts and inputs, making 
it suitable for applications such as chatbots and virtual or 
writing assistance tools.[10]

ROLE OF PROMPTS AND INPUTS IN ARTIFICIAL 
INTELLIGENCE‑ASSISTED BIOMEDICAL 
RESEARCH WRITING

In ChatGPT, prompts and inputs are the initial information 
or instructions provided to the model to generate a 
response. They serve as the starting point for the model 
to understand the desired context and generate text 
accordingly.[11]

Prompts
Prompts are certain cues or instructions which, when given 
to ChatGPT, aid in generating a guided response. A prompt 
can be input such as text, question, or even a statement, 
giving AI the direction for processing and yielding a desired 
output. For example, a prompt could be “Can you please search 
pathophysiology of COVID‑19?” or “Can you please search the role 
of genetics in COVID‑19 susceptibility.” These prompts serve as 
an initial guide for the AI model to understand the context 
of  inquiry and give a relevant output. Hence, prompts have 
the following role in AI‑assisted writing, i.e., act as a guide 
to provide the necessary context and specific instructions 
for the AI model, act as a direction for the AI model, and 
serve as a means of  quality control. Finally, it acts as a 
mechanism for ethical control and oversight.[4]

Inputs
Similar to prompts, inputs are additional details or 
instructions communicated to ChatGPT during a chat or 
encounter. These comprise specific phrases from the earlier 
instructions, sentences, or messages and any pertinent 
details required to direct the model if  the intended outcome 
deviates from the input. Inputs can also be employed 
when output is necessary for extra context. The primary 
distinction between prompts and inputs is that the latter 
advances the current dialogue and aids the model in 
comprehending it. Here’s an illustration: Assume that the 
pathophysiology of  COVID‑19 has been discussed in the 
ongoing conversation with AI. In that situation, the inputs 
would be user cues like additional inquiries about specific 
genes or further questions related to the topic.[12]

Effective use of  prompts and inputs by the users can help 
generate guided ChatGPT’s responses and also make sure 
that the AI understands the desired context and provide 
relevant output. These shape the conversation between the 
user and the AI model to generate logical and appropriate 
context‑related responses.[3] It is vital to craft prompts and 
inputs carefully to ensure clear communication and achieve 
the desired outcome from the model.

ETHICAL CONCERNS THAT MUST BE 
PROACTIVELY ADDRESSED WHILE USING 
ARTIFICIAL INTELLIGENCE MODELS AS 
WRITING ASSISTANCE

Data limitations
AI models are trained on large datasets, and the quality and 
representativeness of  the training data can impact their 
performance. In biomedical research, the availability of  
comprehensive and high‑quality datasets can be limited, 
leading to potential biases or incomplete understanding 
of  certain aspects.[10,13]
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Lack of contextual understanding
AI models like ChatGPT generate responses based on 
patterns learned from vast text data. However, they may 
need a deeper understanding of  the context, nuances, and 
intricacies specific to biomedical research. In some cases, 
they can generate responses that can be plausible sounding 
but inaccurate or misleading information. Even in some 
cases, there can be social Bias and hallucinations.[14,15] This 
underscores the importance of  human verification and 
critical evaluation to ensure the validity and reliability of  
the research findings.[16]

According to American Medical Writers Association, AI 
is a man‑made innovation that is susceptible to many 
limitations and potential errors, and the data used to 
train these models represents the accuracy and reliability 
of  its response. For instance, if  AI tools are only 
familiar with information about superficial spreading 
melanoma and not with other types of  melanomas, 
the content they produce may be incomprehensible 
or, to put it another way, irrelevant to generalized 
the finding for other melanomas because superficial 
spreading melanoma only accounts for about 70% of  
all melanomas.[17]

Dynamic knowledge gaps
Biomedical research is a dynamic field with new discoveries, 
advancements, and updates emerging regularly. AI models 
may not have access to the most up‑to‑date information as 
they are trained on an existing large dataset; also, they lack 
the ability to access external data or the ability to browse 
the internet, leading to outdated or incomplete responses.[10] 
Staying abreast of  the latest scientific developments is 
crucial, and human researchers play a vital role in 
verifying and updating the information. Relying solely 
on AI‑generated content without human verification can 
lead to potential inaccuracies, misinformation, or flawed 
conclusions in research.[18]

Limited discernment
Biomedical research often requires critical analysis, 
interpretation of  complex data, and making informed 
judgments. Currently, all the AI models are in the infancy 
stage and lack the ability to reason, evaluate evidence, or 
apply expert review in the same way human researchers 
can. This can generate responses that may not align with 
the field’s best practices or accepted standards.[19]

Lack of responsibility and accountability aptitude
In contrast to humans, AI lacks consciousness and the 
capacity to accept responsibility for its actions. In other 
words, AI models like ChatGPT can not be held accountable 

or responsible for malicious information if  generated. 
Therefore, all the information or content generated by 
AI should be meticulously reviewed, fact‑checked, and 
validated by human researchers or subject experts before 
including in their research work. Meticulous human review 
of  the generated content is crucial for the reliability and 
accuracy of  the research findings and for preventing the 
dissemination of  potentially faulty or flawed results.[20]

Privacy and data security
The use of  an AI model as an aid in writing research papers 
may be alluring to young researchers to increase their 
productivity. However, it should be kept in mind that it 
involves providing information in the form of  prompts and 
inputs to retrieve the desired outputs; this information can 
sometimes be confidential and sensitive and may be about 
research participant data, patient data, medical reports, or 
proprietary research data from clinical trials, and electronic 
health records. It is clearly stated in most AI‑modeled 
websites that the user data may be stored for training and 
quality purposes. The researcher must adhere to the laws of  
data use and make sure that the use of  such data is as per 
the informed consent of  the participants, privacy policy, 
and ethical guidelines. Obtaining appropriate permissions, 
maintaining data confidentiality, and protecting patient 
privacy are paramount.[21]

According to the European Union (EU), even though The 
EU General Data Protection Regulation  (GDPR) partly 
regulates these AI models and has a promising future in 
automated decision‑making in healthcare services and medical 
research, many ethical and regulatory issues remain to be 
resolved. The GDPR protects data subjects and processes 
personal data against entirely automated decision‑making.[22]

In India, NiTi Aayog presented the first official AI 
document in 2018, named “National Strategy for AI.” This 
strategy document was based on the idea that, given its 
strengths and features, India has the potential to become 
one of  the leaders on the global AI map with a distinctive 
brand of  “#AI for All.” Through this document, the 
NiTi Aayog focused on five sectors envisioned to benefit 
the most from AI: Healthcare, Agriculture, Education, 
Smart Cities and Infrastructure, and Smart Mobility and 
Transportation. It was emphasized that as data are one 
of  the primary sources of  inspiration for AI solutions, it 
is essential to handle the data appropriately and uphold 
privacy and security.[23]

The 2023 Indian Council of  Medical Research (ICMR), 
through its Department of  Health Research (DHR)‑ICMR 
AI Cell, has developed “Ethical Guidelines for Application 



Sharma and Ruikar: Use of artificial intelligence in AI‑assisted writing

Perspectives in Clinical Research  | Volume 15 | Issue 3 | July-September 2024	 111

of AI in Biomedical Research and Healthcare,” which 
primarily addresses ethical principles for AI technology 
in healthcare, including autonomy, safety and risk 
minimization, trustworthiness, data privacy, accountability, 
and liability, optimization of  data quality, accessibility, 
equity, and inclusiveness. In addition, these guidelines 
offer guiding Principles for Stakeholders engaged in 
developing, validating, and deploying AI systems and 
their ethical review processes in medical AI.[24]

Despite the NiTi Aayog Strategy paper and ICMR AI 
guidelines. India is still waiting for a regulatory framework 
for AI‑enabled smart tech platforms, like ChatGPT, which 
would offer a detailed framework for bias in algorithms and 
copyright. Therefore, researchers are encouraged to use 
these models while taking the required security measures 
to protect the privacy and confidentiality of  such data.[25]

Lack of transparency in artificial intelligence 
development and bias
Developing an AI model is a complex and highly specialized 
task, which involves collecting and preprocessing the data 
to be trained to the model and, at last, building and training 
the algorithm. The diversity and representativeness of  data 
used to train these models are paramount. In addition, the 
data should also be free from any bias. Similarly, when AI 
models such as ChatGPT are considered for biomedical 
research writing, the model is expected to be trained with 
data from various demographics, populations, medical 
conditions, and a broad range of  samples. If  the data used 
for training is not diversified or is biased toward a specific 
group or circumstances, a range of  biases may arise. These 
models might be unable to delineate such instances due to 
their faulty training and may not generalize well to various 
populations or circumstances.[26] Good research should 
be mindful and free from potential limitations or biases. 
Improperly trained AI models could impact the fairness or 
accuracy of  their responses and decision‑making.[27]

Lack of nuance, style, or originality
Although ChatGPT 3 and 4 have improved learning 
opportunities, they still have several drawbacks. Based 
on user‑input commands and prompts, ChatGPT creates 
a guided response. Given that they are trained primarily 
from text data that has already been collected and are not 
explicitly programmed with concepts of  creativity or style, 
these AI models may need help to produce original content. 
The model can learn from the training data and provide 
guided output by combining data from many sources and 
creatively rephrasing it. Consequently, it might result in 
something other than cutting‑edge or creative knowledge.[28]

Authorship issues and unintentional plagiarism
The growth of  biomedical research depends on current 
information. The researchers must comprehend how 
important it is to acknowledge those who contributed to 
the study or from whom the central concept was drawn. 
Comparable prompts and inputs may result in identical outputs 
when AI assists writers. Unintentional plagiarism may result 
when these outputs are sent to publications without being 
carefully reviewed, supervised, or assessed.[29] Similarly, one 
incident where the ChatGPT was included as a co‑author of  
the article was recorded. This practice is disputed since many 
scientists oppose it, and many science publications forbid 
the ChatGPT from being added as a co‑author on research 
articles.[30] To assure appropriate authorship and prevent 
potential problems with plagiarism or intellectual property 
breaches, researchers must clearly define the responsibilities 
of  human researchers and AI systems in the study process.

As stated in the World Association of  Medical 
Editors  (WAMEs) Recommendations on Chatbots and 
Generative AI in Relation to Scholarly Publications, chatbots 
cannot be authors. Authors are also advised to use chatbots 
transparently, disclose their use when doing so, and take 
responsibility for material provided by a chatbot in their 
paper. In addition, WAME emphasized that editors should 
have access to tools for spotting material produced by AI.[31]

Also, as per International Committee of  Medical Journal 
Editors (ICMJE) recommendation, “the use of  AI‑assisted 
tools in the creation of  submitted work should be disclosed 
by authors.” In addition, they also state that these chatbots, 
i.e., ChatGPT, cannot be listed as authors because they 
cannot be held responsible for the accuracy or integrity 
of  the content generated and also cannot be relied on for 
the originality of  the submitted work; thus author should 
be solely responsible for the content included.[32]

Taylor and Francis, in their clarification regarding “The 
Responsible Use of AI Tools in Academic Content Creation,” 
states that these tools cannot be listed as an author but 
can be acknowledged for their contributions.[33] Similarly, 
according to Springer, AI programs should be discussed in 
the methodology portion of  a research paper but cannot 
be authors.[34]

The threat of falsified and fabricated content
As pointed out in the review, a vast amount of  text data 
from many sources, including the internet, is fed into AI 
models like ChatGPT to enable them to provide a guided 
answer based on their learned algorithms. These data need 
to be more accurate and trustworthy and contain biased and 
inaccurate information. Although these models produce text 
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or other output in response to the user’s inputs and cues to 
assist them in providing meaningful information, it must be 
remembered that they are devoid of  innate knowledge and 
human‑like awareness of  the outside world. It depends on 
the data pattern on which it was trained, which may only 
sometimes be factually correct. Consequently, fake or illogical 
content can be generated due to hallucinations without 
adequate oversight and fact‑checking procedures.[35,36]

These hallucinations are the primary setbacks in using 
AI models like ChatGPT in literature searches. Due to 
time‑consuming and complex processes, ChatGPT is 
becoming an appealing tool for doing systematic literature 
reviews, where the researcher instructs these models to 
conduct a literature search on his or her behalf  based 
on inputs reflecting the research question. In response, 
ChatGPT provides the necessary output in logical and 
persuasive language, luring researchers to include these 
findings in their literature studies.

There is mounting evidence that many of  the contents 
generated by these literature searches are fictitious or 
the product of  ChatGPT’s hallucinations.[15,37] Utilizing 
such erroneous sources will affect the findings of  future 
systematic literature reviews and biomedical literature and 
destroy the essence of  evidence‑based decision‑making.

Regulatory compliance
Various ethical principles and regulations apply to all 
biomedical research and surveys. The Institutional Review 
Board carefully examines them to ensure that the research’s 
integrity and the rights of  human subjects are upheld. 
To protect the rights of  participants and themselves, 
researchers must consider guidelines and ethical principles 
when utilizing AI in writing a study.[38]

Transparency and disclosure
Researchers must be upfront in disclosing the use of  AI 
models in the research process, which is crucial when 
AL models are used as writing aid. This entails admitting 
the use of  AI systems in research articles, outlining any 
restrictions or potential biases related to content produced 
by AI, and offering comprehensive justifications of  how 
the AI support was applied.[39,40]

The threat of being red‑flagged as artificial 
intelligence‑generated content
Now that AI models such as ChatGPT have been developed 
and used for a while, there is a new threat of  content being 
reported as AI‑generated. Extensive use of  ChatGPT‑like 
models may result in flooding low‑quality articles with 
questionable journal findings. These low‑quality articles 

incorporate certain biases or even content generated from 
AI model hallucinations.[41] In addition, many professionally 
available websites, such as Originality AI, Copyleaks AI, 
AI Detector Pro, GPT 0, 0 GPT, Turnitin, iThenticate, 
and Content at Scale, use the same algorithm to detect 
AI‑generated content to a reasonable extent.[42] As per 
“The Guardian,” Scott Aaronson says that to prevent 
cheating Open AI is currently working on watermarking 
the outputs.[43,44] Incorporating such outcomes without 
careful assessment may lead to false conclusions about 
AI‑generated content warnings by various tools. Thus, 
researchers should remember that AI‑generated content 
cannot be dependable or accurate.

The dilemma of artificial intelligence in manuscript 
peer review
The usage of  AI models like ChatGPT for manuscript 
writing and peer review is currently the subject of  heated 
discussion. Even though peer reviewing takes time, many 
researchers view it as an honor because it gives them a 
chance to critically assess a manuscript, improve the final 
manuscript, and reject the unworthy while allowing the 
reviewer to learn more about the research process.[45]

On the other hand, AI can peer evaluate an article in a matter 
of  seconds, negating the necessity for a time‑consuming 
human peer review. Peer review, however, is more than merely 
an approach for discovering errors or altering language; 
it’s also crucial for making the best decisions possible by 
evaluating the topic in light of  its contemporary implications 
and improving how it’s presented to the community. AI 
models don’t have the subtleties of  a human‑based peer 
review process, in‑depth knowledge, or decision‑making 
abilities. This might lead to sloppy judgment and the loss 
of  numerous manuscripts that could otherwise be valuable 
for their profession. Hence, careful consideration should 
be made while reviewing the manuscript with the help of  
AI models. However, they reduce the time taken but cannot 
be the sole means for judging a manuscript’s worth. As a 
result, although using AL models to assess a paper takes 
less time, doing so should not be the only way to determine 
whether or not a manuscript is valuable.[45]

Real‑life hurdles in incorporating chat generative 
pretrained transformer for research and writing purpose
An in‑depth review of  the currently published papers 
reveals various difficulties with using ChatGPT for writing 
and research [Table 1].

Highlighting these findings may assist researchers in 
becoming aware of  ethical considerations that must be 
addressed while using these cutting‑edge AI systems.
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Finally, the authors of  this review advocate for a balanced 
approach to manual writing and AI aid. Although utilizing 
ChatGPT to produce scientific publications quickly and 
effectively is a possible option, there is some concern that 
it might discourage genuine researchers from using their 
manual writing skills. Furthermore, using AI models to 
generate text, such as ChatGPT, may foster a sense of  
dependency on these advances, weakening the critical 
thinking abilities that come with handwriting over time. 
A balance must be achieved to keep manual writing abilities 
growing while employing AI.

CONCLUSION

The integration of  AI writing assistance in biomedical 
research has the potential to enhance productivity and 
efficiency. However, addressing the ethical concerns 
associated with its use is imperative. In addition, it is 
impossible to forbid their use outright or intentionally 
choose not to utilize them because they can significantly 
enhance many aspects of  biomedical research. Critically 
reviewing the information obtained for its accuracy, 
reliability, and transparency can ensure the responsible and 
ethical utilization of  AI models like ChatGPT.

Financial support and sponsorship
Nil.

Conflicts of interest
There are no conflicts of  interest.

REFERENCES

1.	 Athanasopoulou  K, Daneva  GN, Adamopoulos  PG, Scorilas  A. 
Artificial intelligence: The milestone in modern biomedical research. 
BioMedInformatics 2022;2:727‑44.

2.	 Dave T, Athaluri SA, Singh S. ChatGPT in medicine: An overview of  
its applications, advantages, limitations, future prospects, and ethical 
considerations. Front Artif  Intell 2023;6:1169595.

3.	 Huang J, Tan M. The role of  ChatGPT in scientific communication: 
Writing better scientific review articles. Am J Cancer Res 2023;13:1148‑54.

4.	 King MR. The future of  AI in medicine: A perspective from a Chatbot. 
Ann Biomed Eng 2023;51:291‑5.

5.	 OpenAI API. Available from: https://platform.openai.com/docs/
introduction/key-concepts. [Last accessed on 2023 Jun 02].

6.	 Naik N, Hameed BM, Shetty DK, Swain D, Shah M, Paul R, et al. Legal 
and ethical consideration in artificial intelligence in healthcare: Who 
takes responsibility? Front Surg 2022;9:862322.

7.	 Chow JC, Sanders L, Li K. Impact of  ChatGPT on medical chatbots 
as a disruptive technology. Front Artif  Intell 2023;6:1166014.

8.	 De Angelis L, Baglivo F, Arzilli G, Privitera GP, Ferragina P, Tozzi AE, 
et  al. ChatGPT and the rise of  large language models: The new 
AI‑driven infodemic threat in public health. Front Public Health 
2023;11:1166120.

9.	 Roumeliotis  KI, Tselikas  ND. ChatGPT and Open‑AI models: 
A preliminary review. Future Internet 2023;15:192.

10.	 Deng J, Lin Y. The benefits and challenges of  ChatGPT: An overview. 
Front Comput Intell Syst 2023;2:81‑3.

11.	 Eysenbach  G. The role of  ChatGPT, generative language models, 
and artificial intelligence in medical education: A conversation with 
ChatGPT and a call for papers. JMIR Med Educ 2023;9:e46885.

Table 1: Case scenarios and studies using ai models for research and writing purposes and problems encountered by authors
Author, year Problems identified

Alkaissi and McFarlane, 2023[15] Only 8 of the 50 retrieved DOIs existed, while the ChatGPT provided bogus papers in 66% of cases
Haman and Školník, 2023[37] When pressed to explain the findings, ChatGPT presented outdated references with fraudulent PMIDs that did not 

exist in real life
Laudicella et al., 2023[46] When asked about the role of ChatGPT in nuclear medicine and radiology? The model stated that it has no direct 

involvement in nuclear medicine or radiology and is designed to generate human‑like language based on given cues
Jansz et al., 2023[47] ChatGPT did an outstanding job of summarizing the subject at hand. There were no citations to relevant 

literature. ChatGPT incorrectly described periorbital edema in SLE as a “common” symptom, even though 
uncommon

Schussler et al., 2023[48] Entire sections of the responses could be utterly incorrect, even though they appear plausible
Schuppe et al., 2023[49] ChatGPT performed admirably in editing and revising the case report. The model, however, could not generate 

references and citations for the text it generated. The model also generated bogus references with plausible 
authors, titles, and journal names

Raxwal et al., 2023[50] In terms of original arguments or concepts, it falls short. Furthermore, ChatGPT cannot interpret context or 
connect unrelated pieces of information

Hegde et al., 2023[51] The authors should double‑check the content provided by ChatGPT since it has the potential to deceive them with 
well‑written writing and false facts

Lantz, 2023[52] Upon manual search reality check, the majority of the references were obsolete, and four of the seven references 
provided by ChatGPT were fictional. The authors stressed that ignoring these evident citations and reference 
issues is impossible

Nachshon et al., 2023[53] Even in a simple case scenario, ChatGPT cannot assist in creating accurate scientific reports, despite providing 
some essential background knowledge on the area of interest

Akhter and Cooper, 2023[54] ChatGPT provided a good general introduction and summary of the topic of interest. However, it was insufficient 
to generate the discussion section because it couldn’t find relevant literature and had a data training limit of 
2021

Mago and Sharma, 2023[55] ChatGPT‑3 accurately defines the disease, radiographic characteristics, and anatomical landmarks. The content 
of the oral and maxillofacial pathologies was limited to major characteristic radiographic features. One of the 
two abbreviations was incorrectly answered. ChatGPT‑3 is less detail‑oriented, making the data susceptible to 
infodemics and medical errors

DOIs=Digital Object Identifiers, PMIDs=PubMed IDs, SLE=Systemic lupus erythematosus, ChatGPT=Chat generative pretrained transformer

https://platform.openai.com/docs/introduction/key-concepts
https://platform.openai.com/docs/introduction/key-concepts


Sharma and Ruikar: Use of artificial intelligence in AI‑assisted writing

114 	 Perspectives in Clinical Research  | Volume 15 | Issue 3 | July-September 2024

12.	 OpenAI API. Available from: https://platform.openai.com/docs/
guides/completion/prompt-design. [Last accessed on 2023 Jun 02].

13.	 Sallam  M. ChatGPT utility in healthcare education, research, and 
practice: Systematic review on the promising perspectives and valid 
concerns. Healthcare (Basel) 2023;11:887.

14.	 Available from: https://openai.com/product/gpt-4.  [Last accessed 
on 2023 Jun 02].

15.	 Alkaissi  H, McFarlane  SI. Artificial hallucinations in ChatGPT: 
Implications in scientific writing. Cureus 2023;15:e35179.

16.	 Bhatia  P. ChatGPT for academic writing: A  game changer or a 
disruptive tool? J Anaesthesiol Clin Pharmacol 2023;39:1‑2.

17.	 Wiley F. Navigating the Nuances of  Artificial Intelligence in Medical 
Writing. Available from: https://blog.amwa.org/navigating-the-
nuances-of-artificial-intelligence-in-the-medical-writing-field.  [Last 
accessed on 2023 Jul 20].

18.	 Huh S. Are ChatGPT’s knowledge and interpretation ability comparable 
to those of  medical students in Korea for taking a parasitology 
examination? A descriptive study. J Educ Eval Health Prof  2023;20:1.

19.	 Dwivedi YK, Kshetri N, Hughes L, Slade EL, Jeyaraj A, Kar AK. 
“So what if  ChatGPT wrote it?” Multidisciplinary perspectives on 
opportunities, challenges and implications of  generative conversational 
AI for research, practice and policy. Int J Inf  Manage 2023;71:102642.

20.	 Ray  PP. ChatGPT: A  comprehensive review on background, 
applications, key challenges, bias, ethics, limitations and future scope. 
Internet Things Cyber Phys Syst 2023;3:121‑54.

21.	 Singh OP. Artificial intelligence in the era of  ChatGPT – Opportunities 
and challenges in mental health care. Indian J Psychiatry 2023;65:297‑8.

22.	 Meszaros  J, Minari  J, Huys  I. The future regulation of  artificial 
intelligence systems in healthcare services and medical research in the 
European union. Front Genet 2022;13:927721.

23.	 National Strategy for Artificial Intelligence. NITI Aayog; 2018. 
Available from: https://niti.gov.in/sites/default/files/2019-01/
NationalStrategy-for-AI-Discussion-Paper.pdf.  [Last accessed on 
2023 Jul 20].

24.	 Ethical Guidelines for Application of  Artificial Intelligence in 
Biomedical Research and Healthcare. DHR‑ICMR AI Cell. Indian 
Council of  Medical Research; 2023. Available from: https://main.icmr.
nic.in/sites/default/files/upload_documents/Ethical_Guidelines_
AI_Healthcare_2023.pdf. [Last accessed on 2023 Jul 20].

25.	 India for International Framework to Regulate AI Platforms like 
ChatGPT. The Times of  India; 2023. Available from: https://
timesofindia.indiatimes.com/business/india-business/india-for-
international-framework-to-regulate-ai-platforms-like-chatgpt/
articleshow/100288776.cms. [Last accessed on 2023 Jul 20].

26.	 Homolak J. Opportunities and risks of  ChatGPT in medicine, science, 
and academic publishing: A modern promethean dilemma. Croat Med 
J 2023;64:1‑3.

27.	 Adam  H, Balagopalan  A, Alsentzer  E, Christia  F, Ghassemi  M. 
Mitigating the impact of  biased artificial intelligence in emergency 
decision‑making. Commun Med (Lond) 2022;2:149.

28.	 Salvagno M, Taccone FS, Gerli AG. Can artificial intelligence help for 
scientific writing? Crit Care 2023;27:75.

29.	 Graham  A. ChatGPT and other AI tools put students at risk of  
plagiarism allegations, MDU warns. BMJ 2023;381:1133.

30.	 Science Journals Ban Listing of  ChatGPT as Co‑Author On Papers. 
The Guardian. Available from: https://www.theguardian.com/
science/2023/jan/26/science-journals-ban-listing-of-chatgpt-as-co-
author-on-papers. [Last accessed on 2023 Jun 02].

31.	 Zielinski  C, Winker  MA, Aggarwal  R, Ferris  LE, Heinemann  M, 
Lapeña JF, et  al. Chatbots, ChatGPT, and scholarly manuscripts: 
WAME recommendations on ChatGPT and chatbots in relation to 
scholarly publications. 2023. Available from: https://wame.org/page3.
php?id=106. [Last accessed on 2023 Jul 19].

32.	 Defining the Role of  Authors and Contributors. Artificial 
Intelligence (AI)‑Assisted Technology. Available from: https://www.
icmje.org/recommendations/browse/roles-and-responsibilities/

defining-the-role-of-authors-and-contributors.html. [Last accessed on 
2023 Jul 19].

33.	 Robinson M. Taylor and Francis Clarifies the Responsible Use of  AI 
Tools in Academic Content Creation. Taylor and Francis Newsroom; 
2023. Available from: https://newsroom.taylorandfrancisgroup.com/
taylor-francis-clarifies-the-responsible-use-of-ai-tools-in-academic-
content-creation/. [Last accessed on 2023 Jul 20].

34.	 Artificial intelligence programs cannot be authors, should be described 
in methods. In: World Journal of  Surgery. Springer. Available from: 
https://www.springer.com/journal/268/updates/24038980.  [Last 
accessed on 2023 Jul 20].

35.	 Elali  FR, Rachid  LN. AI‑generated research paper fabrication 
and plagiarism in the scientific community. Patterns  (N Y) 
2023;4:100706.

36.	 Fatani B. ChatGPT for future medical and dental research. Cureus 
2023;15:e37285.

37.	 Haman M, Školník M. Using ChatGPT to conduct a literature review. 
Account Res. 2023 Mar 6:1-3. doi: 10.1080/08989621.2023.2185514. 
Epub ahead of  print.

38.	 Zhavoronkov A. Caution with AI‑generated content in biomedicine. 
Nat Med 2023;29:532.

39.	 Khan  NA, Osmonaliev  K, Sarwar  MZ. Pushing the boundaries 
of  scientific research with the use of  artificial intelligence tools: 
Navigating risks and unleashing possibilities. Nepal J Epidemiol 
2023;13:1258‑63.

40.	 Tools such as ChatGPT threaten transparent science; here are our 
ground rules for their use. Nature. 2023;613:612. doi: 10.1038/d41586-
023-00191-1.

41.	 Conroy G. Scientists used ChatGPT to generate an entire paper from 
scratch‑but is it any good? Nature 2023;619:443‑4.

42.	 Johnson A. New Tool Can Tell If  Something Is AI‑Written With 99% 
Accuracy. Forbes; 2023. Available from: https://www.forbes.com/
sites/ariannajohnson/2023/06/07/new-tool-can-tell-if-something-
is-ai-written-with-99-accuracy/. [Last accessed on 2023 Jul 13].

43.	 Hern A. AI‑Assisted Plagiarism? ChatGPT Bot Says it has an Answer 
for that. Chatbots. The Guardian; 2023. Available from: https://amp.
theguardian.com/technology/2022/dec/31/ai-assisted-plagiarism-
chatgpt-bot-says-it-has-an-answer-for-that.  [Last accessed on 
2023 Jul 20].

44.	 Artificial Intelligence in the News. COPE: Committee on Publication 
Ethics; 2023. Available from: https://publicationethics.org/news/
artificial-intelligence-news. [Last accessed on 2023 Jul 20].

45.	 Ong CW, Blackbourn HD, Migliori GB. GPT‑4, artificial intelligence 
and implications for publishing. Int J Tuberc Lung Dis 2023;27:425‑6.

46.	 Laudicella  R, Davidzon  GA, Dimos  N, Provenzano  G, Iagaru  A, 
Bides  S. ChatGPT in nuclear medicine and radiology: Lights and 
shadows in the AI bionetwork. Clinical and Translational Imaging 
2023.  Available from: https://link.springer.com/article/10.1007/
s40336-023-00574-4 [Last accessed on 2023 Jul 13]. [doi: 10.1007/
s40336‑023‑00574‑4].

47.	 Jansz J, Manansala MJ, Sweiss NJ. Treatment of  periorbital edema 
in a patient with systemic lupus erythematosus during pregnancy: 
A  case report written with the assistance of  ChatGPT. Cureus 
2023;15:e36302.

48.	 Schussler JM, Tomson C, Dresselhouse MP. Extreme hyperthermia 
due to methamphetamine toxicity presenting as st‑elevation myocardial 
infarction on EKG: A  case report written with chatgpt assistance. 
Cureus 2023;15:e36101.

49.	 Schuppe K, Burke S, Cohoe B, Chang K, Lance RS, Mroch H. Atypical 
Nelson syndrome following right partial and left total nephrectomy 
with incidental bilateral total adrenalectomy of  renal cell carcinoma: 
A chat generative pre‑trained transformer  (ChatGPT)‑assisted case 
report and literature review. Cureus 2023;15:e36042.

50.	 Raxwal  B, Baisla  P, Nath  J. A  collaborative case report utilizing 
ChatGPT AI technology of  traumatic right coronary artery dissection 
resulting in inferior wall ST‑elevation myocardial infarction. Cureus 

https://platform.openai.com/docs/guides/completion/prompt-design
https://platform.openai.com/docs/guides/completion/prompt-design
https://openai.com/product/gpt-4
https://blog.amwa.org/navigating-the-nuances-of-artificial-intelligence-in-the-medical-writing-field
https://blog.amwa.org/navigating-the-nuances-of-artificial-intelligence-in-the-medical-writing-field
https://niti.gov.in/sites/default/files/2019-01/NationalStrategy-for-AI-Discussion-Paper.pdf
https://niti.gov.in/sites/default/files/2019-01/NationalStrategy-for-AI-Discussion-Paper.pdf
https://main.icmr.nic.in/sites/default/files/upload_documents/Ethical_Guidelines_AI_Healthcare_2023.pdf
https://main.icmr.nic.in/sites/default/files/upload_documents/Ethical_Guidelines_AI_Healthcare_2023.pdf
https://main.icmr.nic.in/sites/default/files/upload_documents/Ethical_Guidelines_AI_Healthcare_2023.pdf
https://timesofindia.indiatimes.com/business/india-business/india-for-international-framework-to-regulate-ai-platforms-like-chatgpt/articleshow/100288776.cms
https://timesofindia.indiatimes.com/business/india-business/india-for-international-framework-to-regulate-ai-platforms-like-chatgpt/articleshow/100288776.cms
https://timesofindia.indiatimes.com/business/india-business/india-for-international-framework-to-regulate-ai-platforms-like-chatgpt/articleshow/100288776.cms
https://timesofindia.indiatimes.com/business/india-business/india-for-international-framework-to-regulate-ai-platforms-like-chatgpt/articleshow/100288776.cms
https://www.theguardian.com/science/2023/jan/26/science-journals-ban-listing-of-chatgpt-as-co-author-on-papers
https://www.theguardian.com/science/2023/jan/26/science-journals-ban-listing-of-chatgpt-as-co-author-on-papers
https://www.theguardian.com/science/2023/jan/26/science-journals-ban-listing-of-chatgpt-as-co-author-on-papers
https://wame.org/page3.php?id=106
https://wame.org/page3.php?id=106
https://www.icmje.org/recommendations/browse/roles-and-responsibilities/defining-the-role-of-authors-and-contributors.html
https://www.icmje.org/recommendations/browse/roles-and-responsibilities/defining-the-role-of-authors-and-contributors.html
https://www.icmje.org/recommendations/browse/roles-and-responsibilities/defining-the-role-of-authors-and-contributors.html
https://newsroom.taylorandfrancisgroup.com/taylor-francis-clarifies-the-responsible-use-of-ai-tools-in-academic-content-creation/
https://newsroom.taylorandfrancisgroup.com/taylor-francis-clarifies-the-responsible-use-of-ai-tools-in-academic-content-creation/
https://newsroom.taylorandfrancisgroup.com/taylor-francis-clarifies-the-responsible-use-of-ai-tools-in-academic-content-creation/
https://www.springer.com/journal/268/updates/24038980
https://www.forbes.com/sites/ariannajohnson/2023/06/07/new-tool-can-tell-if-something-is-ai-written-with-99-accuracy/
https://www.forbes.com/sites/ariannajohnson/2023/06/07/new-tool-can-tell-if-something-is-ai-written-with-99-accuracy/
https://www.forbes.com/sites/ariannajohnson/2023/06/07/new-tool-can-tell-if-something-is-ai-written-with-99-accuracy/
https://amp.theguardian.com/technology/2022/dec/31/ai-assisted-plagiarism-chatgpt-bot-says-it-has-an-answer-for-that
https://amp.theguardian.com/technology/2022/dec/31/ai-assisted-plagiarism-chatgpt-bot-says-it-has-an-answer-for-that
https://amp.theguardian.com/technology/2022/dec/31/ai-assisted-plagiarism-chatgpt-bot-says-it-has-an-answer-for-that
https://publicationethics.org/news/artificial-intelligence-news
https://publicationethics.org/news/artificial-intelligence-news


Sharma and Ruikar: Use of artificial intelligence in AI‑assisted writing

Perspectives in Clinical Research  | Volume 15 | Issue 3 | July-September 2024	 115

2023;15:e35894.
51.	 Hegde A, Srinivasan S, Menon G. Extraventricular neurocytoma of  the 

posterior Fossa: A case report written by ChatGPT. Cureus 2023;15:e35850.
52.	 Lantz R. Toxic epidermal necrolysis in a critically Ill African American 

woman: A  case report written with ChatGPT assistance. Cureus 
2023;15:e35742.

53.	 Nachshon A, Batzofin B, Beil M, van Heerden PV. When palliative 
care may be the only option in the management of  severe 

burns: A  case report written with the help of  ChatGPT. Cureus 
2023;15:e35649.

54.	 Akhter  HM, Cooper  JS. Acute pulmonary edema after hyperbaric 
oxygen treatment: A case report written with ChatGPT assistance. 
Cureus 2023;15:e34752.

55.	 Mago J, Sharma M. The potential usefulness of  ChatGPT in oral and 
maxillofacial radiology. Cureus 2023;15:e42133.


