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A B S T R A C T   

This study applies Jellyfish Search Algorithm and five other algorithms to minimize the electricity 
generation cost of two hybrid systems for one operating day. The first system comprises one 
pumped storage hydroelectric plant and two thermal power plants. The second system is 
expanded by integrating one wind and one solar photovoltaic power plant into the first system. 
For each system during one operating day, the pumped storage hydroelectric plant with only 
generation mode acts as a conventional hydroelectric plant in the first scenario. Still, it can run 
pumps to store water and produce electricity in the second scenario. As a result, JSA can reach 
smaller costs than all compared algorithms, from about 1 % to higher than 10 % for two scenarios 
in the two systems. The comparisons of generation cost indicate the second scenario with the 
pumped storage hydroelectric plant can reach a smaller cost than the first scenario with the 
conventional hydroelectric power plant by $53,359.7, corresponding to 7.4 % in the first system 
and $39,472.8, corresponding to 6.95 % in the second system. Therefore, the water storage 
function of the pumped storage hydroelectric plant is very effective in reducing the electricity 
generation costs for hybrid power systems.   

1. Introduction 

Economic and industrial developments worldwide have significantly increased the demand for electricity in the past decades, 
mainly supplied by fossil-burning process-based thermal power plants [1]. As a result, the high cost of electricity production and the 
serious greenhouse gas emissions of power systems are big problems in our lives. Thus, various power plants with lower cost, lower 
emission, or no emission technologies are encouraged to build and replace the THPs in which RPPs based on wind flow and solar 
radiation are precious solutions [2]. However, the most significant disadvantage of the RPPs is their power output, which is highly 
dependent on weather conditions and not controllable according to load demand [3]. To solve the big problem of the RPPs, the studies 
[4–6] proposed the integration of a battery energy storage system (BESS) into a hybrid system based on solar panels (SPs), diesel 
generators (DGs) and wind turbines (WTs) to reach the minimum net present cost, which is the sum of the capital cost, operation and 
maintenance cost, replacement cost, and diesel fuel cost. The study [4] designed one hybrid renewable energy system with BESS, SPs, 
DGs, and WTs for a microgrid in Dakhla, Morocco. The influence of solar radiation, wind speed, diesel fuel, and interest rate on the net 
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present cost and levelized energy cost was considered. The impact of scale variation on power supply probability loss was clarified. The 
study reached the best results for the net present cost and energy’s levelized cost of $74,327 and 0.0917/kWh, respectively. The study 
[5] designed two hybrid renewable energy systems for a microgrid in El Kharga Oasis, Egypt. The first system comprised BESS, SPs, 
WTs, and DGs, whereas the second neglected WTs. As a result, the first hybrid renewable energy system’s cost was 286,874 $, 

Abbreviations 

THP Thermal power plant 
WPP Wind power plant 
SPPP Solar photovoltaic power plant 
PSHEP Pumped storage hydroelectric plant 
RPPs Renewable power plants 
HEPs Hydroelectric plants 
LOM Lagrange optimization method 
EP Evolutionary Programming 
PSO Particle swarm optimization 
GA Genetic algorithm 
SA Simulated annealing algorithm 
MILP Mixed integer linear programming 
DP Dynamic programming 
IA Iterative algorithm 
TTA Three-step algorithm 
AM Analysis method 
TSA Tunicate swarm algorithm 
ASBO The best and worst members-based algorithm 
JSA Jellyfish search algorithm 
NGA Northern goshawk algorithm 
AHA Artificial hummingbird algorithm 
WSOA War strategy optimization algorithm 

Nomenclature 
TPt,itv Generation of the tth THP at the itvth interval 
ce1t, ce2t , ce3t Coefficients of cost-power function of the tth THP 
GenCosttp Total generation cost of all THPs 
N1 Number of THPs 
N2 Number of intervals 
N3,N4,N5 Number of WPPs, SPPPs and PSHEPs 
WPw,itv Power output of the wth wind power plant at the itvth interval 
PPp,itv Power output of the pth photovoltaic power plant at the itvth interval 
HPm,itv,HPpump

m,itv Power output and pump power of the mth PSHEP at the itvth interval 
PLossitv,PLoaditv Power loss and demand of loads at the itvth interval 
TPLow

t ,TPUp
s Lower and upper generation limits of the sth THP 

WPLow
w ,WPUp

w Lower and upper generation limits of the wth WPP 
PPLow

p ,PPUp
p Lower and upper generation limits of the pth SPPP 

HPLow
m ,HPUp

m Lower and upper generation limits of the mth PSHEP 
QLow

m ,QUp
m Lower and upper discharge limits of the mth PSHEP 

VLow
m ,VUp

m Lower and upper volume limits of the mth PSHEP 
Vm,itv Reservoir volume of the mth PSHEP at the itvth interval 
Vew,itv Wind speed at the itvth interval in the wth WPP 
SRp Solar radiation corresponding to the standard environment in the pth SPPP (W/m2) 
SRp,itv Solar radiation at the itvth interval in the pth SPPP 
CIPw Certain irradiance point (W/m2) 
Si The ith solution in the whole population 
LoB, UpB Lower and the upper boundaries of all decision variables 
ωi Random matrix with terms within 0 and 1 for the ith solution 
NPZ Population size 
rdn Random value between 0 and 1 
FSnew

i , FSi New and old fitness value of the ith jellyfish  
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equivalent to an energy cost of 0.2309 $/kWh, but the second system’s cost was 322,674 $, equivalent to an energy cost of 0.2597 
$/kWh. The study [6] designed three hybrid renewable energy systems for a microgrid in the Farafra region of Egypt. The study [6] 
considered all components, including BESS, SPs, DGs, and WTs for the first system; however, it neglected WTs for the second system 
and SPs for the third system. As a result, the first system could reach the best results with the best net present cost of $187,181, 
corresponding to energy’s levelized cost of 0.213 $/kWh. The total cost and energy cost were $214,530 and 0.2452 $/kWh respectively 
for the second system and $603,026 and 1.81 $/kWh respectively for the third system. The three studies [4–6] indicated that pho-
tovoltaics and wind turbines are essential for microgrids with BESS; meanwhile, BESS has played a significant role in using renewable 
energies the most effectively. For large power systems with thermal power plants, the long start-up time of the fossil-burning process in 
generating units and the uncertainty of solar radiation and wind speeds become serious impacts on the stability of power systems. 
Thus, integrating HEPs into the RPPs and THPs-based power systems is urgently necessary. 

In the past decades, combining HEPs and TPPs has been widely applied for short-term hydrothermal power systems [7]. Then, those 
such problems have been expanded by integrating RPPs into hydrothermal power systems such as short-term fixed head 
wind-hydro-thermal power systems [8], short-term variable head wind-hydro-thermal power systems [9], and 
solar-wind-hydrothermal power system [10]. The latter problems have the same feature as considering sufficient water in reservoirs 
for one day or one week, but this assumption is not valid for several dry seasons. A solution to the lack of water is the use of a pumped 
storage hydroelectric plant (PSHEP), which can use the surplus power of the RPPs effectively at low-demand hours. Fig. 1 below 
describes the main characteristics and the outperformance of the PSHEPs [11]. As we can see, there are two different water tanks called 
upper and lower reservoirs in which the lower should normally be smaller. A generator is used to produce electricity when water is 
discharged from the upper to the lower, and it can also run as a pump to take water from the lower to the upper levels when it is 
powered by the grid [12]. Thus, the generator can act as a pump to store water at the upper reservoir by using the surplus power of 
RPPs and producing electricity at high-demand hours, similar to a conventional hydroelectric plant [13]. 

Of course, the efficiency of PSHEPs is not one hundred percent because pumping water from a low level to a higher level always 
needs more energy than energy produced by discharging water from higher to lower potential levels. The selection of pump/gener-
ation operation modes and the pump/generation power is essential and directly influences the performance of the integrated power 
systems. A 0.75 efficiency was used for the PSHEP scheduled over six 4-h periods, and this plant had a high contribution to the cost 
reduction for one THP by applying LOM [14]. Then, the system was replicated in two other studies using EP [15] and PSO [16]. LOM is 
a deterministic optimization algorithm based on the Lagrange optimization function; meanwhile, EP and PSO depend on randomi-
zations. LOM could reach the most effective solution, satisfying all constraints and reaching the smallest generation cost, whereas EP 
and PSO could not reach more effective solutions. However, LOM has not been widely applied for large-scale power systems with 
renewable power plants and a high number of power plants because it remarkably depends on objective function and constraints. On 
the contrary, high-performance metaheuristic algorithms and numerical methods have been proposed and applied for large-scale 
benchmark and national power systems. Latter studies have proved the significant contributions of PSHEP to power systems and 
the potential performance of these algorithms. 

Many studies have successfully found optimal operation solutions for national power systems with the PSHEP. Solving the large- 
scale power systems in Portugal [17], Iran [18], China [19,20], Spain [21], Turkey [22], and Saudi Arabia [23] have reached exciting 
results regarding technical and economic issues. For a newly constructed small power system in Portugal [17], PSHEP acted as a slack 
power source to consume the surplus energy from WPP at low-demand hours and compensate for the lack of power from both 
geothermal and wind power plants at other hours. A stochastic scheduling model was proposed to consider the varying operating 
conditions and uncertainty of inflows forecast. The reduction of energy loss by 7 % was obtained to be the success of the power system 
in Portugal. An analysis method based on a power grid’s parameters and characteristics of PSHEP was proposed to reach smaller 
generation costs of thermal power plants for a small power system in Iran [18]. The power grid information was collected and analyzed 
to decide the operating mode of PSHEP, and then the information and PSHEP’s characteristics were used to determine the PSHEP’s 
generation. For a two-year operating period, the total cost was reduced by $187,586,000 thanks to the operation of PSHEP [18]. Both 
technical and economic objectives, namely power reliability level and levelized cost of energy, have been simultaneously optimized for 
a power system in China [19]. A modified PSO was proposed and proved to have more potential than GA and SA. Obtained results have 
shown that PSHEP could reduce investment costs by about 50 % and 35 % compared to other systems without solar and wind plants. 
The study [20] considered an integrated power system in China, and it could reach a higher total electricity sales revenue by about 16 
% thanks to the operation of the sole PSHEP [20]; however, the study [20] has not shown any methods to reach operating parameters 

Fig. 1. A typical pumped storage hydroelectric plant.  
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of power plants, excluding the application of a neural network-based method for predicting generation of solar photovoltaic arrays. 
MILP method was applied to minimize the total costs of thermal power plants, including fuel, hot start-up, cold start-up, and main-
tenance costs for an island power system with one PSHEP, WPP, and THP in Spain [21]. MILP has successfully reduced the generation 
cost of the THP and stabilized the operation of WPP [21]. A power system with one PSHEP and WPP in Turkey was simulated in 
Ref. [22] using the TTA. A short-term memory network was employed to estimate the electricity prices of the following day in the first 
step. Then, reanalysis data was utilized to determine available wind power in the second step. Finally, the pump power or generation 
power of PSHEP was calculated in the last step. After reaching all the parameters of the system, the total sales revenue was calculated, 
and it increased to about 3.5 % compared to the operation without PSHEP. In the study [23], an integrated power system in Saudi 
Arabia with one PSHEP and other small power plants could drop about 90 % of diesel generators’ total emission volume; however, the 
study [23] has not presented any methods to reach the generation for the power system. 

On the other hand, benchmark power systems with more complicated operational conditions were proposed to demonstrate the 
effectiveness of optimization algorithms and the benefits of PSHEPs in practical applications [24,25]. In the study [24], an IEEE 
24-node transmission network with one PSHEP, one WPP, and ten THPs was tested for different values of pump efficiency of the 
PSHEP, changing from 0.6 to 0.9. Two assumptions have been adopted for the PSHEP, including fixed speed and variable speed for the 
pumps of the PSHEP. The results indicated that the one-day revenue of the system with the variable pump speed was always greater 
than that with fixed pump speed by 8.6 %, thanks to the energy storage of the PSHEP. However, the study has not reported any applied 
methods for reaching the results. In the study [25], an IEEE 14-node transmission power network with one PSHEP and other power 
plants such as wind, solar, thermal, and conventional hydroelectric plants has been optimally scheduled to reduce the day-ahead 
dispatch cost. Three study cases have been tested: decreasing the ramp-up and ramp-down generation, increasing the minimum 
ramp-up and ramp-down generation, and decreasing the maximum capacity of transmission lines. The day-ahead dispatch cost has 
been increased to 6.47 %, 7.3 %, and 9.77 % for the three cases, respectively. Two other recent studies have proposed constructing 
pumping stations separately into the conventional hydroelectric plants, but the conventional hydroelectric plants could work as 
PSHEPs [26,27]. Pumping stations were constructed between cascaded hydroelectric plants to pump water from downstream to 
upstream plants [26]. Although the study did not use PSHEPs, water was stored and discharged to produce more power in the upper 
hydroelectric plant. Open-cast coal mines were left idle once the coal was extracted. The open-cast coal mines have been used as upper 
reservoirs of PSHEPs to store water [27]. The use of the available open-cast coal mines could reduce the construction costs of the upper 
reservoir; however, the study neglected the amount of water infiltrating the ground of the open-cast coal mines. The two studies have 
the same shortcomings of applied algorithms: a very old deterministic algorithm, DP, was applied in Ref. [26], and IA based on 
characteristics of power plants was proposed in Ref. [27]. The two algorithms cope with several disadvantages that could not be widely 
and successfully applied, such as low accuracy and time-consuming simulation [28–31]. 

In general, the mentioned studies have proved significant contributions of PSHEP in various aspects of power system optimal 
operation, such as reducing the generation cost of TPPs, improving the stabilization of renewable energy sources (WPPs and SPPPs), 
increasing the total revenue of electricity sales, and reducing investment cost of power systems. However, there were unexpected 
shortcomings in the studies. They are summarized as follows.  

1. The studies have utilized low-performance methods to find design and operation solutions: Conventional metaheuristics coping 
with local optimal solution low convergence speed, such as MPSO, GA, and SA [19]; Deterministic algorithms with the complex 
application and time-consuming disadvantages such as MILP [21] and DP [26]; Analysis algorithms based on the characteristic of 
loads and power plants with the narrow applications and time-consuming disadvantage, such as AM [18], IA [27], and TSM [22]. In 
addition, no algorithms were presented in Refs. [17,20,23–25].  

2. Most previous studies have yet to prove the optimal operation of PSHEPs in storing water and generating electricity. These studies 
have compared a system without PSHEPs with another system with PSHEPs, which they considered to have a high value of inflows 
from natural rivers to the upper reservoir of PSHEPs. The high inflows can be used to produce electricity, and the energy generated 
by the PSHEPs is used to reduce the power from thermal power plants. Indeed, systems without PSHEPs must use more power from 
thermal power plants, leading to a high cost for the systems. So, the systems with PSHEPs in the previous studies had a high 
possibility of reaching a smaller cost than those without PSHEPs.  

3. The hydraulic constraints of PSHEPs have yet to be demonstrated to be satisfied. The hydraulic constraints in hydropower plants 
are complicated due to many limiting factors regarding discharge and volume. In addition, the initial and end reservoir volumes are 
two important constraints. Normally, if the end reservoir volume is much smaller than the initial reservoir value, the stored water is 
used too much and the system gets the risk of a lack of water in the following periods. Hence, neglecting the constraints cannot 
show the effective operation of PSHEPs in integrated power systems.  

4. Lack of explicit demonstration about the effectiveness of PSHEPs. All studies only performed one PSHEP scenario with pump and 
generation modes, which have yet to prove the benefits of PSHEP. 

These shortcomings are considered and solved in the study. The novelty of the study can be summarized as follows.  

1. Consider two cases for the PSHEPs. The PSHEPs perform only generation mode, like conventional hydroelectric plants (CHEPs) in 
the first case. The second case considers the PSHEPs with either pump mode or generation mode at each period. The initial volume 
and end volume of the upper reservoir are constrained to be the same in the two cases. The consideration assures that the two power 
plant types only use inflows from the natural river in Case 1, and both inflows from the river and pumped water in Case 2. 
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2. Consider specific constraints of PSHEPs regarding the upper reservoir’s discharge, volume limits, and initial and end volumes. 
Hourly discharge, inflow, and pumped water are employed to draw the hourly volume of the reservoir. Visual descriptions clearly 
show hydraulic constraints, and the violation or satisfaction of constraints can be seen explicitly.  

3. Apply six algorithms, including TSA, ASBO, JSA, NGA, AHA, and WSOA, which were developed in 2020–2022 and presented in 
Refs. [28–33]. These algorithms have been proven to be powerful for benchmark functions. They were more effective than many 
popular algorithms, such as Genetic Algorithm, Particle Swarm Optimization, etc., and other previously published algorithms. For 
example, TSA has been proven to be more effective than Spotted Hyena Optimizer (2017) [34], Grey Wolf Optimizer (2014) [35], 
Sine Cosine Algorithm (2016) [36], Gravitation Search Algorithm (2009) [37], and Emperor Penguin Optimizer (2018) [38]. 
Similarly, JSA was compared to PSO, GA, DE, and other previously published algorithms, such as Gravitation Search Algorithm 
(2009) [37], Whale Optimization Algorithm (2016) [39], Tree-Seed Algorithm (2015) [40], Symbiotic Organisms Search (2014) 
[41], Teaching-Learning-Based Optimization (2011) [42], Firefly Algorithm (2009) [43], and Artificial Bee Colony (2007) [44]. 

The contributions of the study can be summarized as follows.  

1. Clarify the benefits of PSHEPs in two integrated power systems. Thanks to the water storage function, PSHEPs can generate 
electricity to cut high power generation from THPs, reducing total electricity generation costs from the plants.  

2. Find the most suitable algorithm. Simulation results for the two power systems were found by using six algorithms. Each has been 
proven to be more effective than about ten others in Refs. [28–33]. However, they could be effective for some problems and 
ineffective for others. So, in the study, they were run for two power systems with two cases for each. All these algorithms have 
successfully solved the power systems with valid solutions but different high solution quality. JSA has reached valid solutions with 
the smallest total generation costs among these six algorithms. So, JSA is the most suitable algorithm among the six algorithms.  

3. Find the most suitable algorithm for two considered power systems, which can find the most optimal solutions for power systems 
with the operation of PSHEPs.  

4. Reach the smallest total generation cost of thermal power plants to maximize economic benefits for integrated power systems. 

2. Problem formulation 

2.1. Objective function 

The generation and electricity generation fuel cost characteristic of a typical THP plotted in Fig. 2 indicates the generation of THPs 
directly influences the economic effectiveness of power systems. So, determining the suitable generation values for the plants is a 
significant task to pay the lowest cost, and using PSHEPs to reach the target is studied in the paper. The considered power system 
comprises of N1 THPs, N3 WPPs, N4 SPPPs, and N5 PSHEPs scheduled over 24 h. The study only considers electricity generation costs 
for THPs while that for other remaining power plants is neglected. The assumption is derived from the free water in PSHEPs, free wind 
in WPPs, and free solar radiation in SPPPs. The main task of the sole PSHEP is to effectively use electricity from TPs, WPP and SPPP to 
store water and cut the fuel cost for the two THPs. The PSHEP’s performance is evaluated by calculating the fuel cost of the THPs. The 
problem’s objective function is to reduce the generation cost of all THPs by Ref. [45]: 

Reduce GenCosttp =
∑N1

t=1

∑N2

itv=1

[
ce1t + ce2tTPt,itv + ce3t

(
TPt,itv

)2

]

(1)  

Fig. 2. Power output-fuel cost characteristic of thermal power plants.  
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2.2. Constraints 

Constraints of power systems comprise physical limits for all power plants, hydraulic limits for PSHEPs, and power balance between 
generation and consumption. All these constraints can be expressed in detail as follows. 

2.2.1. Constraints of power balance 
Power balance is an essential criterion for the stable state of power systems. When the constraint is satisfied, the frequency can be 

within a predetermined allowable range. The constraint is that the generation power produced by all power plants must be equal to the 
total load demand plus the losses on the transmission line as follows [46]: 

∑N1

t=1
TPt,itv +

∑N3

w=1
WPw,itv +

∑N4

p=1
PPp,itv +

∑N5

m=1

(
1 − HPModem,itv

)
×HPm,itv −

∑N5

m=1

(
HPModem,itv

)
×HPpump

m,itv − PLossitv

− PLoaditv = 0; itv= 1,…,N2 (2)  

In Equation (2), HPModem,itv is the operation status of the mth PSHEP at the itvth interval. It has two values, either one or zero, 
depending on the operation status of the considered mth PSHEP [18]. The operation status has been mathematically presented in 
Ref. [18], and its mathematical expression can be expanded as follows: 

HPModem,itv =

{
1, if HPpump

m,itv = HPUp
m and HPm,itv = 0

0, if HPpump
m,itv = 0 and HPm,itv ≥ 0

(3) 

Eq. (3) is used to clarify the power balance constraint in Eq. (2); meanwhile, Fig. 3 is plotted to clarify two operation statuses of 
PSHEPs shown in Eq. (3). In Eq. (3), HPModem,itv = 1 indicates the PSHEP’s pumping mode as shown in Fig. 3a, and HPModem,itv = 0 
indicates the PSHEP’s generating mode as shown in Fig. 3b. As performing the pumping mode, HPpump

m,itv = HPUp
m and HPm,itv = 0 will be 

substituted into Equation (2). As performing the generating mode, HPpump
m,itv = 0 and HPm,itv ≥ 0 will be substituted into Equation (2). So, 

the PSHEP’s operating mode at each hour will decide the result of the power balance constraint. 

2.2.2. Constraints of power limits 
The generation of power plants must satisfy a predetermined range to ensure economic and technical criteria. A lower generation 

limit is typically used to assure economic criterion, whereas an upper limit is considered to operate the plants stably and safely. In 
addition, the PSHEPs are subjected to the pump power limit due to the water storage function. The generation limits of all power plants 
[8] and the pump power limit of PSHEPs [14] are presented as follows: 

TPLow
t ≤ TPt,itv ≤ TPUp

t (4)  

WPLow
w ≤WPw,itv ≤ WPUp

w (5)  

PPLow
p ≤PPp,itv ≤ PPUp

p (6)  

HPLow
m ≤HPm,itv ≤ HPUp

m (7)  

0≤HPpump
m,itv ≤ HPUp

m (8) 

Among the considered power plants, thermal and hydropower plants can adjust their generation to predetermined values from the 

Fig. 3. Operation modes of the PSHEP in a hybrid power system.  
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optimal schedule, and they can satisfy Eq. (4) and Eq. (7) exactly. The wind and solar power plants can control their generation to 
satisfy the constraints in Eq. (5) and Eq. (6), but they cannot adjust the generation to equal an expected value. Power generated by the 
renewable power plants is dependent on the wind speed and solar radiation. The operators can decrease the power output easily, but 
they cannot increase it. The constraints of PSHEPs are special. The generation limits and pump power limits in Eq. (7) and Eq. (8) are 
not considered simultaneously. At a given hour, the PSHEP just selects either pumping mode or generating mode. The pump power is 
either zero or maximum, as presented in Eq. (3). 

2.2.3. Hydraulic constraints of PSHEPs 
Lower and upper discharge limitations: To satisfy the PSHEPs’ generation limits shown in Eq. (7), the water discharge through tur-

bines must be within a predetermined range shown in the following expression [47]: 

QLow
m ≤ Qm,itv ≤ QUp

m (9)  

In Equation (9), Qm,itv is the discharge of the mth PSHEP at the itvth interval calculated as follows [14]: 

Qm,itv = de3m
(
HPm,itv

)2
+ de2mHPm,itv + de1m (10)  

Where de1m, de2m and de3m are known coefficients of the considered mth PSHEP. As the discharge is obtained by using optimization, Eq. 
(10) is employed to calculate the generation HPm,itv for the mth PSHEP at the itvth interval. 

Lower and upper limitations of volume: The water head of the PSHEPs’ upper reservoir is always supervised to guarantee that it is 
within the allowable range. The water head limitation is converted into the reservoir’s volume as shown in the following inequality 
[48]: 

VLow
m ≤ Vm,itv ≤ VUp

m (11) 

Water balance constraints: At each interval, the water in the reservoir must satisfy the equality constraint below [46]: 

Vm,itv− 1 + IWm,itv − Vm,itv −
(
1 − HPModem,itv

)
.Qm,itv +HPModem,itv.Qpump

m,itv = 0 (12)  

In Equation (12), Qpump
m,itv is the pumping flow of the mth PSHEP at the itvth interval and it is the same for different intervals with pumping 

mode. The parameter is calculated by using the upper discharge and efficiency of the mth PSHEP as follows [14]: 

Qpump
m,itv =Efm.QUp

m (13)  

In Equation (13), Efm is the pumping efficiency of the mth PSHEP, and it is selected to be 0.75 [14]. For example, it used 100 MWh to 
run a pump over 1 h to store water. However, it reaches 75 MWh for 1 h if it discharges the stored water to produce electricity. In other 
words, when PSHEP discharges 100 m3 per second, it can produce a power of 100 MW; however, it just stores 75 m3 per second when it 
runs the pumps with 100 MW. It means that PSHEP loses 25 % of its electricity or 25 % of its water. 

Initial and end reservoir volumes constraints: Initial reservoir volume is the available water in the reservoir at the beginning of one 
operating day, and end reservoir volume is the remaining water after one operating day. The study considers the same value for the two 
factors as shown in the following equation [49]: 

Vm,N1 =Vm,0 (14)  

Where. 

Vm,0 = Initial volume of the reservoir in the mth PSHEP 
Vm,N1 = Volume of the reservoir in the mth PSHEP at the end of the last interval 

In the paper, the two parameters are required to be the same in two scenarios. In Scenario 1, the PSHEP only produces electricity 
and does not run pumps to store water. In Scenario 2, the PSHEP can run the pump to store water and produce electricity. So, PSHEP is 
working as a conventional hydropower plant (CHEP) in Scenario 1. The constraint (14) assures that the two scenarios are fair for the 
two power plants: CHEP and PSHEP. CHEP only uses inflows of water to produce electricity in Scenario 1. PSHEP can use inflows and 
stored water to produce electricity in Scenario 2. 

2.3. Generation power of wind and solar photovoltaic power plants 

The power produced by wind and photovoltaic power plants depends on wind speed and solar radiation. In the study, wind speed 
and solar radiation are supposed to be given and are certain over one scheduled day. From those data, the power of wind and solar 
photovoltaic power plants can be determined by Refs. [50,51]: 
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WPw,itv =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

WPRate
w ×

0,
(
Vew,itv < VeLow

w or Vew,itv > VeUp
w

)

(
Vew,itv − VeLow

w

)

(
VeRate

w − VeLow
w

),
(
VeLow

w ≤ Vew,itv ≤ VeRate
w

)

WPRate
w

(
VeRate

w ≤ Vew,itv ≤ VeUp
w

)

(15)  

PPp,itv =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

PPRate
p ×

(
SRp,itv

)2

(
CIPw.SRp

),
(
0 < SRp,itv < SRp

)

PPRate
p ×

SRp,itv

CIPw
,
(
SRp,itv ≥ SRp

)
(16)  

Where, VeLow
w and VeUp

w are the lowest and highest wind speeds that wind turbines in the wth WP can produce electricity. WPRate
w is the 

rated power of the wth wind power plant. VeRate
w is the rated wind velocity in the wth wind power plant associated with the rated power 

WPRate
w . PPRate

p is the rated power of the pth photovoltaic power plant. It is noted that the rated powers of the wth WPP and the pth SPPP 
(i.e., WPRate

w and PPRate
p ) are also upper generation limits, WPUp

w and PPUp
p shown in Equations (5) and (6), respectively. 

3. 3. jellyfish search algorithm (JSA) 

Jellyfish search algorithm (JSA) is a highly effective meta-heuristic algorithm developed in 2020 by J. S. Chou and D.N. Truong 
[30]. The main idea to form the algorithm is derived from two methods of jellyfish movements in the ocean, including ocean current 
and swarm current. Also, from the two movements, JSA also updates promising solutions with two methods, and JSA can perform 
better than many algorithms thanks to the new features. The basic structure of JSA is comprised of three main steps as follows. 

3.1. The population initialization 

For each optimization, decision variables, known as the sole parameters of an optimal solution, are first chosen before imple-
menting optimization tools to find a final optimal solution. The decision variables have an allowable range between upper bound UpB 
and lower bound LoB, and each solution in the population is initially produced based on the bounds as follows: 

Si =LoB + ωi × (UpB − LoB) with i = 1,…,NPZ (17)  

3.2. New solution update mechanisms 

As mentioned, JSA has two update mechanisms according to two movement methods. For all solutions, the two methods are used 
simultaneously at the same iteration, but one out of the two methods is employed at each computation iteration. So, JSA needs a 
selection condition based on comparing the selection factor (SF) and a balance factor (BF). SF is determined by using the current 
iteration (ITcur) and the maximum iteration number (ITmax), while BF is selected as 0.5. Equation (18) is applied to calculate SF. 

SF=

(

1 −
ITcur

ITmax

)

× (2× rdn − 1) (18) 

If SF is greater or equal to 0.5, JSA will update its new solutions by using the mechanism based on the ocean current. Otherwise, the 
new solutions will be updated by using another mechanism based on the movement of the jellyfish swarm. The mechanism based on 
the ocean current can be known as the exploration phase, while the mechanism based on the movement of the jellyfish swarm is the 
exploitation phase. These two mechanisms are described as follows. 

3.2.1. The exploration phase 
The exploration phase will be applied to update new solutions if the selection factor SF is equal to or higher than the balance factor 

BF. The exploration phase in JSA has the same feature as that in Cuckoo search algorithm (CSA) since the best solution is used to 
produce an increased interval. However, JSA is simpler than CSA because it does not use Levy flight distribution. In fact, the 
simplification of JSA can be seen as shown in the following equation: 

Snew
i = Si + rdn × (SBest − 3× rdn.Smean) (19)  

Where, Snew
i is the new location of the ith jellyfish; SBest is the best current position in the whole swarm; and Smean is the mean position in 

the whole swarm obtained by: 

Smean =

∑NPZ

i=1
Si

NPZ
(20)  
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3.2.2. The exploitation phase 
The exploitation phase is critical to exploit search spaces carefully and effectively. Many metaheuristic algorithms can be successful 

by using the exploitation phase, such as variants of CSA [52] and Differential Evolution [53]. JSA also highly values the function of the 
exploitation phase, and it applies two models for the mechanism as follows: 

Snew
i =

{
Si + Ds, if rdn ≤ (1 − NF)

Si + 0.1 × ωi × (UpB − LoB), otherwise (21)  

In Equation (21), Ds is the increased interval between the current location of the ith and (i+1)th jellyfish. The step can be calculated by: 

Ds= |Si+1 − Si| (22)  

Where Si+1 is the current location of the (i+1)th jellyfish in the swarm. 

3.3. Selection technique 

After all jellyfish update their new locations, the evaluation and comparison will occur based on the fitness function calculation. 
This action aims to select the high-quality solution for the next iteration and abandon the poor ones to discard the search in the zones. 
The mathematical expression of the evaluation is presented as follows: 

Si =

{
Snew
i if FSnew

i < FSi

Si else
with i= 1,…,NPZ (23)  

Fig. 4. Computation steps of JSA for the solved problem.  
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FSi =

{
FSnew

i if FSnew
i < FSi

FSi else
with i= 1,…,NPZ (24) 

Finally, the best solution in the current population is determined by finding the lowest fitness value in the swarm. If the current 
computation iteration is equal to the maximum iteration number, the best solution will be saved as one effective solution candidate. 
Otherwise, the following iteration will be implemented until the maximum iteration is reached. Fig. 4 presents the application of JSA 
for a typical optimization problem. 

4. Numerical results 

In this Section, two different power systems with the energy storage ability from the sole PSHEP are optimally scheduled over one 
day within 24 h. Power losses are neglected in the two systems. The first system is comprised of two THPs and one PSHEP. The second 
system is modified from the first system by combining the first system with two other renewable power plants: one SPPP and one WPP. 
The parameters of the two THPs are taken from Ref. [46] and shown in Table A1. The data of the PSHEP are taken from Ref. [14] and 
shown in Table A2. The flows and load demand are modified from Ref. [46] and reported in Table A3. The second system’s solar 
radiations and wind speeds are taken from Refs. [51,54]. Substituting the data into Equations (15) and (16), the power generations are 
obtained and reported in Table A4 in Appendix. For each test system, two study cases are implemented as follows. 

Case 1. The PSHEP only produces electricity as a conventional hydropower plant (CHEP). 

Case 2. The PSHEP can run the pump to store water and produce electricity. 

This study has applied six recently published algorithms, including TSA, ASBO, JSA, NGA, AHA, and WSOA, to verify the vast 
potential of PSHEPs and find the most suitable algorithm for the complex optimization in power systems. In each computation iter-
ation, ASBO, WSOA, and NGA perform two update processes to reach new solutions, but TSA, AHA, and JSA only perform one update 
process to reach new solutions. So, the same iteration number of 30,000 is set for all algorithms but different population sizes. The 
population size is 50 for ASBO, WSOA, and NGA but 100 for TSA, AHA, and JSA. As a result, all applied algorithms have the same 
newly updated solution number: (50 × 2× 30,000 = 3,000,000) for ASBO, WSOA, and NGA and (100 × 1× 30,000 = 3,000,000) 
for TSA, AHA, and JSA. The number of newly updated solutions is also the number of fitness evaluations, so all algorithms are fairly 
compared. On the other hand, the settings can lead to an approximately equal average computation time for all algorithms. For each 
study case, fifty runs are executed for each algorithm. The algorithms employed are implemented on MATLAB software using a 
computer with a processor of 2.20 GHz and a RAM of 4 GB. 

4.1. Comparisons of result for the first system 

In this section, the first system with two THPs and one PSHEP is employed to test the performance of six applied algorithms. The 
configuration of the system is given in Fig. 5. Each algorithm is executed for fifty trial runs for each study case, and the fifty generation 
cost values from fifty obtained solutions are reported in Fig. 6. JSA has the best search stability once all fifty generation cost values in 

Fig. 5. The first system.  
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the blue are smaller than those of others. 
Fig. 7 depicts the savings compared between the costs of JSA and those of others, which are described in percentages. In Case 1, the 

best cost of JSA is smaller than that of TSA by 8.78 %, ASBO by 12.92 %, WSOA by 11.38 %, AHA by 0.99 %, and NGA by 3.8 %. In Case 
2, JSA can reduce the minimum cost from 0.91 % to 12.94 %, the mean cost from 0.67 % to 22.03 %, and the maximum cost from 
23.08 % to 37.62 %. Only AHA can reach smaller maximum costs than JSA for the two cases. Fig. 8 plots the best run of the fitness 
function at each computation iteration where JSA can find better solutions than others at the 1,300th iteration for Case 1 and at the 
1,900th iteration for Case 2. Thus, JSA is likely to converge to the optimal solutions faster than others. As a result, JSA is the best 
method for this optimization problem regarding fair comparison criteria, such as low fuel cost, stable ability, and fast convergence 
search. 

4.2. Comparisons of result for the second system 

The second system shown in Fig. 9 is employed to run the six applied algorithms in the section. The generation costs are collected 
and reported in detail in Fig. 10; meanwhile, Fig. 11 presents the saving cost (in %) of JSA as compared to others. JSA can reach lower 
generation costs than others by from 0.58 % to 13.34 % for the minimum cost in Case 1 and from 1.07 % to 11.79 % for the minimum 
cost in Case 2. For other costs, JSA also reaches high saving costs compared to others, excluding the comparison with AHA for 

Fig. 6. Fuel cost obtained by six applied methods for fifty runs for the first system.  

Fig. 7. Saving cost of JSA as compared to others for the first system.  
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maximum cost in Case 2. Fig. 12 describes the convergence characteristics of implementation iterations of all applied algorithms. JSA 
is much faster than almost all compared algorithms, excluding AHA, which is faster than local optimums but cannot exist in the zones 
to reach better solutions than JSA. Here, we need to discuss the disadvantages and advantages of JSA as we see the convergence 
characteristics. From iterations 1 to 2,000, we can understand that if the iteration number is just set to 2,000, JSA is still more effective 
than TSA, ASBO, WSOA, and NGA for both Case 1 and Case 2. However, at the 2000th iteration, the generation costs of JSA are still 
greater than those of AHA. If the search is terminated at the 2,000th iteration, JSA is worse than AHA. From iteration 2000 to the last 
iteration, JSA has a special search ability not to fall into local optimums as AHA. Finally, JSA is the best performance algorithm to reach 
the best stability and to find the highest quality solutions. 

4.3. Contribution of PSHEP to fuel cost reduction 

In the section, the contribution of PSHEP to the fuel cost reduction is clarified. The total generation cost of the power systems with 
CHEP (Case 1) and PSHEP (Case 2) is obtained. The significant contributions of PSHEP are explicitly analyzed by comparing the 
generation costs of two study cases at each test power system implemented by six algorithms. Saving cost or the generation cost 
reduction of Case 2 compared to Case 1 in dollars and percentages is obtained by using the following equations: 

Saving cost ($)=Case 1′s GenCosttp − Case 2′s GenCosttp (25)  

Fig. 8. Fitness function at each computation iteration from the best run obtained by six applied methods for the first system.  

Fig. 9. The second system.  
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Saving cost (%)=
Saving cost ($)

Case 1′s GenCosttp
.100 (26)  

In Equation (25), GenCosttp in $ is the total generation cost of all thermal power plants obtained by using Equation (1). The cost of Case 
1 and Case 2, and saving cost are presented in detail in Table 1 for System 1 and Table 2 for System 2. In addition, the saving cost values 
in $ and % are summarized in Fig. 13. The cost reduction proves PSHEP’s outstanding performance over CHEP. All six applied al-
gorithms achieved significant cost reduction. TSA, ASBO, WSOA, AHA, NGA, and JSA could reach the saving cost of $748.9, $902.5, 
$53,359.7, $1451.5, $17,908.8, and $886.6 (corresponding to 0.11, 0.12, 7.4, 0.22, 2.69, and 0.14 % respecitvely) for the first system, 
and $8494.8, $13,744.3, $39,472.8, $640.2, $7878.5, and $3091.4 (corresponding to 1.49, 2.36, 6.95, 0.13, 1.52, and 0.61 % 
respecitvely) for the second system. In other words, PSHEP is more effective than CHEP in supporting the two power systems to reach 
smaller electricity generation costs. 

Many previous studies stated the effectiveness of PSHEPs by showing cost reduction values or obtained benefit values; however, 
these studies only applied one or a few popular algorithms. The limit could not ensure that the obtained solutions reported in previous 
studies were high quality, and the PSHEPs might have more potential than reported results. In the study, the implementation of JSA 
and the five other algorithms aimed to find the most optimal solutions for the two test systems, and the most optimal obtained solutions 
can reflect the actual effectiveness of pumped storage hydropower plants in the hybrid power systems. The significant solutions are 
analyzed to clarify the contributions of the study. 

Fig. 14 presents the generation of the PSHEP at each hour and accumulative energy from the first hour to each considered hour for 
the two systems. By observing orange bars with up and down directions, we can calculate that there are 5 h with the pumping mode 
and 9 h with the generation mode on the first system, and there are 3 h with the pumping mode and 8 h with the generation mode on 

Fig. 10. Fuel cost obtained by six applied methods for fifty runs for the second system.  

Fig. 11. Saving cost of JSA as compared to others for the second system.  
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the second system. Using the height of the orange bars, we find PSHEP has produced 2450 MWh but consumed 1500 MWh for pumping 
water on the first system. Similarly, it has produced 1950 MWh but consumed 900 MWh for pumping water on the second system. So, 
the total energy is 950 MWh on the first system and 1050 MWh on the second system. From the figures, we can see the results by seeing 
the last points of the blue and orange dash curves with the numbers 1350 and 950 MWh for Case 1 and Case 2 of the first system and the 
numbers 1350 and 1050 MWh for Case 1 and Case 2 of the second system. There is a strange issue here for the two systems because 
Case 2 reaches smaller energy than Case 1. It means the PSHEP is not effective in reaching higher energy if it runs pumps to store water. 
This consequence is due to the pump efficiency shown in Equation (13), which is 0.75, as reported in Table A2 in the Appendix. 
However, the considerable contribution of the PSHEP is not for reaching high energy but for reducing the total electric generation cost 
for thermal power plants. In fact, in Fig. 13, we can see the evidence clearly. Methods could reach smaller costs for Case 2 than Case 1 
by, from 0.11 % to 7.4 % for the first system and from 0.13 % to 6.95 % for the second system. For JSA, the saving cost of JSA shown in 
Fig. 13 is $886.6 on System 1 and $3091.4 on System 2, thanks to the pumping function of PSHEPs. 

Fig. 15 is plotted to clarify the results from Fig. 14. In Fig. 15, we can see the difference between Case 1 and Case 2 of each system. 
Case 2 has four parameters: volume, inflows, discharge, and stored water. The stored water results from running the pump, whereas 
Case 1 only has the three first parameters except for stored water. The red area expresses the inflows. The yellow and dark blue areas 
show discharge and storage water. Blue areas are the reservoir volume at the end of each hour. Discharges are shown using negative 
values because they decrease the reservoir’s volume. The inflows and stored water values are positive because they cause the reser-
voir’s volume to go up. In Fig. 15, the smallest discharges are 695.6, 553.8, 466.0, and 534.2 acre-ft, but the greatest discharges are 800 
or smaller than 800 acre-ft. In Fig. 15b and d, the stored water has reached only two values, 0 or 600 acre-ft. The greatest reservoir 
volume of Case 2 in the two systems is 9850 acre-ft at hour 7, whereas the smallest reservoir volume is 4400 and 5600 acre-ft at the 
same hour 17 for both systems. Case 1 has the greatest reservoir volume of 9650 acre-ft at hour 11 for System 1 and 9550 acre-ft at hour 

Fig. 12. Fitness function at each computation iteration for the best run obtained by six applied methods for the second system.  

Table 1 
Cost comparison between Case 1 and Case 2 obtained by each algorithm for System 1.  

Method TSA ASBO WSOA AHA NGA JSA 

Cost of Case 1 ($) 700968.5 734317.3 721540.0 645837.5 664672.3 639417.5 
Cost of Case 2 ($) 700219.6 733414.8 668180.3 644386.0 646763.5 638530.9 
Saving cost ($) 748.9 902.5 53,359.7 1451.5 17,908.8 886.6 
Saving cost (%) 0.11 0.12 7.40 0.22 2.69 0.14  

Table 2 
Cost comparison between Case 1 and Case 2 obtained by each algorithm for System 2.  

Method TSA ASBO WSOA AHA NGA JSA 

Cost of Case 1 ($) 568976.2 582011.0 567585.2 507301.9 519426.1 504352.6 
Cost of Case 2 ($) 560481.4 568266.8 528112.5 506661.7 511547.6 501261.2 
Saving cost ($) 8494.8 13,744.3 39,472.8 640.2 7878.5 3091.4 
Saving cost (%) 1.49 2.36 6.95 0.13 1.52 0.61  
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10 for System 2, and the smallest reservoir volume of 6800 acre-ft at hour 17 in the two systems. The initial and end reservoir volumes 
in Fig. 15 are the same and equal to 8000 acre-ft. As shown in Table A2, the minimum and maximum reservoir volume limits are 3000 
and 15,000 acre-ft, respectively, and the maximum discharge is 800 acre-ft. On the other hand, the initial and end reservoir volumes 
are the same and equal to 8000 acre-ft. So, the hydraulic constraints shown in Section 2.2.3 were proved to be exactly satisfied. 

Figs. 16 and 17 are plotted to clarify the cause that Case 2 always has a smaller generation cost than Case 1 for the two systems. In 
the first system, we stack up the generation of power plants. In the first system, the generation of PSHEP is at the bottom, while that of 
the second THP is at the top. So, the top of the second THP is equal to the load demand. In the second system, the generation of SPPP is 
stacked with the second THP, and the generation of the WPP is at the top. At hours 9–17 with high load demand, the generation of 
PSHEP in Case 2 accounts for a higher area than that in Case 1 for both systems. During other hours with load demand, PSHEP used the 
power of the second THP to pump water. Hence, Case 2 can reduce the generation of THPs at high load demand, and it is more 
successful in cutting generation costs. 

5. Conclusions 

The paper applied six metaheuristic algorithms, including TSA, ASBO, JSA, NGA, AHA, and WSOA, for a complicated optimization 
problem with the integration of pumped storage hydroelectric plants into thermal power plants, wind power plants, and solar 
photovoltaic power plants. When applying these algorithms, their first main task was to determine hours with generation mode/pump 

Fig. 13. Saving cost of Case 2 as compared to Case 1 obtained by six applied algorithms.  

Fig. 14. Hydro generation and accumulative energy for Case 1 and Case 2 of the two systems.  
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Fig. 15. Reservoir of PSHEP in two study cases of each system.  

Fig. 16. Generation of power plants in the first system.  
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modes for the hydroelectric plants. The second main task was to determine the power allocation between PSHPs at hours in generation 
mode and thermal power plants. The objective of the problem was to reach the minimum generation cost from all thermal power 
plants, and this cost value was used to find the most effective algorithm and the best optimal generation solutions for test systems. The 
first test system was comprised of two THPs and one PSHEP, while the second system was the combination of the first system, one wind 
power plant, and one solar power plant. The study implemented two cases of PSHEP’s operation: Case 1) PSHEP operated in only 
generation mode and without pump mode as a conventional hydroelectric plant, and Case 2) PSHEP could implement either generation 
or pump mode. The results from the two cases for two test systems were compared and analyzed, and the whole simulation results of 
the study can be summarized as follows.  

1. The six applied algorithms could successfully find optimal electricity generation solutions for all power plants, as well as optimal 
water discharge and storage solutions for PSHEP. The power systems’ power balance constraint and generation limits and the 
PSHEP’s hydraulic constraints were exactly satisfied. The total generation of all power plants was equal to load demand at hours 
with pumping mode, and the total generation of wind, solar, and thermal power plants was equal to the sum of load demand and 
pump power. The initial and end volumes were the same as required; the sum of the inflows and storage water was equal to the 
discharge.  

2. Because of the effectiveness of the PSHEP, all algorithms have reached smaller generation costs for the power systems with PSHEP 
than for those with CHEP. The cost reduction obtained by TSA, ASBO, WSOA, AHA, NGA, and JSA was 0.11 %, 0.12 %, 7.4 %, 0.22 
%, 2.69 % and 0.14 % respecitvely for the first system, and 1.49 %, 2.36 %, 6.95 %, 0.13 %, 1.52 % and 0.61 % respecitvely for the 
second system. Namely, the highest cost reduction was $53,359.7 for the first system and $39,472.8 for the second system.  

3. JSA was the most suitable algorithm for the two employed systems. JSA could reach lower generation costs than others, from about 
1 % to 13 % for the two power systems. JSA has reached a much smaller standard deviation than others for fifty trial runs. 

The mentioned results can show the study’s main contributions; however, the study has only investigated two aspects: finding the 
most suitable algorithm for the two applied systems and the high effectiveness of PSHEP in integrated power systems. However, the 
study has not considered and proposed more effective solutions to real national power systems shown in literature, such as Portugal 
[17], Iran [18], China [19,20], Spain [21], Turkey [22], and Saudi Arabia [23] due to the lack of input data. In addition, transmission 
power networks and the spot market have not been concerned. So, future studies will expand the scope and limitations of proving the 
performance of PSHEP in real power systems. JSA and other new algorithms will be applied to reach reliable and high-quality solutions 
for future work. 
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APPENDIX  

Table A1 
Parameters of two THPs in two systems  

t TPLow
t (MW) TPUp

t (MW) ce1t ce2t ce3t 

1 10 2500 3877.5 3.9795 0.0800 
2 10 2500 3900 3.9000 0.0810   

Table A2 
Parameters of the sole PSHEP in two systems   

m 
Efm de3m de2m de1m VLow

m ; VUp
m (acre-ft) HPLow

m ;HPUp
m (MW) Vm,0 ;Vm,N1 (acre-ft) 

1 0.75 0 2 200 3000; 15,000 0; 300 8000   

Table A3 
Inflows and loads for two test systems  

itv IW1,itv (acre-ft) PLoaditv (MW) Itv IW1,itv (acre-ft) PLoaditv (MW) itv IW1,itv (acre-ft) PLoaditv (MW) 

1 200 360 9 100 840 17 150 960 
2 200 420 10 100 840 18 150 720 
3 200 420 11 100 900 19 150 600 
4 200 420 12 100 960 20 150 540 
5 150 420 13 150 960 21 150 480 
6 150 480 14 150 1200 22 200 360 
7 150 480 15 150 1080 23 200 360 
8 100 840 16 150 960 24 200 300   

Table A4 
Generation of SPPP and WPP for the second system  

itv PP1,itv (MW) WP1,itv (MW) itv PP1,itv (MW) WP1,itv (MW) 

1 0 99 13 45.695 111.6 
2 0 108 14 47.84 109.2 
3 0 93 15 38.09 111 
4 0 82.8 16 27.625 81 
5 0 90 17 18.915 105 
6 0 106.8 18 3.20493333 91.2 
7 5.3391 81.6 19 0 78 
8 20.215 93 20 0 82.8 
9 24.375 94.8 21 0 114 
10 32.695 86.4 22 0 120 
11 40.105 120 23 0 92.4 
12 44.59 99 24 0 96  
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