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Summary box

What is already known about this subject?
 ► Computer- assisted systems for health image anal-
ysis have improved the medical decision- making 
process for diagnosing and analysing the progres-
sion of various diseases.

 ► Diseases affecting gastric tissue are a worldwide 
health problem.

 ► Deep learning applications presented good results 
in different domains, however its application on 
gastric tissue analysis is recent, poorly analysed, 
and standardised.

What are the new findings?
 ► We provide a literature categorisation, based on 
the method and related tasks, identifying the most 
widely adopted deep learning architecture and data 
source used.

 ► This is the first systematic review dedicated to map 
gastric tissue deep learning applications covering 
a broad spectrum, also listing and evaluating open 
source tools.

 ► We identified gaps evaluation metrics, image collec-
tion availability and, consequently, implications for 
experimental reproducibility.

How might it impact on clinical practice in the 
foreseeable future?

 ► Deep learning applications can provide greater and 
more efficient workflow support and extraction of 
important information from histological images, 
consequently, replicable studies need to be con-
ducted clearly, and transparently, also providing the 
data used.

AbSTrACT
background In recent years, deep learning has gained 
remarkable attention in medical image analysis due to its 
capacity to provide results comparable to specialists and, 
in some cases, surpass them. Despite the emergence of 
deep learning research on gastric tissues diseases, few 
intensive reviews are addressing this topic.
Method We performed a systematic review related to 
applications of deep learning in gastric tissue disease 
analysis by digital histology, endoscopy and radiology 
images.
Conclusions This review highlighted the high 
potential and shortcomings in deep learning research 
studies applied to gastric cancer, ulcer, gastritis and 
non- malignant diseases. Our results demonstrate the 
effectiveness of gastric tissue analysis by deep learning 
applications. Moreover, we also identified gaps of 
evaluation metrics, and image collection availability, 
therefore, impacting experimental reproducibility.

IntroductIon
Gastric cancer is the fourth most common 
tumour worldwide, and the second most 
malignant tumour with a higher mortality 
rate.1 2 Thus, an early and accurate diagnosis 
is critical for treatment effectiveness and 
morbidity and mortality rates reduction.3 4

Glass microscope slide images have been 
mainly used for gastric cancer diagnosis, 
supporting the application of pharmacother-
apies and neoadjuvant therapies.5 Digital 
pathology analysis is now considered one of 
the most promising fields in digital health 
due to advancements in precision medicine, 
imaging data analysis and robust computa-
tional methods.6

Among medical image analysis methods, 
deep learning has gained remarkable atten-
tion in the last decade for providing compa-
rable results to humans in classification 
tasks.7 8 Essentially, this machine learning 
paradigm implements multilayer architec-
tures based on artificial neural networks. It is 
possible that the first application of a deep 
learning system implemented a feedforward 

multilayer perceptron, dating from 1965.9 
Additionally, earlier works developed a single- 
layer hidden neural network.10 However, this 
machine learning subfield has long been 
limited to computational costs, amount 
of available data, and classical techniques 
limitations.8

Deep learning was highly reintegrated 
in research studies in approximately 2006 
for handwriting classification by computa-
tional scientists assembled by the Canadian 
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Institute of Advanced Research,8 and it has been applied 
in innumerable fields such as economics,11 healthcare,12 
environmental analysis, tracking land patterns changes 
in tropical forests,13 information security, network intru-
sion detection systems,14 computational biology, molec-
ular expression inference,15 social networks, and online 
services recommendation.16

In this way, some studies highlight the emerging role 
of deep learning in precision medicine, suggesting the 
expansion of its utility for future practice in histopa-
thology.17–19 The potential of deep learning paradigm 
has been widely explored as a diagnostic assistance tool, 
mainly due to the constant improvements in hardware 
and in statistical inference methods,20 especially in the 
case of computer vision,21–23 which drives the life science 
community to use medical imaging.

Deep learning analysis showed superior accuracy over 
specialists in the classification of lung cancer as well as 
for melanoma by analysing prior computing tomography 
and skin photography, respectively.24 25

However, deep learning applications are not intended 
to replace professionals who are directly responsible for 
the diagnosis, but they provide a more efficient work-
flow for extracting important information from histology 
images and on detecting patterns that are implicit to the 
human eye.26 In addition, these computational tools are 
important for providing a significant impact on cost and 
error reduction for healthcare, which maximises reli-
ability and diagnostic quality. Despite the emergence of 
deep learning research in gastric tissues, there are few 
intensive reviews addressing publications on this topic. 
To the best of our knowledge, the available reviews are 
restricted to machine learning applications in gastro-
intestinal endoscopy problems and do not provide a 
general overview of the scenario of deep learning in 
gastric diseases.20 27 Thus, the present study aims to 
reduce this gap by mapping, inspecting and discussing 
the literature content regarding the applications of 
deep learning methods based on gastric tissue medical 
images. To achieve our goal, we systematically structured 
and analysed data extracted from public deep learning 
studies to answer the following research questions:
i. What deep learning applications have been reported 

gastric tissue diseases studies?
ii. What deep learning architectures and models were 

used in studies involving gastric tissue image analysis?
iii. How deep learning architectures and models have 

been evaluated?
iv. Which aspects are lacking regarding transparency 

and reproducibility of deep learning applications?

Methods
We performed a systematic literature review of research 
studies regarding the application of deep learning in 
gastric tissue analysis. An overview of our systematic review 
process can be seen in figure 1. We conducted this review 
based on the PICO mnemonic (Population, Intervention, 

Context, Outcomes) to determine the review protocol. In 
this section, we describe the methods by which the works 
in our study were selected and analysed, pointing out the 
data sources and research strategies. The criteria adopted 
for studies inclusion and exclusion are also explained. 
Finally, we present how data extraction was performed.

data sources and search strategy
Deep learning can be considered a quite new research 
topic. Thus, studies published at any time were included 
for data collection, as described in Section Inclusion and 
exclusion criteria.

The search terms were selected to find substantial 
number of papers that applied deep learning in gastric 
tissue. The search strategy consisted of automatic queries 
using a string comprised of two terms: ‘deep learning’ and 
‘gastric’. The data sources included PubMed, Institute of 
Electrical and Electronics Engineers (IEEE), Association 
for Computing Machinery (ACM), and Digital Bibliog-
raphy Library Project (DBLP). The retrieved papers’ 
titles and abstracts were analysed, and only those papers 
that met the inclusion criteria were further considered.

The titles and abstracts were individually analysed by 
two reviewers to be considered elected for the present 
study. After independent reviews regarding the inclusion 
and exclusion criteria, the reviewers agreed and were 
able to choose which papers would be considered in the 
study. Disagreements between reviewers were solved by 
consensus or, if necessary, a third reviewer was consulted.

Inclusion and exclusion criteria
Published studies were selected based on the inclusion 
criteria, which are defined as follows:
i. Papers that present the terms ‘deep learning’ and 

‘gastric’;
ii. Papers reporting the application of deep learning 

methods for gastric tissue analysis;
iii. Full papers.

The protocol excluded articles that met at least one of 
these eight exclusion criteria:
i. Publications written in a language other than English;
ii. One- page publications (abstract works), posters, 

pre- sentences, procedures and scientific events 
programme;

iii. Publications that do not consider deep learning algo-
rithms applied to gastric tissue;

iv. Theses, dissertations, and monographs;
v. Literature reviews and surveys;
vi. Tutorial slides;
vii. Incomplete documents, drafts, presentation slides 

and extended summaries;
viii. Duplicate publications by the same authors, with sim-

ilar titles, abstracts, the results, or text. In this case, 
only one research study remained for analysis.

data extraction
Data extraction was performed separately through the eval-
uation of full- text articles by two independent reviewers. 
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Figure 1 An overview of our systematic review process. In the first and second layer the application of query strings and their 
respective databases, respectively. In the third layer, the quantitative output of papers and at last the total number of papers 
after performing inclusion and exclusion criteria. ACM,Association for Computing Machinery; DBLP, Digital Bibliography Library 
Project; IEEE, Institute of Electrical and Electronics Engineers; MeSH, Medical Subject Headings.

The features described in table 1 were collected for each 
research study and were organised in a spreadsheet.

results
The queries returned 83 articles in total, of which 48 
were found in PubMed, 18 in IEEE, 13 in ACM and 4 in 
DBLP. By applying the inclusion and exclusion criteria, 
33 papers remained for data extraction. Six studies were 
found in duplicate. Three studies were duplicated in 
PubMed and IEEE, and three studies were duplicated in 
IEEE and DBLP (see figure 1).

descriptive information
As mentioned before, deep learning methods have made 
a major impact in the field of medical informatics. In 
2015, applications for medical imaging analysis exceeded 
the number of research studies compared with other 
subareas, such as bioinformatics, pervasive sensing, 
medical informatics, and public health, according to 
Google Scholar’s publication statistics.28

Publication timeline
The first study was published by Malon et al29 in 2008 at the 
beginning of the deep learning techniques revival. The 
authors demonstrate how convolutional neural networks 

can be combined with histological image analysis to 
achieve higher accuracies regarding breast and gastric 
cancer classification tasks. The problems were counting 
mitotic figures in the breast, recognising epithelial layers 
in the stomach, and detecting signet ring cells. This 
was possibly the first use of a deep learning system for 
analysing gastric tissue histological images. In particular, 
from 2018 to August 2019 (see figure 2), we observed an 
increase in publications in deep learning associated with 
gastric tissue image data. This observed trend is possibly 
due to the interest of the scientific community in health 
areas and to the promising results of automatic diagnosis 
based on digital medical images.8 30

Geographical distribution of papers
Papers are distributed in eight different countries in a 
non- uniform manner (see figure 3). Most of the papers 
catalogued in this review, approximately 70%, are concen-
trated in East Asian countries, namely, Japan, China, and 
South Korea, with publication ratios of 30%, 27%, and 
12%, respectively. This high interest from Asian research 
centre in deep learning associated with gastric diseases 
corroborates with Globocan data,31 where gastric cancer 
incidence rates are markedly high in Eastern Asia. The 
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Table 1 Information extracted from the studies under 
scrutiny

Data Description

Input data type Initial data into the system

Data set Information about the data set and its 
availability

Title Title of the paper

Year Publication paper year

Author Authors of the paper

Publisher journal or 
conference

Where the paper was published

Network model Deep learning model used in paper

Parameter Parameters used in the deep learning 
model(s)

Evaluation metric Evaluation metrics adopted in the 
paper

Software and library Software and libraries described in the 
paper.

Computational cost Time or computational resources for 
model compilation

Ethics committee Presence or absence of the ethics 
committee in the paper

Research centre 
location

Country where the research was 
performed

Main result Main results of the paper

Sample size Sample size used in paper

Application The applications of the model in paper

Figure 2 Number of papers over the years about deep 
learning applied to gastric tissue.

Figure 3 Global map presenting the distribution of deep 
learning papers associated with gastric tissue. The scale 
represents the number of papers per country, the redder 
more papers.

aforementioned countries with the most publications 
have the highest rates of gastric cancer in the world for 
both genders.32 33

studies related to deep learning and gastric cancer
Characteristics, such as methods and applications for all 
studies, are summarised in table 2.

Out of 33 publications selected for analysis in this 
review, 15 articles related to histology, 11 were related to 
the application of deep learning to endoscopy images, 
immunohistochemistry or pathology images, and 5 publi-
cations applied deep learning methods to stomach X- ray 

images. One article used CT images using deep learning, 
and another did not use images in their studies. The 
proportions of the data sources can be seen in figure 4.

There are few studies with direct application in gastric 
cancer, either for classification, detection or segmenta-
tion. Tumour heterogeneity between individuals and 
the difficulty of finding large databases of annotated 
medical images is a challenge for researchers. However, 
most studies addressed progress analysis of developing 
gastric cancer, such as classification and detection of 
gastritis,34–37 Helicobacter pylori,38–40 gastric neoplasms41 
and gastric ulcers42 43

Two of the papers were restricted reviews regarding 
only images of endoscopy and addressed the effects of 
artificial intelligence on gastroenterology, and both were 
not included in the final database. Also, both reviews 
addressed challenges in the development of computer- 
aided diagnostic systems.20 27

Our review is distinguished regarding analysis of four 
different databases, specific to computing and health-
care, involving all research studies related to deep 
learning and gastric tissue with no time limitation.

Most used models
As mentioned in the previous section, we found that 
deep learning models were built under training with 
histological (45%) or endoscopic (33%) images (see 
figure 4). The convolutional neural network (CNN) is 
a widely used and state- of- the- art model. Approximately 
76% of articles proposed applications of CNN for the 
diagnosis of gastric cancer or the detection of lesions in 
gastric tissue. This is a noteworthy consequence of CNN 
performance over other traditional machine learning 
methods that require human expertise for feature extrac-
tion.44 CNNs are neural networks inspired by the process 
of human vision, in which the stimulus for image recog-
nition is made by means of a region without considering 
a single point (pixel); that is, the spatial structure of the 
images and the dependence among their neighbours are 
considered. The CNN model belongs to the feedforward 
network class, in which the feed stream only follows one 
direction.



5Gonçalves WGe, et al. BMJ Open Gastro 2020;7:e000371. doi:10.1136/bmjgast-2019-000371

Open access

Table 2 Summary of the different deep learning methods by applications in gastric problems

Based method Task Application Reference

Convolutional neural network Classification Benign or malign of stomach biopsy specimens 79

Benign or malignant images 58

Gastric cancer or non- cancer 32

64

Gastritis or non- gastritis 34

Helicobacter pylori- positive or helicobacter pylori- negative 38

39

Helicobacter pylori–related gastritis, reactive gastropathy and 
histologically normal gastric mucosa

40

Neoplasm or non- neoplasm 80

Normal gastric images or early gastric cancer images 60

Normal or abnormal gastric slow wave 61

With and without histology- proven atrophic gastritis 35

Convolutional neural network and 
residual neural network

Benign ulcer and gastric cancer 42

Early gastric cancer,
advanced gastric cancer, high grade dysplasia,
low grade dysplasia or non- neoplasm

41

Convolutional neural network with
deep generalised multi- instance 
learning

Differentiation degree (poorly and well/moderately) and
lauren type (intestinal, diffuse and mixed)

81

Convolutional neural network and 
deep reinforcement learning

Gastric sites 62

Residual neural network Gastric cancer type (intestinal type or diffuse type) 52

Microsatellite instable or microsatellite stability 53

Recurrent neural network Live or dead probability 51

Convolutional neural network Classification/
detection

Benign or malignant gastric ulcer/gastric ulcer 43

HER2+ tumour, HER2 tumour or non- tumour/necrosis detection 5

Detection Gastric cancer 65

Gastritis or non- gastritis 36

37

Lymphocyte or non- lymphocyte 66

Normal mucosa, non- cancerous pathology, cancer 63

Signet ring cell cancer 29

Signet- ring cell carcinoma component intramucosal or advanced 82

Gastric ulcer 43

Necrosis detection 5

Generative adversarial network Generation Gastritis image generation 56

57

Residual neural network Segmentation Gastric cancer 54

Fully convolutional network Gastric tumour 48

Recognise small cancerous tissues 49

The CNN layers are divided into input, feature 
extraction, activation and classification, which precedes 
the output layer. A graphical CNN model structure can 
be seen in figure 5.

The input layer sets the original images of the problem 
to be solved on the neural network. The next step is to 
insert feature layers, which correspond to convolutional 
and grouping layers (or subsampling), both working 

together using kernels or spatial filters and extracting 
important features.

The activation function makes the non- linear trans-
formation in the input data, making it able to learn 
and perform more complex tasks. In this way, each 
layer becomes a specialist in identifying essential image 
features, such as colours, contours, curves, formats, and 
others that depend on the image application domain.
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Figure 4 Number of publications by image data type.

Figure 5 Typical convolutional neural network architecture.

The convolutional kernel values are learnt by the 
network in the training phase using the backpropagation 
algorithm.45 This process generates known activation 
maps, which are produced by each layer and aid in the 
resource extraction process. Since the pooling filters do 
not have defined values, they are used as a logical opera-
tion to reduce the processing load of the network. These 
filters produce another image (matrix of pixels) with 
smaller dimensions than the previous filter, which can 
extract the maximum, average or minimum value of a 
pixel inside the filter that will be applied in the image.

After each layer, the original image dimensions are 
reduced within the network; these images are used to 
feed a neural network, usually a multilayer perceptron, 
to perform the classification of calculated resources in 
the previous layers.

In this way, a CNN can adjust the image data set by 
reducing parameters and reusing weights, enabling the 
successful capture of spatial and temporal image depen-
dencies by applying relevant filters.46

Other approaches used were fully connected networks 
(FCNs)47 with two applications: segmentation of gastric 
tumours and gastric cancer;48 49 recurrent neural networks 
(RNNs)50 with one application: predicting survival rate 
after gastric surgery;51 deep residual networks22 with three 
applications: prediction of microsatellite instability in the 
gastrointestinal cancer, gastric cancer segmentation, and 
classification of gastric cancer type (intestinal and diffuse 
type);52–54 and generative adversarial networks55 with 

one application: generation of synthetic and anonymous 
images of gastritis.56 57

heteroGeneIty on deeP learnInG Model ParaMeters
The prediction task of tumour (malignant or non- 
malignant) are the most abundant in literature, followed 
by detection and segmentation tasks (see table 2). 
More than 80% of the papers use convolutional neural 
networks with hyperparameter adjustments, and better 
model performance were achieved by combining with 
other algorithms.

Real- world applications, especially in the medical field, 
often result in a deficit of training data, mainly due to 
difficulties in obtaining well- annotated data.34 35 52 56–59 
This fact impacts model training and consequently, 
model reconstruction. Most studies applied alternative 
methods such as transfer learning, secondary training 
and fine- tuning to overcome the lack of insufficiency of 
image samples.35 38 39 41–43 52 53 58 60–63

Transfer learning allows a new classification task to be 
performed on a pre- trained model.52 59 This method can 
make it possible to train a neural network and perform a 
classification task on a very small data set. Therefore, it is 
possible to perform secondary training or fine- tune the 
weights learnt from new data sets.61

Secondary training consists freezing low- specificity 
weights from initial subset of layers from the neural 
network, while subsequent layers remain for data training. 
Then, new data are used to adjust and model fine- tune 
with high- specificity weights.61 Fine- tuning is the process 
of adjusting the parameters of the entire neural network 
to adjust the model for different applications.37

Nakashima et al39 used GoogleNet fine- tuning to diag-
nose Helicobacter pylori infection (H. pylori) and showed a 
promising diagnostic model with area under the curve 
(AUC) of 0.96 and 0.95. The authors used a pre- trained 
CNN model, trained with 1.2 million general images of 
the The ImageNet Large Scale Visual Recognition Chal-
lenge (ILSVRC) 2014 classification challenge, and 2000 
training endoscopic images, including image rotation 
magnification. The images were bright blue and linked 
colour image laser image data.
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Lee et al42 proposed detecting malignancies of gastric 
endoscopic images using deep learning by transfer 
learning. The authors used a data set consisting of 200 
normal cases, 367 cancers and 220 ulcers, and applied the 
pre- trained ResNet and VGGNet models to ImageNet. A 
binary classification model, considering normal samples 
versus cancer cases and normal versus ulcers, resulted in 
accuracy above 90%. The case of ulcer versus cancer classi-
fication resulted in a lower accuracy of 77.1%. According 
to the authors, this result was possibly due to the smaller 
difference in image appearance when compared with a 
normal case.

Lee et al51 developed a deep learning- based model to 
predict survival rate after surgery. Although most studies 
used images as input data, Lee et al51 adopts clinical data 
to feed the deep neural network. The authors proposed 
a network based on a RNN called a survival recurrent 
network. This model uses time- sequential data only in the 
training step, and on being trained, it receives the initial 
data from the first visit and then sequentially predicts 
the outcome at each time point until it reaches 5 years. 
Training data were obtained from patients with gastric 
cancer by including all available clinical and pathological 
information and treatment regimens.

We also found a gastritis detection study in double- 
contrast upper gastrointestinal barium X- ray radiog-
raphy images with sensitivity, specificity, and harmonic 
mean equal to 0.962, 0.983, and 0.972, respectively,36 and 
one automatic segmentation study in histopathological 
images of gastric cancer. A neural network architecture 
combined with a new algorithm, known as overlap region 
prediction, resulted in an intersection over union coeffi-
cient of 0.883 and an average accuracy of 91.09% in the 
data set.49

Among the new deep learning network, GastricNet64 is 
a deep learning- based framework for gastric cancer detec-
tion. The GastricNet adopts different architectures for 
superficial and deep layers. This network showed supe-
rior results when compared with the model proposed 
by Liu et al.32 GastricNet achieved average classification 
accuracy of 100% based on image slices.

For automatic segmentation, GT- Net were proposed by 
Li et al48 that is constructed under the BOT gastric slice 
data set, also used in both GastricNet64 and Liu et al.32 
GT- Net adopts different architectures for shallow and 
deep layers, multiscale module, characteristics pyramid 
and upsampling convolutional module to improve the 
extraction of resources. GT- Net performed better than 
next- generation networks such as FCN- 8s and Unet, 
achieving a new F1- score of 90.88% and state- of- the- art 
gastric tumour segmentation.48

Malignancy detection was conducted by Hirasawa et 
al,65 which proposed a CNN based on the single- shot 
multibox detector architecture, by training the model 
with 13 584 endoscopic images of gastric cancer. CNN 
were evaluated with 2296 test images in 47 s and correctly 
diagnosed 71 of 77 gastric cancer lesions with an overall 
sensitivity of 92.2%. Approximately 161 non- cancerous 

lesions were detected as gastric cancer, resulting in a 
positive predictive value of 30.6%. Exactly 70/71 lesions 
with a diameter of 6 mm or more, as well as all invasive 
cancers were correctly detected. An important detail in 
this work is that single- shot multibox detector did not 
have changes in its original algorithm, evidencing a high 
potential of CNN models in different database types.

For automatic detection both CNN and RNN have 
been proposed. CNN model for automatic lymphocyte 
detection were constructed under immunohistochem-
ical images of gastric cancer and achieved a precision 
of 96.88% regarding test sets.66 In other way, Liu et al52 
demonstrated a RNN for automatic detection of intes-
tinal or diffuse gastric cancer by using gastric pathology 
images, with an F1- score of 96%.

In summary, a high potential for deep learning appli-
cations was observed associated with endoscopic, histo-
logical and X- ray images of gastric tissue combined with 
transfer learning, in contrast to traditional classification 
or detection algorithms.

Model evaluatIon
Model evaluation is a mandatory step in machine 
learning- based applications. Commonly, a model is 
trained and tested with distinct samples, and evaluation 
metrics are extracted for performance analysis. Accuracy 
is the predominant metric in selected studies. Although 
widely used, accuracy is not enough to model evalution. 
Global accuracy may be predisposed to bias in training or 
test data, thus producing non- generalised models. In this 
way, other evaluation metrics are combined for a solid 
decision regarding the proposed model. To fill this gap, 
other metrics have been combined, such as recall, preci-
sion, sensitivity, F1 score, receiver operating character-
istic and AUC curve analyses.

Additionally, both mean intersection over union (IoU) 
and average classification accuracy (ACA) have been 
applied for evaluation analysis.49 64 IoU is a performance 
measure commonly used in image segmentation. Basi-
cally, the IoU is defined as the size of the intersection 
divided by the union of the two image regions67 and 
represents the similarity between a predicted region and 
a true region related to an object. Additionally, ACA is 
the overall correct classification rate of all the testing 
images.64

oPen source tools and theIr aPPlIcatIons
Several ready- made and optimised tools for deep learning 
project development are currently available in a variety 
of programming languages. Such solutions are mostly 
open source and have contributed significantly to the 
growing popularity of machine learning methods. Based 
on GitHub activity, among the most popular software 
and libraries, the most used in 2018 were TensorFlow,68 
followed by Keras,69 PyTorch,70 Caffe,71 and Theano72 
(see figure 6).
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Figure 7 Frameworks used in the selected papers.

Figure 6 The most popular libraries used in 2018.

In this review, we found that 13 papers did not report 
their libraries (see figure 7). Keras were used in eight 
studies, Caffe were applied in six studies, TensorFlow 
were used in five, and PyTorch had one application. In 
addition, Theano was not applied directly in any article.

Below is a brief commentary about the five most popular 
libraries in 2018 and their main areas of application.
1. TensorFlow. Developed by researchers and developers 

of the Google Brain team; it has pre- written codes for 
many of the complex deep learning models and has 
applicability mainly in textual data such as language 
detection, text summary and image recognition such 
as image caption, recognition and object detection, 
and sound recognition, time series analysis and video 
analysis.

2. Keras. Written in Python, it can work with TensorFlow, 
Microsoft Cognitive Toolkit, Theano or PlaidML as the 
back end. Its main focus is its ease of use, it is modu-
lar and extensible and has well- known models of high- 
performance famous networks such as VGG16 and 
VGG19,73 InceptionV3,74 among others; therefore, it is 
more useful for learning transfer tasks.

3. PyTorch. Elaborated by Facebook, it is more focussed 
on the area of academic research because it is more 
transparent and flexible. It is useful mainly in tasks 
with images (detection, classification, among others), 
text processing and learning by reinforcement.

4. Caffe. Facing the image processing field and therefore 
focussed on computer vision, it has a high processing 
speed compared with other solutions in imaging ap-
plications. It is basically applied in simple regression, 
large- scale classification of images, Siamese networks 
for image similarity, and speech and robotic applica-
tions.

5. Theano. It is one of the oldest and most stable libraries 
available and low level, with applications in the most 
varied problems, such as image classification, object 
detection, chatbots, automatic translation, reinforce-
ment agents or generator models.

A study conducted in 2016 on the performance of the 
most popular frameworks at the time, with the excep-
tion of Keras, can be found in more detail in.75 In addi-
tion, a more complete list of frameworks can be found 
at (http:// deeplearning. net/ software_ links/). In the 
case of programming languages, a variety of them can 
be used to solve machine learning problems, but some 
have greater applicability due to the optimisation of 
algorithms in regard to computational performance 
issues, such as memory management and the use of 
processors, as well as the ease of syntax that becomes an 
advantage.

the lack of Model reProducIbIlIty
Transparency and reproducibility are two important 
aspects of all research medical studies,76 moreover, both 
aspects have been neglected. The scientific process 
comprises not only a research paper as a product, but it 
must also be composed of technical documents, as well as 
scripts, and public and private databases might be acces-
sible and clearly documented to provide an easy repro-
duction of results.

Most research teams build their own image collections, 
and a low number, less than 18%, of research studies 
constructed deep- learning models with public data. Most 
research studies restricted the use of their own data, 
being that only two databases could be accessed.

References or links were not provided, producing 
a gap for reproducibility and transparency in medical 
imaging studies. It is important to emphasise that acces-
sible image collections have fundamental importance for 
the improvement of transparent models, allowing the 
reproducibility of the experiments. It is worth noting that 
the growth of deep learning applications requires a large 
volume and reliable image collections, and the construc-
tion of this mass of data allows to perform comparative 
model studies.

In addition to the lack of data sharing, there is a defi-
ciency in most of the works regarding computational cost 
and hardware specifications, as well as libraries that were 
not reported by the aforementioned papers. For repro-
ducibility, we indicate that studies in deep learning must 
report all model parameters, mainly regarding training, 
model test and evaluation.

http://deeplearning.net/software_links/
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conclusIon
The development of tools capable of leading to an accu-
rate and efficient diagnosis based on artificial intelligence 
has been pursued in recent years. With the wide availa-
bility of graphical processing units, medical researchers 
are using machine learning approaches and have been 
achieving exciting results. Thus, we observed a marked 
increase in the number of publications related to deep 
learning applied to the gastric tissue in the last year.

The US Food and Drug Administration (FDA) 
published a discussion document that proposes a regu-
latory framework for modifications to software based 
on artificial intelligence/machine learning (AI/ML) as 
a medical device (SaMD).77 The recent advances and 
developments in software based on artificial intelligence 
will imply methodological requirements that can provide 
safety, quality and efficiency of AI- based software as a 
final product to the patient. The document explores 
the proposal for a new regulatory approach to the total 
product life cycle, to promote a rapid cycle of continuous 
product improvements. Thus, it directs manufacturers 
to be constantly vigilant in the maintenance, safety, and 
effectiveness of their SaMD.

Two AI- based medical devices have already been 
approved by the FDA. One, the IDx- DR analyses images 
of the retina to detect diabetic retinopathy and the other, 
called Viz.AI analyses images in search of indicators of 
stroke.78 Both algorithms are categorised as ‘blocked 
algorithms’. These algorithms are not modified each 
time they are used and improvements are made over 
periods, using specific training data and an evaluation 
process that allows the product to function fully.

The performance of these ‘blocked’ medical devices 
is essential for decision- making and the choice of accu-
rate and reliable diagnostics. However, it is a difficult task 
to evaluate the performance of products that learn and 
evolve on their own whenever they are presented with 
new real- world data. Applications with promising results 
are being developed for gastric disease diagnostics and 
in other domains of health. In this way, the FDA asks for 
effective, safe and reliable forms of regulation of these 
adaptable systems so that they can enter the market more 
quickly and improve medical care for the patient.

Deep learning applications have been reported for 
analyses of endoscopy, histology, immunohistochem-
istry or pathology, stomach X- ray, and CT images. Some 
studies have addressed classification or detection task in 
gastric cancer. Most of the papers addressed classification 
or detection of gastritis, H. pylori, gastric neoplasms, and 
gastric ulcers.

For real- world applications, especially in the medical 
field, there is often a shortage of training image collec-
tions sufficiently necessary for model reconstruction, 
mainly due to difficulties in obtaining well- annotated 
data. Thus, one of the most commonly used methods 
in the analysed works was transfer learning, secondary 
training, and fine- tuning, as well as comparison with the 
results of self- designed networks.

Additionally, as presented above, insufficient evalu-
ation metrics are being used, and data sets vary widely. 
Also, there is a shortcoming in most work regarding 
computational costs, hardware specifications, and 
applied libraries. Data sets should be used with as many 
evaluation metrics as possible to allow fair comparisons. 
Therefore, while the results of studies have the potential 
for deep learning associated with various types of gastric 
tissue images, further studies may need to be clearly and 
transparently performed, with database availability and 
reproducibility, to develop applicable tools that assist 
health professionals.
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