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ABSTRACT

Nucleic acid secondary structure plays an
important role in nucleic acid–nucleic acid
recognition/hybridization processes, and is also
a vital consideration in DNA nanotechnology. Al-
though the influence of stable secondary structures
on hybridization kinetics has been characterized,
unstable secondary structures, which show positive
�G◦ with self-folding, can also form, and their effects
have not been systematically investigated. Such
thermodynamically unfavorable secondary struc-
tures should not be ignored in DNA hybridization
kinetics, especially under isothermal conditions.
Here, we report that positive �G◦ secondary
structures can change the hybridization rate by
two-orders of magnitude, despite the fact that their
hybridization obeyed second-order reaction kinet-
ics. The temperature dependence of hybridization
rates showed non-Arrhenius behavior; thus, their
hybridization is considered to be nucleation limited.
We derived a model describing how �G◦ positive
secondary structures affect hybridization kinetics in
stopped-flow experiments with 47 pairs of oligonu-
cleotides. The calculated hybridization rates, which
were based on the model, quantitatively agreed with
the experimental rate constant.

INTRODUCTION

An oligonucleotide strand binds to its complementary
strand and forms a double helical structure, according to the
Watson–Crick rules for base-pairing (1). Many important
techniques used in biology utilize duplex formation or hy-
bridization (2–5). The kinetics of oligonucleotide hybridiza-
tion has been investigated since the 1960s (6–8). Earlier re-
searchers proposed the nucleation-zipper model, consistent
with their kinetic experiments (3,9). Based on this classical
model, researchers later investigated the quantitative rela-
tionship between sequence properties and hybridization ki-

netics (10–12). However, compared with knowledge of the
thermodynamics of DNA hybridization (13–15), our under-
standing of its kinetics is limited (16), and the prediction of
hybridization rates from base sequences is still difficult.

Influences of secondary structure on the kinetic prop-
erties of hybridization have been investigated by many re-
searchers (17–23). However, these studies focused only on
sequences with stable secondary structures, which show a
negative standard Gibbs free energy change (�G◦) for sec-
ondary structure formation. There are also sequences with
unstable secondary structures, which show a positive �G◦
(|�H◦| < |T�S◦|, �H◦ < 0, and �S◦ < 0, in Gibbs free en-
ergy calculation). Although such structures are thermody-
namically unfavorable, they exist at almost the same con-
centration as the unstructured coil when the absolute value
of �G◦ is very small. Thus, positive �G◦ secondary struc-
tures should no longer be ignored in hybridization kinet-
ics, especially under isothermal conditions involved in nu-
merous biosensor techniques and recent DNA network sys-
tems (24–28). Nevertheless, to our knowledge, influences of
positive �G◦ secondary structures on hybridization kinetics
have not been systematically investigated.

In this study, we characterized effects of positive �G◦
secondary structures on DNA hybridization kinetics. The
hybridization kinetics for 47 pairs of 23-mer oligonu-
cleotides was measured using stopped-flow fluorescence
spectroscopy at different temperatures, and their secondary
structures and duplex stabilities were studied by thermal
melting. The observed hybridization kinetics was signifi-
cantly dependent on the base sequence, and the rate con-
stant varied by more than two orders of magnitude among
sequences with no �G◦ negative secondary structures. The
rate constant tended to decrease with the probability of in-
tramolecular base pairing of positive �G◦ secondary struc-
tures. Their hybridization obeyed second-order reaction ki-
netics, and the temperature dependence of the rate con-
stant showed non-Arrhenius behavior. Therefore, their hy-
bridization must be nucleation limited, and so the reac-
tion model presented by previous researchers to explain the
effects of stable secondary structures on hybridization ki-
netics (a rate-limiting process based on destruction of sec-
ondary structure) was found not to be applicable in cases of
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Table 1. List of DNA sequences used in this study, �G◦ (kcal/mol) valuesa, �F* valuesb, second-order rate constants and experimental duplex melting
temperatures

�G◦ (kcal/mol) �F* (a.u.) kapp Tm

No. Sequence A strand B strand A strand B strand (105 M−1s−1) (◦C)

0 GCCCACACTCTTACTTATCGACT 2.2 1.7 1.12 ± 0.01 1.32 ± 0.01 35 ± 2 61.5
1 AGAGGCTTATAACTGTGTCGGGT 1.6 1.8 1.59 ± 0.02 1.30 ± 0.01 21.0 ± 0.7 63.0
2 TGTTCTAAGATTATCCTCCCGCC 1.8 1.7 1.410 ± 0.005 1.7 ± 0.2 22.1 ± 0.7 62.0
3 GGCGGCTATAACAATTTCATCCA 1.8 1.4 1.49 ± 0.01 2.26 ± 0.02 28 ± 2 63.5
4 TAGCCCAGTGATTTATGACATGC 1.5 1.4 3.2 ± 0.1 3.9 ± 0.1 4.3 ± 0.1 64.5
5 GCATCTACACTCAATACCCAGCC 1.4 1.4 1.841 ± 0.009 1.310 ± 0.002 43 ± 2 62.5
6 GCCCGTACTGTTGAGATTATGGT 0.96 1.8 1.9 ± 0.2 1.82 ± 0.04 9.2 ± 0.4 64.5
7 GCACCTCCAAATAAAAACTCCGC 1.6 0.94 1.10 ± 0.09 1.32 ± 0.02 48 ± 4 64.5
8 AGATCAGAGATAGTTACGCCGCA 1.2 1.2 1.68 ± 0.03 1.39 ± 0.09 12.5 ± 0.5 66.0
9 TATGTTCCTTACCCCGTTTACCA 1.3 0.96 1.4 ± 0.2 0.7 ± 0.3 7.3 ± 0.1 62.0
10 TAGCCAACTCTAAATAACGGACG 1.1 1.1 1.43 ± 0.01 1.54 ± 0.02 10.2 ± 0.2 63.5
11 GAAGGAATGTTAAAATCGTCGCG 1.0 1.0 1.47 ± 0.04 1.38 ± 0.03 7.7 ± 0.2 64.0
12 TTTGTTTTCCTTATGAGCCAGCC 1.2 0.94 1.18 ± 0.09 0.8 ± 0.6 14.3 ± 0.5 62.5
13 GCCCCGATATCTATTTTAGGACG 1.0 1.0 4.1 ± 0.3 2.3 ± 0.1 13.5 ± 0.8 62.5
14 CGCAGGAGAGTTAAACGAAAGCA 1.0 0.99 1.23 ± 0.09 1.0 ± 0.6 1.038 ± 0.009 64.5
15 GGCTCTATACGATTAAACTCCCC 1.2 0.76 1.66 ± 0.08 1.78 ± 0.05 15.5 ± 0.6 61.5
16 CATCTGAACGAGTAAGGACCCCA 1.2 0.76 1.84 ± 0.02 3.5 ± 0.2 12.1 ± 0.2 64.5
17 CGTCTATTGCTTGTCACTTCCCC 0.96 0.86 2.9 ± 0.1 2.1 ± 0.4 5.23 ± 0.04 65.5
18 AGTCCTTGGTTATCATTCCCTCT 0.85 0.93 1.55 ± 0.01 1.89 ± 0.03 10.5 ± 0.5 61.5
19 GGTCTCAGCTAATTTCACACAGA 0.85 0.85 1.21 ± 0.07 1.419 ± 0.009 6.3 ± 0.2 62.5
20 TGGGGGGCATAAAACGATACTAG 0.6 1.1 1.53 ± 0.01 1.30 ± 0.06 4.7 ± 0.08* 61.5
21 TGCTCACTTACATTACGTCCATG 0.93 0.7 3.7 ± 0.2 2.34 ± 0.07 7.0 ± 0.2 63.0
22 ACCCTTTATCCTGTAACTTCCGC 0.94 0.68 1.38 ± 0.08 1.213 ± 0.003 26 ± 2 63.0
23 GCCTAGTGAAACCGTAAGTGCAT 0.91 0.68 2.4 ± 0.1 3.3 ± 0.7 1.73 ± 0.03 65.0
24 TCAGCACTCTACTTGACGGACTT 0.74 0.82 2.13 ± 0.06 1.75 ± 0.02 0.874 ± 0.007 65.5
25 AGGTTAGGATTTGTCGGGAGATG − 0.049 1.3 1.52 ± 0.08 1.0 ± 0.2 31 ± 3 63.0
26 GTCCCGGAAAATACTATGAGACC 0.83 0.36 1.80 ± 0.06 2.9 ± 0.3 0.368 ± 0.003 61.5
27 GGCGCTTAAATCATCTTTCATCG 0.73 0.45 1.92 ± 0.03 5.93 ± 0.03 5.9 ± 0.2 64.5
28 CCGTCGTGTTATTAAAGACCCCT 0.15 0.62 1.94 ± 0.03 2.110 ± 0.008 0.759 ± 0.005 62.5
29 GAGTCAATCGAGTTTACGTGGCG 0.34 0.43 1.78 ± 0.07 1.88 ± 0.01 0.488 ± 0.006 65.0
30 TTCGGTTCTCTCCAAAAAAAGCA 0.85 − 0.18 2.74 ± 0.09 4.16 ± 0.03 2.17 ± 0.03 62.0
31 TGGCACTTATAGCTGTCGGAAGA − 0.15 0.71 2.94 ± 0.08 2.3 ± 0.2 1.58 ± 0.01 63.5
32 GAGTCCGCAAAAATATAGGAGGC − 0.083 0.38 1.43 ± 0.06 1.68 ± 0.02 22.0 ± 0.5 61.5
33 CGAGAGTCTGTAATAGCCGATGC 0.25 0.031 3.0 ± 0.2 2.0 ± 0.4 10.6 ± 0.2 63.0
34 GCCTCACATAACTGGAGAAACCT 0.08 0.17 1.67 ± 0.04 4.83 ± 0.06 10.8 ± 0.4 61.5
35 GGCTGTCAATTTATCAGGGAGGC 0.14 0.044 3.22 ± 0.03 2.04 ± 0.04 28.3 ± 0.9 63.0
36 TTCGCTGATTGTAGTGTTGCACA 0.29 − 0.44 3.22 ± 0.02 1.6 ± 0.1 0.773 ± 0.007 65.0
37 ATGGGAACCTAAAAGTGTGGCTA − 0.53 0.14 2.24 ± 0.07 2.0 ± 0.5 1.96 ± 0.03 63.5
38 GCATTGAGGTATTGTTGCTCCCA − 0.048 − 0.37 1.79 ± 0.03 1.2 ± 0.4 30 ± 1 62.5
39 CCATCAGGAATGACACACACAAA − 1.2 − 0.037 2.1 ± 0.2 2.6 ± 0.1 14.7 ± 0.4 61.0
40 ATGCACCGGTAATATTCCTCTGC − 0.44 − 1.0 2.5 ± 0.1 3.2 ± 0.2 0.96 ± 0.02* 64.0
41 CGCAGGAATTAACATGATGAGCG − 1.0 − 1.0 2.42 ± 0.07 2.1 ± 0.4 1.07 ± 0.02* 62.0
42 GAAACACTGGATACCTGTGGGAC − 1.9 − 0.49 4.2 ± 0.4 3.2 ± 0.1 0.342 ± 0.002* 63.0
43 GGGATAGAACTCACGTACTCCCC − 1.2 − 1.6 2.55 ± 0.08 4.5 ± 0.3 0.146 ± 0.003* 62.5
44 GGGATCAGTTGTACACTCCCTAG − 1.3 − 1.5 4.3 ± 0.2 2.5 ± 0.4 0.585 ± 0.008* 63.5
45 ATGCGTAACACTCCGTATTGCAT − 1.7 − 2.0 2.81 ± 0.09 4.5 ± 0.4 0.103 ± 0.001* 65.0
46 GGTCGAAACGTTATATTAACGCG − 2.5 − 3.0 8.2 ± 0.2 12.1 ± 0.3 1.93 ± 0.02 64.5

aPredicted standard Gibbs free energy change at 25◦C of the most stable self-folded structure.
b�F* = �F/102, where �F is the fluorescence intensity change at 25◦C obtained by the ssDNA melting experiment.
*Determined by linear regression.

positive �G◦ secondary structure. Here, we derived a model
describing how these positive �G◦ secondary structures af-
fect hybridization kinetics, and the model enabled us to cal-
culate hybridization rate constants from base sequences that
agreed well with the experimental hybridization rate con-
stants.

MATERIALS AND METHODS

DNA oligonucleotides

A total of 47 pairs of complementary DNA sequences were
designed. We denoted one strand in the pair A and the other

B. Sequences of the A strands are shown in Table 1, where
they are written in the 5′-to-3′ direction. The DNA oligonu-
cleotide sequences used in this study were based on those
described by Gotoh et al. (29) and were designed in silico
(i) to contain 23 nucleotides, (ii) to have a similar melting
temperature, (iii) to have neither stable misnucleation nor
mishybridization, and (iv) to prevent the formation of very
stable secondary structures.

Melting temperatures were calculated according to the
work of SantaLucia et al. (13). Sequences were designed to
have melting temperatures of 63.0 ± 2.0◦C under conditions
of [Na+] = 0.195 M and [Mg2 +] = 0 M.
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The stability of misnucleation was calculated, and the re-
sult indicated that five or more unwanted successive base-
pairs rarely formed. In addition, the calculations for strand
A (or B) using UNAFold (30) indicated that over 99% of A
(or B) existed as monomers rather than dimers (AA or BB)
under our experimental conditions (25◦C, 50 nM single-
stranded DNA (ssDNA), [Na+] = 0.195 M, and [Mg2 +]
= 0 M). Therefore, effects of misnucleation and mishy-
bridization were negligible, and we confined this study to
intramolecular secondary structures.

Secondary structure prediction of DNA oligonucleotides
was performed using UNAFold under our experimental
conditions (25◦C, [Na+] = 0.195 M, and [Mg2 +] = 0 M).
Additionally, ‘no isolated base pairs’ and ‘no dangle’ op-
tions were employed, according to Mathews et al. (31) and
Zhang et al. (10), respectively. The probabilities of ssDNA
intramolecular base pair formation were calculated using
the hybrid2.pl program in UNAFold. The predicted �G◦
values of the secondary structures ranged from −3.0 to 2.2
kcal/mol (Table 1). This range included both previously in-
vestigated and unexplored range values. Gao et al. (17) re-
ported the effects of secondary structures having negative
�G◦ values on DNA hybridization kinetics, and the �G0

values of these secondary structures were −4.4 and −1.7
kcal/mol under our experimental conditions.

All DNA oligonucleotides were commercially syn-
thesized, HPLC purified (SIGMA-Genosys, Hokkaido,
Japan), and stored in 1× TE buffer (10 mM Tris–HCl, 1
mM EDTA, pH 8.0) at −20 ◦C until use.

Thermodynamic measurements

Melting curves of ssDNA and double-stranded DNA (ds-
DNA) were recorded in the presence of 0.5× SYBR®

Green I fluorescent dye (Lonza, Basel, Switzerland) using
a CFX96 real-time PCR detection system (Bio-Rad Lab-
oratories, Inc., Hercules, CA, USA). The excitation wave-
length was 494 nm, and emission wavelength was 521 nm
(optimal fluorescence signal for SYBR® Green I). A total
reaction volume of 50 �l and DNA concentrations of 50 nM
were used in the experiments. The buffer solution was 1×
saline-sodium citrate (SSC) (150 mM NaCl, 15 mM sodium
citrate). The reaction mixtures were cooled from 95◦C to
15◦C at a rate of 0.5◦C/min, and subsequently heated to
95◦C at the same rate. Fluorescence intensity changes were
recorded every 1 min. The melting temperatures for DNA
sequences (Table 1) were determined from peaks in the dif-
ferential melting curve.

Kinetic measurements

An RX-2000 stopped-flow instrument (Applied Photo-
physics, Surrey, UK) was used to determine the rate of DNA
hybridization for the various sequences. A circulating wa-
ter bath regulated the temperature of the working solu-
tions, which were held in two separate syringes. Each sy-
ringe contained a complementary DNA strand solution of
equal DNA strand concentrations (50 nM) that was allowed
to equilibrate to the indicated temperature before the reac-
tion. The buffer solution was 1× SSC. PicoGreen® fluores-
cent dye (Invitrogen, Carlsbad, CA, USA) (32,33), a dye for

quantitating dsDNA in the presence of ssDNA, was used to
observe duplex formation. The syringe drive delivered equal
volumes (0.5 ml) of each solution into the reaction cham-
ber through a rapid mixing chamber, with a dead-time of
8 ms. After the solution was inside the reaction chamber,
the fluorescence wavelength at 523 nm (with an excitation
wavelength of 502 nm) was measured every 0.5 or 1 s, de-
pending on the total time of the experiment, until equilib-
rium was reached using a fluorescence spectrophotometer
LS 55 (Perkin Elmer, Waltham, MA, USA). The total reac-
tion time was 1800–86 400 s. For each duplex forming reac-
tion, at least three injections were performed.

The PicoGreen® intercalating dye bound quickly
enough to monitor hybridization (less than 0.5 s, see
Supplementary Figure S1). The dye concentration recom-
mended by the manufacturer was used, and the fluorescence
intensity was proportional to the dsDNA concentration
under our experimental conditions (Supplementary Figure
S2). Additionally, we confirmed that the hybridization
rates obtained by this method agreed well with those
obtained by an absorbance method (Supplementary Figure
S3). In this fluorescence method, hybridization could be
monitored with DNA concentrations lower than those
used in the absorbance method, thus allowing for (i) slower
hybridization, such that we could measure hybridization
kinetics with a higher time resolution and (ii) lower costs
for DNA synthesis, which further enabled us to obtain
hybridization data for more types of DNA sequences than
previous studies.

The normalized fluorescence intensity was obtained in
such a way that one normalized unit (n.u.) of intensity cor-
responded to the average of the final 200 data points of flu-
orescence intensity. A fluorescence intensity of 0 n.u. cor-
responded to the minimum fluorescence data point of each
trace, and t = 0 also corresponded to this point.

Analysis of kinetic data

DNA hybridization rate constants were determined by lin-
ear and nonlinear second-order fitting of the fluorescence
data, according to Gao et al. (17). Hybridization of two
complementary DNA strands was modeled using the sim-

ple irreversible second order process: A + B
k−→ AB. A is a

ssDNA strand, B is the complement of A, and AB is the per-
fect duplex composed of A and B. The concentrations of A,
B and AB were designated by CA, CB and CAB, respectively.
The second-order rate constant for AB duplex formation
was notated as k. Initially at time t = 0, CA = CA0, CB =
CB0 and CAB = 0. When t > 0, CA = (CA0 − CAB), and CB =
(CB0 − CAB). Hybridization of equal molar A and B strands
(CA = CB = C and CA0 = CB0 = C0) can be described by
second-order reaction kinetics:

1
C0 − CAB

− 1
C0

= kt. (1)

The observed fluorescence intensity at time t, F(t), and the
maximal fluorescence intensity, F∞, should be proportional
to CAB and C0, respectively. At time t = 0, F(0) = 0. Substi-
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Figure 1. Hybridization kinetics of 47 DNA sequences. Two complementary DNA strands at 50 nM each were rapidly mixed at 25◦C in 1× SSC buffer
with PicoGreen®. Colors indicate specific sequences and the sequence numbers are shown in the upper left of each panel. Time courses for the initial 70
seconds of three independent experiments are shown.

tuting F(t) and F∞ into Equation 1 yields the equation:

F∞
F∞ − F(t)

− 1 = C0kt. (2)

Here, we describe a plot for the left hand side of Equation
2 versus time as a second-order rate plot. Then, solving for
F(t) from Equation (2) yields the following:

F(t) = F∞C0kt
1 + C0kt

. (3)

The rate constant k was determined by linear fitting (Equa-
tion 2) or nonlinear fitting (Equation 3) to the fluorescence
data for three independent experiments, using SciPy (avail-
able at http://www.scipy.org/). In the former fitting, k was
the adjustable fitting parameter. The maximal fluorescence
intensity F∞ was constant and determined by the average
of the final 200 fluorescence intensity data points. In the lat-
ter fitting, fitting of the data up to 80% hybridization were
performed with both k and F∞ as the adjustable fitting pa-
rameters. The hybridization rate constants obtained were
denoted as kapp.

RESULTS

DNA hybridization kinetics

Oligonucleotide hybridization kinetics was determined us-
ing a stopped-flow apparatus with fluorescence spec-
troscopy. Figure 1 shows DNA hybridization kinetic data
obtained at 25◦C for 47 DNA sequences. Of the 47 DNA se-
quences, 32 sequences were predicted to have only positive
�G◦ secondary structures. The other 15 sequences had neg-
ative �G◦ secondary structures for either or both strands,
and they were studied for comparison with previous reports
on the effects of stable (negative �G◦) secondary structures
on hybridization kinetics. The total number of sequences

was much higher than that of previous hybridization kinetic
studies (e.g. three sequences in Gao et al. (17)). For every
sequence, hybridization was measured three times (Figure
1, experiments 1–3), and the obtained kinetic traces were
highly reproducible. Only results from the initial 70 seconds
are displayed, but the reaction was measured until equilib-
rium was reached, when the fluorescence is unity. We found
that the hybridization rate was strongly dependent on the
sequence. For example, sequence no. 35 (blue traces in the
first panel) formed 90% of duplexes within 60 s, while se-
quence no. 29 (purple traces in the second panel) formed
only 20%.

In order to test whether the observed oligonucleotide hy-
bridization kinetics was second-order, traditional second-
order rate plots of hybridization kinetics for all 47 DNA se-
quences were constructed (Supplementary Figure S4), and
those of typical sequences are shown in Figure 2. Figure
2A–C are the plots for sequences whose hybridization kinet-
ics were able to be fit with a straight line (Equation 2), and
panels A-C correspond to data from sequences showing rel-
atively fast, medium, and slow hybridization, respectively.
Hybridization kinetics for 40 of the total 47 sequences were
able to be fit with a straight line. Thus, their hybridization
obeyed second-order kinetics. The resulting hybridization
rate constants for the 40 sequences are shown in Table 1.
The rate constants varied by two orders of magnitude. For
31 of the 40 sequences, the �G◦ value of the most stable ss-
DNA secondary structure was positive for both strands. Six
sequences had slightly negative �G◦ (e.g. −0.53 kcal/mol)
secondary structures for either of the two complementary
strands. The other three had negative �G◦ values for both
strands (Table 1).

On the other hand, for the other seven of 47 sequences,
nos. 20, 40, 41, 42, 43, 44 and 45, their kinetic traces could
not be fit to a straight line and curved slightly upward (Fig-

http://www.scipy.org/
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A B

C D

Figure 2. Second-order rate plots of DNA hybridization kinetics. (A–C)
The data from typical sequences with hybridization obeying second-order
kinetics. The sequences are (A) no. 35, (B) no. 17 and (C) no. 36. Data up
to 80% hybridization are shown. A gray line is the best fit for the data from
three independent experiments; data from one experiment is shown here.
(D) The data from a typical sequence (no. 45) for which hybridization could
not be described using second-order reaction kinetics. The inset contains
a plot of the data for the initial 1000 s. The dotted line is fit to the initial
linear region of data (i.e. up to 250 s) by linear regression using Equation
(2).

ure 2D and Supplementary Figure S4). This kind of ki-
netic trace is similar to that obtained when first-order reac-
tions are plotted with a second-order rate plot. In addition,
their hybridizations were relatively slow. They completed
80% duplex formation in ∼103 seconds, whereas other se-
quences took ∼102 s. The predicted �G◦ values for these
seven sequences were negative for both of the complemen-
tary strands, except for sequence no. 20.

In order to obtain second-order rate constants for the
seven sequences, we applied the procedure described by Gao
et al. (17), and performed a linear fit of the initial data points
to Equation 2. The inset in Figure 2D shows the initial flu-
orescence data points of sequence no. 45. The kinetic trace
initially increased linearly, but then it curved downward af-
ter ∼200 s. Only data from no. 45 is displayed here, but this
trend was also observed for the other six sequences (Sup-
plementary Figure S5). Gao et al. observed this trend using
UV absorbance spectroscopy, and they proposed that the
first linear kinetic regime corresponds to the nucleation pro-
cess. Thus, second-order rate constants for nucleation of the
seven sequences were obtained by linear fitting, and the re-
sults are shown in Table 1 with asterisks. These values were
used as the kapp for each of the seven sequences.

A B

Figure 3. Melting curves of ssDNA for typical DNA sequences monitored
by fluorescence spectroscopy. (A) Thermal melting of two complementary
ssDNA strands (0A and 0B) for a sequence with no known negative �G◦
secondary structure. The sequence is shown in Table 1 (sequence no. 0).
Samples of 50 nM ssDNA in 1× SSC and 0.5× SYBR® Green I were
heated at a ramp rate of 0.5◦C/min. (B) Thermal melting of two comple-
mentary ssDNA, as in (A), but for a sequence having negative �G◦ ssDNA
secondary structures (sequence no. 46).

Melting curves

Melting curves of ssDNA and dsDNA were recorded by the
fluorescence method. For dsDNA, melting temperatures
obtained from these curves are listed in Table 1. Their melt-
ing temperatures fell within the narrow temperature range
of 63.5 ± 2.5◦C (Table 1). This result ruled out effects of du-
plex stability on the hybridization kinetics measured in this
study as shown later. The average Tm was higher than the
predicted value by 0.5◦C. This would be because an interca-
lating dye, SYBR® Green I, increases the thermo-stability
of sequences. Actually, our calculation, obtained following
the methods of Mcghee et al. (34) indicated that an approx-
imate 1◦C increment in the Tm value was due to dye interca-
lation. Therefore, the effect of dye intercalation on stability
of dsDNA is not substantial in this case.

For ssDNA melting, typical melting curves are shown in
Figure 3. Sequences predicted to have only positive �G◦
secondary structures showed a small fluorescence intensity
change, �F, compared to the change in dsDNA (Figure
3A). In contrast, sequences having negative �G◦ secondary
structures showed relatively large �F values (Figure 3B).
The fluorescence intensity from ssDNA increases as the
number of intramolecular base pairs increases. Therefore,
negative �G◦ sequences formed a greater number of in-
tramolecular base pairs than positive �G◦ sequences. Thus,
the stability of secondary structures (which increases with
the number of existing base pairs) for each sequence quali-
tatively agreed with the prediction using UNAFold. Quanti-
tatively, in a plot with data from all sequences (Supplemen-
tary Figure S6), we observed a positive correlation between
the change in fluorescence intensity with ssDNA melting
and the predicted intramolecular base pair number. The �F
values at 25◦C are shown in Table 1 as �F*.
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Figure 4. A plot of kapp versus �FA + �FB at 25◦C obtained from the
ssDNA melting experiments. Open diamonds correspond to sequences
showing second-order reaction kinetics (nos. 0–19 and nos. 21–39, 46).
Filled circles correspond to sequences showing more complex reaction ki-
netics (no. 20 and nos. 40-45; Their kapp values were determined by linear
regression). Vertical error bars correspond to standard deviations calcu-
lated from three independent experiments. Horizontal error bars were cal-
culated from duplicate experiments. The �F values for each single strand
(shown in Table 1 as �F*) were summed to obatin the value plotted (�FA
+ �FB). The inset contains a plot of the data ranged from 100 to 1000 of
�FA + �FB.

Hybridization rates and secondary structures

We observed that the upperbound of hybridization rate de-
creased with an increase in probability of base pairing in
ssDNA. Figure 4 displays this decrease with a plot of the
measured hybridization rate constants kapp versus the sum
of �F for ssDNA pairs at 25◦C (�FA + �FB). As the �FA
+ �FB value increased, the upper limit of the observed hy-
bridization rate constant decreased. This trend was also ob-
served in a plot of kapp versus the number of predicted base
pairs in ssDNA (Supplementary Figure S7). In addition, we
confirmed that a minor difference in duplex stability did not
affect the former trend (i.e. a decrease in the upper limit of
the hybridization rate constant with the value �FA + �FB)
(Supplementary Figure S8).

Temperature dependence and activation energy of DNA hy-
bridization

To study the temperature dependence of hybridization ki-
netics, time courses of hybridization at several different tem-
peratures were also determined for some sequences. Fig-
ure 5 shows the kinetic data from two typical sequences;
one shows second-order hybridization (Figure 5A), and
the other shows more complex hybridization (Figure 5B).
(For other sequences, see Supplementary Figure S9.) The
hybridization rate of the former sequence changed little
in the temperature range compared with that of the lat-
ter sequence. This is due to a difference in the stability of
secondary structures, and a similar trend was observed in
a comparison between the hybridization of unstructured
coils and hybridization with stable secondary structures
(18,35,36). Thus, hybridization with a positive �G◦ sec-

A B

Figure 5. Hybridization kinetics at 25, 30, 35, 40, 45 and 50◦C. (A) Ki-
netic data from sequence no. 0., which only has the positive �G◦ secondary
structure. Hybridization kinetics was measured three times (one of them is
plotted here) for each temperature. (B) The kinetic data of sequence no. 44,
which has some negative �G◦ secondary structures.

Figure 6. Arrhenius plots for the hybridization rate constants of sequences
nos. 0, 5 and 7 determined by non-linear fitting of the data from three inde-
pendent experiments. Error bars indicate standard deviations of the fitted
variable.

ondary structure showed a similar temperature dependence
as unstructured-coil hybridization.

For sequences showing second-order hybridization, hy-
bridization rate constants were obtained at 25, 30, 35, 40,
45 and 50◦C, and plotted in Figure 6. The temperature de-
pendence of the hybridization rate constants exhibited non-
Arrhenius behavior, and apparent activation energies of hy-
bridization changed from negative at high temperatures to
positive at low temperatures. The values of activation ener-
gies extracted from the plot are shown in Table 2.
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Table 2. Apparent activation energies in the respective temperature ranges

No. Ea (kcal/mol)a Ea (kcal/mol)b

0 11 ± 1 − 7 ± 4
5 8 ± 4 0 ± 3
7 8 ± 2 − 3 ± 1

aFitting temperature range: 25–35◦C.
bFitting temperature range: 40–50◦C.

DISCUSSION

Influence of thermodynamically unfavorable secondary struc-
tures on DNA hybridization kinetics

In this paper, the influences of thermodynamically un-
favorable secondary structures on hybridization kinetics
were studied. Thermodynamically unfavorable in this pa-
per, means that the standard Gibbs free energy change �G◦
for the formation of the secondary structure is positive. Of
the 47 DNA sequences used in this study, 32 sequences were
predicted to have only positive �G◦ secondary structures.
Such secondary structures and their influence on hybridiza-
tion kinetics were systematically studied here. The other 15
sequences had negative �G◦ secondary structures for either
or both strands, and they were studied for comparison with
previous reports on the effects of stable (negative �G◦) sec-
ondary structures on hybridization kinetics.

For sequences with positive �G◦ secondary structures,
the observed hybridization kinetics differed significantly
from sequence to sequence (Figure 1). Despite the large
differences in hybridization rates, all of the hybridization
obeyed second-order reaction kinetics, except for sequence
no. 20 (Figure 2, Figure S4). This result means that the hy-
bridization of these sequences is a bimolecular reaction. The
determined bimolecular rate constants varied two orders of
magnitude among the sequences (Table 1).

In addition, the temperature dependence of the hy-
bridization rates for sequences with positive �G◦ secondary
structures showed non-Arrhenius behavior (Figure 6). The
same behavior has been found in the hybridization of nu-
cleic acid sequences with no secondary structure (7). To
understand this behavior, the following explanation based
on the nucleation-limited nucleation-zipper model for the
hybridization has been applied: at low temperatures, a
diffusion-controlled nucleation process is the origin of pos-
itive activation energy Ea, and the negative Ea at high tem-
perature is due to the existence of metastable intermediates
in the nucleation process. This explanation should apply to
the hybridization of sequences with positive �G◦ secondary
structures and, therefore, their hybridization must be nucle-
ation limited.

The upperbound of hybridization rate of sequences with
positive �G◦ secondary structures decreased with �FA +
�FB (Figure 4). The �FA + �FB value increases as the
number of intramolecular base pairs in ssDNA. Therefore,
the upperbound of hybridization rate decreases with the
number of intramolecular base pairs, even if the secondary
structures formed by the intramolecular base pairing show
positive �G◦ values. This indicates that the positive �G◦
secondary structures prevent the nucleation process in hy-
bridization, rather than such thermodynamically unfavor-

A

C

B

Figure 7. A schematic of hybridization with positive �G◦ secondary struc-
tures. (A) An A strand has an unfolded state and N folded states (pos-
itive �G◦ secondary structures). Transitions between these states occur
with state-dependent rate constants. (B) Transitions between states for a
B strand. (C) Hybridization is divided into two processes of nucleation
and zippering. Nucleation occurs between a pair of A and B in any strand
states. The nucleation rate constant depends on the pair, because the num-
ber of nucleation sites differs from state to state. The subsequent zippering
is much faster than the nucleation, and the dependence of the rate constant
on zippering of the pair is not considered substantial.

able secondary structures being too unstable to have any
substantial effects on hybridization kinetics, as previously
believed. This would not be surprising when taking into
consideration that such positive �G◦ secondary structures
exist at almost the same concentration as the unstructured
coil when the absolute value of �G◦ is very small.

For some sequences with negative �G◦ secondary struc-
tures, we observed non-second-order hybridization. The
second-order rate plots for their hybridization showed the
same trend as the results reported in (17) (Figure 2). In the
case of negative �G◦ secondary structures, after the nucle-
ation process, there is a large free energy barrier with the de-
struction of secondary structures (17,18). This energy bar-
rier makes the hybridization kinetics more complex.

Hybridization model with thermodynamically unfavorable
secondary structures

Here, we derive a reaction model for hybridization with pos-
itive �G◦ secondary structures from our experimental ob-
servations. Figure 7 shows a schematic of our model, which
is an improved nucleation-zipper model taking into account
the influence of positive �G◦ secondary structures. An A
(or B) strand has N + 1 (or N′ + 1) conformational states:
a strand in an unfolded state As0 (or Bs0) and those in N
(or N′) folded states with positive �G◦ secondary struc-
tures, Asi(1 ≤ i ≤ N) (or Bsj(1 ≤ j ≤ N′)) (Figure 7A and
B). Here we note that not only the optimal (most stable)
secondary structure but also suboptimals (semi-stable sec-
ondary structures) are considered in our model. Based on
the traditional nucleation-zipper model for oligonucleotide
hybridization (9), a nucleus composed of a small number of
successive base-pairs forms first (nucleation process), and
subsequently, the double helix can zip up (zippering pro-
cess). Nucleation can occur between a pair of A and B in
any strand states, followed by zippering (Figure 7C). The
un-nucleation rate (AB* → A + B) was ignored because it is
much smaller than knuc under our experimental conditions
(not at a temperature of negative Ea).
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In addition, the following conditions should be satisfied
because of our experimental observation that the hybridiza-
tion was a second-order reaction: (i) the zippering rate (kzip)
was much larger than the nucleation rate (knuc) and (ii) tran-
sitions between the unfolded state and folded states were
much faster than the nucleation rate (i.e. kf, ku 	 knuc).
Therefore, the observed decrease in the upperbound of hy-
bridization rate with �FA + �FB can be attributed to the
decrease in knuc probably because of a reduction in nucle-
ation sites caused by stem (base-paired) and loop regions,
which are less accessible than coil regions.

Hybridization rate calculation from base sequence

To quantitatively validate our model, here we calculated the
hybridization rate, kcalc, from the base sequence, and com-
pared it with the experimental hybridization rate, kapp. The
value of kcalc should be proportional to (i) the number of nu-
cleation sites in a strand, and (ii) the nucleation capability
of each nucleation site.

The former can be determined by the predicted secondary
structure. Considering the concentration distribution for
various secondary structures formed by an ssDNA, a nu-
cleation site density, � , was adopted (for derivation of the
equation, see Supporting Information; Appendix S1). The
� value represents the number of nucleation sites per the
maximum number of nucleation sites in a strand, which is
unity when the strand forms no secondary structures (un-
structured coil). The value of � was calculated for both the
A and B strands, multiplied:

ρAB = ρAρB =
N∑

i=0

CAsi

CA

nAsi

nAs0

N′∑

j=0

CBs j

CB

nBs j

nBs0

, (4)

where C denotes the concentration of strands, and n
represents the number of nucleation sites. The sub-
script si (or sj) denotes an ith (or jth) conforma-
tional state of the strand. The 0th state is the unfolded
state, and the first state is the optimal (most stable)
folded state. Suboptimal folded states with �G◦ values
less than +1 kcal/mol above the �G◦ of the optimal
folded state were considered. Here, CA = ∑N

i=0 CAsi , CB =∑N′
j=0 CBs j , CAsi /CAs0 = exp(−�G◦

Asi
/RT), and CBs j /CBs0 =

exp(−�G◦
Bs j

/RT), where �G◦
Asi

(or �G◦
Bs j

) is the standard
Gibbs free energy change for formation of the ith (or jth)
strand state. R is the gas constant and T is the absolute tem-
perature.

The nucleation capability of each nucleation site can be
determined mainly by three factors: the steric hindrance,
flexibility, and base sequence of each nucleation site. Fig-
ure 8 is a schematic view of these factors. For steric hin-
drance, parameter �sth was adopted. Nucleation sites lo-
cated at stems, and also around stem regions, can be inac-
cessible due to steric hindrance. In such nucleation sites, �sth
= 0; otherwise, �sth = 1.0. For flexibility, bases involved in
loops, and also stems, are less flexible than bases in coil re-
gions. This effect was represented by parameter �flx, which is
unity when the nucleation site is in coil regions. For the base
sequence, parameter �seq was adopted. The value of �seq rep-
resents the difference in the nucleation capability among

Figure 8. A schematic view of three parameters (�sth, �flx and �seq) deter-
mining the nucleation capability. Triangle-head arrows represent ssDNA
strands. Lines connecting the arrows represent base pairs. In gray regions,
nucleation is prevented by steric hindrance, whose effect is represented by
�sth. Dotted lines indicate loops in which strand flexibility decreases, whose
effect is represented by �flx. The dotted circle indicates a nucleus, which can
be composed of different base sequences and whose effect is represented by
�seq.

base sequences at a nucleation site. To sum up, the nucle-
ation capability, �, of a nucleation site is represented by the
following:

δ = δsthδflxδseq. (5)

Considering the nucleation capability, an effective num-
ber of nucleation sites, n*, of a secondary structure formed
by a 23-nt strand is calculated by the equation: n∗ =∑23−Lnuc+1

m=1 δm, where Lnuc is the number of bases composing
a nucleation site, and �m represents � of the mth nucleation
site in a strand. Substituting n* for n in Equation (4) yields
an equation for evaluating the nucleation rate:

kcalc = k0

N∑

i=0

CAsi

CA

n∗
Asi

nAs0

N′∑

j=0

CBs j

CB

n∗
Bs j

nBs0

, (6)

where k0 is the rate constant of hybridization between un-
folded strands with �seq = 1 for all base sequences.

As a first approximation, we assumed �seq = 1 for all base
sequences. The kcalc value calculated with an approximation
of �seq = 1 is denoted as k

′
calc. The values of �sth and �flx were

determined to maximize the correlation coefficient between
kapp and k′

calc. As a result, for nucleation sites located in stem
regions and within two bases from a stem region, �sth = 0,
otherwise, �sth = 1.0. Also, �flx = 1.0 for all nucleation sites
with �sth = 1.0 even though they are in loop regions. These
results were obtained with the condition Lnuc = 3 (Supple-
mentary Figure S10a). In the case of Lnuc = 4, the similar
trend was observed (Supplementary Figure S10B). Thus, we
used the above values of �sth and �flx with Lnuc = 3. Fig-
ure 9A shows a plot of kapp versus k

′
calc. The upper bound

(dashed line) and the lower bound (dotted line) of kapp in-
creased with k

′
calc. However, the relationship between them

is not completely proportional. Even though the sequences
have almost the same k

′
calc value, there is a large difference

in the hybridization rates for the different sequences. For ex-
ample, the sequences with k

′
calc/k0 values of about 0.8 have

rate constants that vary by at least an order of magnitude.
Then, we parameterized �seq for every base triplet. The

values of �seq were determined to maximize the correla-
tion coefficient between kapp and kcalc. As a result, we ob-
tained a clear proportional relationship between them (Fig-
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A B

Figure 9. A comparison of the observed hybridization rate, kapp, and the
calculated hybridization rate. (A) The value of k

′
calc/k0 calculated under the

assumption of �seq = 1 for all base sequences. Dashed and dotted line are
drawn to guide the eye. The dashed and dotted line have slopes of 6.3 and
2.0, respectively. (B) The kcalc/k0 value was determined with �seq values
listed in Table 3. The correlation coefficient is 0.92.

Table 3. List of �seq parameters for base triplets

Sequence �seq
a Sequence �seq

a

AGG/CCT 3.5 ± 0.6 GCG/CGC 0.7 ± 0.3
GTG/CAC 2.2 ± 0.4 AAA/TTT 0.5 ± 0.1
GAG/CTC 2.1 ± 0.4 TAG/CTA 0.4 ± 0.2
TTG/CAA 2.3 ± 0.5 CGG/CCG 0.2 ± 0.3
ATC/GAT 1.7 ± 0.4 CAG/CTG 0.1 ± 0.2
GGC/GCC 1.7 ± 0.3 AGA/TCT 0.1 ± 0.1
AAT/ATT 1.6 ± 0.3 GGG/CCC 0.3 ± 0.2
ATA/TAT 1.6 ± 0.3 AAC/GTT 0.0 ± 0.2
TGG/CCA 1.7 ± 0.4 ATG/CAT 0.0 ± 0.1
ACA/TGT 1.8 ± 0.3 AGT/ACT 0.5 ± 0.2
ACC/GGT 1.5 ± 0.4 AGC/GCT 0.00 ± 0.09
TCC/GGA 1.2 ± 0.3 ACG/CGT 0.00 ± 0.03
TCG/CGA 1.1 ± 0.3 TAA/TTA 0.0 ± 0.1
TAC/GTA 0.9 ± 0.2 TTC/GAA 0.00 ± 0.05
TGC/GCA 0.9 ± 0.3 TGA/TCA 0.0 ± 0.2
AAG/CTT 0.4 ± 0.2 GAC/GTC 0.0 ± 0.2

aThe uncertainties of determined �seq parameters were evaluated using
Monte Carlo simulations (see Supporting Information; Appendix S2).

ure 9B). Determinations were made using Scipy (see Sup-
porting Information; Appendix S2) with a constraint that
triplets complimentary each other have the same �seq value.
The obtained �seq values are shown in Table 3. All triplets
were found at least 16 times in the sequences studied (Ta-
ble S1), thus over-fitting did not occur in this case. In addi-
tion, to evaluate the adequacy of �seq values, samples were
randomly divided into two groups: one for the determina-
tion of �seq values (learning samples), and the other for test-
ing the utility of the kcalc calculation (test samples). The
results are shown in Supplementary Table S2. The corre-
lation of kapp and kcalc for test samples (rtest) improved in
the result of �seq determination, which did not depend on
the number of learning samples (�rtest was positive for all
cases). This shows that the obtained �seq values were not
artifacts, but were related to kinetic properties of sequence-
dependent nucleus formation. The value of rtest increased
with the number of learning samples, so we used �seq values
determined from all 40 samples (Table 3) in the following
discussion.

In order to gain insights into the mechanisms underly-
ing the sequence dependence of nucleation capability (�seq),

we first compared �seq values with nucleus stability (�G◦
nuc)

calculated from the NN parameter (13), but no clear cor-
relation was observed (Supplementary Figure S11a). Also,
the �seq values were compared with enthalpy and entropy
change (�H◦

nuc and �S◦
nuc, respectively), for formation of a

nucleus duplex, calculated from the NN parameters, how-
ever there was no strong correlation (Supplementary Fig-
ure S11b-c). Although the sequence dependence of ssDNA
conformations, such as the single-strand base-stacking (38),
can be related to the sequence dependence of �seq, more de-
tailed invesigations such as molecular dynamics simulations
would be necessary to elucidate the underlying mechanisms.

Temperature dependence of the hybridization rate

To evaluate the contribution of positive �G◦ secondary
structures to the temperature dependence of the hybridiza-
tion rate, we calculated the temperature dependence of the
value of kcalc using UNAFold with the determined �seq pa-
rameters (Supplementary Figure S12). Here we assumed
that �seq values are constant with temperature. The value
of kcalc gradually increased with temperature, because in-
tramolecular base pairs are less stable at higher tempera-
tures. The increments in kcalc of the sequences were within
3–6% in the temperature range 25–35◦C, while kapp in-
creased 41–93% in the same temperature range. Thus, the
decrement in the positive �G◦ secondary structures corre-
sponded to only 4–15% in the increment of kapp. This sug-
gests that, in order to understand the temperature depen-
dence of hybridization rate, �seq values need to be further
studied as a function of temperature.

CONCLUSION

We revealed that thermodynamically unfavorable (posi-
tive �G◦) ssDNA secondary structures significantly af-
fect oligonucleotide hybridization kinetics. Previous studies
have focused only on stable (negative �G◦) secondary struc-
tures in this context. Our experiments indicated that (i) the
hybridization of complementary DNA strands with positive
�G◦ secondary structures is nucleation limited, and (ii) the
hybridization rate tends to decrease with the stability of pos-
itive �G◦ secondary structures. Therefore, influences of the
stability of positive �G◦ secondary structures on hybridiza-
tion kinetics are attributed to a decrease in the nucleation
rate. In addition, our hybridization model, with considera-
tion of positive �G◦ secondary structures, allowed a quan-
titative characterization of the dependence of the hybridiza-
tion rate on base sequences of nucleation sites. The influence
of positive �G◦ secondary structures can be found in vari-
ous applications utilizing hybridization such as biosensors,
PCR, and DNA origami. In such technologies, understand-
ing positive �G◦ secondary structures will enable us to ad-
just the hybridization rate more precisely. In addition, our
observations on DNA hybridization are applicable to RNA
hybridization. Therefore, this study provides further insight
into the mechanisms of RNA-RNA interactions such as the
RNA interference in gene expression.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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