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Abstract: In edge computing, edge devices can offload their overloaded computing tasks to an
edge server. This can give full play to an edge server’s advantages in computing and storage, and
efficiently execute computing tasks. However, if they together offload all the overloaded computing
tasks to an edge server, it can be overloaded, thereby resulting in the high processing delay of many
computing tasks and unexpectedly high energy consumption. On the other hand, the resources in
idle edge devices may be wasted and resource-rich cloud centers may be underutilized. Therefore, it
is essential to explore a computing task collaborative scheduling mechanism with an edge server, a
cloud center and edge devices according to task characteristics, optimization objectives and system
status. It can help one realize efficient collaborative scheduling and precise execution of all computing
tasks. This work analyzes and summarizes the edge computing scenarios in an edge computing
paradigm. It then classifies the computing tasks in edge computing scenarios. Next, it formulates the
optimization problem of computation offloading for an edge computing system. According to the
problem formulation, the collaborative scheduling methods of computing tasks are then reviewed.
Finally, future research issues for advanced collaborative scheduling in the context of edge computing
are indicated.

Keywords: collaborative scheduling; edge computing; internet of things; limited resources; optimiza-
tion; task offloading

1. Introduction

With the increasing deployment and application of Internet of Things (IoT), more
and more intelligent devices, e.g., smart sensors and smart phones, can access a network,
resulting in a considerable amount of network data. Despite that their computing power is
very rapidly increasing, they are unable to achieve real-time and efficient execution due to
their limited computing resources and ever-demanding applications. When it faces highly
complex computing tasks and services, cloud computing [1,2] can process these tasks to
achieve device–cloud collaboration. In a cloud computing paradigm, users can rely on
extremely rich storage and computing resources of a cloud computing center to expand the
computing and storage power of devices, and achieve the rapid processing of computing-
intensive tasks. Yet there are some disadvantages in the device–cloud collaboration mode,
such as incurring high transmission delay and pushing network bandwidth requirement
to the limit.
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In order to solve the problems of cloud computing for data processing, edge com-
puting [3,4] is put forward to provide desired computing services [5] for users by using
computing, network, storage and other resources on edge, that is near a physical entity
or data source. Compared with cloud computing, some applications of users in edge
computing can be processed on an edge server near intelligent devices, thus significantly
reducing data transmission delay and network bandwidth load required in edge-cloud
collaboration. Eliminating long-distance data transmissions encountered in device–cloud
computing brings another advantage to edge computing, i.e., the latter can more effectively
guarantee user data security. As a result, it has become an important development trend to
use edge computing to accomplish various computing tasks for intelligent devices [6,7].
These devices are called edge devices in this paper.

The traditional scheduling strategies of edge computing tasks are to offload all
computing-intensive tasks of edge devices to an edge server for processing [8–10]. How-
ever, it may result in the waste of computing and storage sources in edge devices and cloud
computing centers. In addition, many devices may access an edge server at the same time
period. As a result, the server may face too many computing tasks, thus resulting in a long
queue of tasks. This increases the completion time of all queued tasks, even causing the
processing delay of tasks in the edge server to exceed that at the edge devices. On the other
hand, many edge devices may be idle, resulting in a waste of their computing resources;
and resource-rich cloud centers may be underutilized. To solve the above problems, we
can combine a cloud center, edge servers and edge devices together to efficiently handle
the computing tasks of edge devices via task offloading. According to the computing tasks’
characteristics, optimization objectives and system status, we should utilize the computing
and storage resources of a cloud center, edge servers and edge devices, and schedule
computing tasks to them for processing on demand. It can effectively reduce the load of
edge servers and improve the utilization of resources, and reduce the average completion
time of computing tasks in a system.

This paper focuses on the important problem of collaborative scheduling of com-
puting tasks in an edge computing paradigm under IoT. It is noted that edge computing
systems can be viewed as a special class of distributed computing systems. Traditional task
scheduling in distributed computing focuses on distributing and scheduling a large task
into multiple similarly powerful computing nodes and do not have task off-loading issues
in edging computing [9–12]. Edging computing arises to handle an IoT scenario where
edge devices are resource-constrained and relatively independent. In Section 2, we analyze
the edge computing scenarios, and clarify their composition, characteristics and application
fields. In Section 3, we analyze the computing tasks, and classify them together with factors
influencing their completion. We formulate the optimization problem of computation
offloading with multiple objective functions for an edge computing system in Section 4.
Based on the computing scenarios, computation tasks and formulated optimization model,
we survey and summarize the collaborative scheduling methods of computing tasks in
Section 5. This work is concluded in Section 6 by indicating the open issues for us to build
a desired collaborative scheduling system for edge computing.

2. Computing Scenarios

In IoT, computing resources on edge are mainly composed of edge devices and edge
servers. In order to take the advantages of cloud centers, we also consider them as part of
the whole system in task scheduling. In general, a cloud center contains a large number of
computing servers with high computing power. It is very important to reasonably use the
computing, storage, bandwidth and other system resources to process computing tasks
efficiently. In this section, different computing scenarios are analyzed and summarized
according to the composition of computing resources.

On the edge, we have an edge server, edge devices and an edge scheduler. The server
can provide computing, storage, bandwidth and other resources to support computing
services for the edge computing tasks. Edge devices can execute computing tasks and
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may offload such tasks to the server and other available/idle edge devices. They have
computing, storage, network and other resources, and can provide limited computing
services for edge computing tasks. They have much fewer resources than edge servers do.
An edge scheduler receives the computing tasks offloaded by edge devices, and provides
scheduling services for the edge computing tasks according to the resources and status
of all edge servers and edge devices under its supervision. It is a controller to realize the
collaborative scheduling between edge servers and edge devices. But it does not have to
be in an edge computing system.

According to the difference among the computing resources involved in the offloading
and scheduling of computing tasks in edge computing, computing scenarios can be divided
into four categories, i.e., basic, scheduler-based, edge-cloud computing, and scheduler-
based edge-cloud one. Their characteristics and application are described next. An edge
computing architecture is shown in Figure 1.
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2.1. Basic Edge Computing

The first scenario is composed of edge devices and edge servers. There is no edge
scheduler on the edge. In this scenario, an edge device can execute a computing task
locally, or offload it to its edge server. The edge server executes it, and then feeds back
the computing result to the corresponding edge device. This scenario is similar to the
scene that devices offload tasks to be performed in a cloud computing center. It is the
simplest scenario in edge computing. There is no edge scheduler on the edge. For the
computing tasks that can be offloaded to the edge servers, their offloading locations are
fixed. Moreover, the processed types of computing tasks are fixed, and the specific types
are determined by edge server resources. In addition, this scenario does not contain a
cloud computing center. Hence, it is more suitable for processing tasks with a small
amount of computation and strict delay requirements in a relatively closed environment.
Its architecture is shown in Figure 2, which has been used in [11].

According to the above analysis, the Quality of Service (QoS) levels are expected to be
achieved with the proposed scenario. Task completion time is used to measure QoS. We
assume that all edge servers are same and all edge devices are uniform. Note that most of
the presented content can be easily extended to heterogeneous devices and servers.
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area network).

Let τ denote the completion time of a task offloaded to an edge server, which includes
data transmission latency between an edge device and an edge server, and task processing
time in an edge server and waiting time before it is processed. Let η denote the time to
run a single instruction and Ω be the waiting time before a task to be processed in an edge
server. G is the number of instructions for this task processing. Then the completion time
of a task can be computed as:

τ = n(1 + Pτ )τ + Ω + ηG (1)

where n is the number of packets transmitted, which includes the process of bidirectional
data transmission between an edge device and an edge server, Pτ is the packet loss rate
between an edge device and an edge server, occurring during n packet transmissions. τ is
the average latency per packet between an edge device and an edge server, which includes
the sum of delays caused by processing, queuing, and transmission of n packets.

2.2. Scheduler-Based Edge Computing

The second one is composed of edge devices, edge servers and an edge scheduler.
Compared with the first one, it includes an edge scheduler, which can schedule tasks
strategically. In this scenario, an edge device can process a computing task locally or offload
its task to an edge scheduler. The edge scheduler reasonably schedules the tasks to edge
servers and edge devices according to scheduling policies. The policies are formed based on
the current computing, storage, task execution status, network status, and other information
related to all edge servers and devices. Finally, the scheduler feeds the computing results
back to the source devices. The main feature of this scenario is that the computing tasks
can be reasonably scheduled to different servers and edge devices by the edge scheduler,
so that the collaborative processing of computing tasks in different edge servers and edge
devices can be well-realized. The computing resources of edge devices can be fully utilized.
The types of computing resources on the edge are diverse; so are the types of computing
tasks that can be processed. The computing and storage resources on the edge are limited
in comparison with a cloud computing center. Clearly, this architecture is suitable for
processing tasks with a small amount of computation and strict delay requirements, as
shown in Figure 3. The study [12] has adopted it.
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According to this scenario, the task can be scheduled to an edge server for handling by
an edge scheduler. Similar to the first scenario, the completion time of the task scheduled
to a target edge server can be computed as:

ρ = n
(
1 + Pρ

)
ρA + n

(
1 + Pρ

′)ρB + Ω + ηG (2)

where Pρ is the packet loss rate between an edge device and an edge scheduler, and Pρ
′ is

the packet loss rate between an edge scheduler and a target edge server, occurring during
n packets’ transmission. ρA is the average latency per packet between an edge device and
an edge scheduler, and ρB is the average latency per packet between an edge scheduler
and a target edge server, which includes the sum of delays caused by processing, queuing
and transmission of n packets. If the task of an edge device is directly scheduled to its edge
server, Pρ = Pτ , τ = ρA, ρB = 0 and ρ = τ.

Let η′ denote the time to run a single instruction and G′ be the number of instructions
for this task processing in an edge device. The completion time of the task scheduled to a
target device can be computed as:

ρ = n
(
1 + Pρ

)
ρA + n

(
1 + Pρ

′′
)
ρC + Ω′ + η′G′ (3)

where Pρ
′′ is the packet loss rate between an edge scheduler and a target edge device,

occurring during n packet transmissions. ρC is the average latency per packet between
an edge scheduler and a target edge device, which includes the sum of delays caused by
processing, queuing and transmission of n packets. Ω′ is the waiting time before a task is
processed at an edge device.

Compared to the first scenario, the significant difference is that an edge scheduler can
schedule the tasks to an idle edge server according to the network’s real-time status and
edge servers. If the task processing time accounts for a large proportion of the total time,
then it offers more advantages over the first one.

2.3. Edge-Cloud Computing

This scenario is composed of edge devices, edge servers and a cloud computing
center, and has no edge scheduler on the edge. An edge device can execute a computing
task locally, or offload it to its edge sever or cloud center. Its difference from the first
scenario is that its edge devices can offload their tasks to their cloud computing center.
The specific offloading to an edge server or cloud computing center is determined by edge
devices according to the attributes of their computing tasks and the QoS requirements
from users. Its main feature is the same as the first scenario, i.e., the offloading location of
an edge computing task and types are fixed. All the tasks that require a large amount of
computation and are insensitive to delay on the edge can be offloaded to a cloud computing
center. Therefore, the processing of computing tasks in this architecture is not affected by
computing amount i.e., but only by the types of edge environment resources, as is shown
in Figure 4. Such architectures are adopted in [13].
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In this scenario, a task can be handled in an edge server or a cloud server. We formulize
this scenario with the completion time, according to the location where the task is handled.
The completion time of the task offloaded to an edge server is same as Equation (1).

Let ζ denote the completion time of a task offloaded to a cloud center, which includes
data transmission latency between an edge device and a cloud center and task processing
time in a cloud center. We assume that a cloud center is resource-intensive and the task
computation does not need to wait. The completion time of a task can then be computed
as follows:

ζ = n(1 + Pζ)ζ + γG (4)

where n is the number of packets transmitted, which includes the process of bidirectional
data transmission between an edge device and a cloud center, Pζ is the packet loss rate
between an edge device and a cloud center, occurring during n packets transmission, ζ is
the average latency per packet between an edge device and a cloud center, which includes
the sum of delays caused by processing, queuing and transmission of n packets, and γ
represents the time to run a single command in a cloud center.

2.4. Scheduler-Based Edge-Cloud Computing

The fourth scenario is composed of edge devices, edge servers, a cloud computing cen-
ter and an edge scheduler. In this scenario, an edge device can execute its computing tasks
locally or offload the tasks to the edge scheduler. Compared with the third architecture, the
difference is that the edge scheduler receives all the computing tasks offloaded by edge
devices, and schedules the computing tasks to proper computing entities (edge servers,
idle edge devices, and/or a cloud computing center) for performing the services according
to the computing resources, storage resources, network bandwidth and characteristics of
tasks. It can give full play to the synergetic advantages among edge devices, edge servers
and a cloud computing center. Its main feature is the same as the second one, i.e., the
offloading position of edge computing tasks is uncertain, and the types are diverse. The
processing of computing tasks is not affected by computing amount, but only by the types
of edge environment resources. Its architecture is shown in Figure 5. It is used in [14].
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In this scenario, the tasks can be handled in an idle edge server, a cloud server or an
edge device. They can be scheduled to appropriate locations by an edge scheduler. Similar
to the second scenario, the completion time of a task scheduled to a target edge server is
the same as Equation (2). The completion time of a task scheduled to a target edge device
is the same as Equation (3).

The completion time of a task scheduled to a cloud center can be computed as:

ε = n(1 + Pε)εA + n
(
1 + Pε

′)εB + γG (5)

where Pε is the packet loss rate between an edge device and an edge scheduler, and Pε
′

is the packet loss rate between an edge scheduler and a cloud center, occurring during n
packets transmission. εA is the average latency per packet between an edge device and
an edge scheduler and εB is the average latency per packet between an edge scheduler
and a cloud center, which includes the sum of delays caused by processing, queuing and
transmission of n packets.

Compared to other scenarios, the offloaded tasks can be scheduled to a suitable
location by an edge scheduler according to the attributes of tasks and the real-time status of
network, edge servers and cloud servers, which can give full play to the computing power
of the whole network system to achieve the best QoS.

3. Computing Task Analysis

Next, the computing tasks are analyzed to ensure that they can be accurately sched-
uled to an appropriate node, and achieve the expected objectives, e.g., the minimal task
completion time and least energy consumption. According to task attributes, we judge
whether they can be split or not and whether there is interdependence among subtasks [15].
A specific judgment criterion is that if computing tasks are simple or highly integrated,
they cannot be split, and they can only be executed locally as a whole at the edge devices
or completely offloaded to edge servers. If they can be segmented based on their code
and/or data [16,17], they can be divided into several parts, which can be offloaded. In
summary, we have three modes, i.e., local execution, partial offloading and full offloading
given computing tasks. The specific offloading location of computing tasks should be well
considered according to the computing power of devices, current network status, and
resource status of edge devices, edge servers and a cloud computing center.

3.1. Local Execution

Whether edge computing tasks are executed locally or not should be determined
according to the resources of an edge device, edge servers’ network and resource status.
If the available network bandwidth is not enough to support the successful uploading of
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a task, i.e., the remaining bandwidth of the current network is less than the bandwidth
required for the uploading of the task, the computing task can only be performed locally. In
addition, if the computing resources of edge servers are not available, resulting in that the
computing tasks cannot be processed in time, the tasks have to be executed locally. If the
computing power of an edge device itself can meet the service requirements, it performs
its tasks locally, thus effectively reducing the workload of an edge server and the need for
network bandwidth.

3.2. Full Offloading

Answering whether edge computing tasks are completely offloaded to an edge server
or scheduler or not needs one to consider the resources of edge devices, current network,
availability of edge servers’ resources and system optimization effect. If (1) the currently
available network bandwidth supports the successful offloading of edge computing tasks,
and (2) the edge servers or other edge devices are idle and the computing tasks that are
successfully offloaded can be processed immediately, then, according to a scheduling goal,
the results of local execution and full offloading to the edge servers are compared, and
local execution or offloading of the computing tasks is decided. For example, if the goal is
to minimize the completion time required for processing a task, it is necessary to compare
the completion time required for local execution with the one required for offloading to
an edge server/cloud computing center. If the local execution takes less time, the tasks
should be processed locally. Otherwise, they should be offloaded to the edge servers or
cloud computing center for processing.

3.3. Partial Offloading

An indivisible computing task at an edge device can only be executed locally or
completely offloaded to the edge scheduler, which then assigns it to an appropriate edge
server or idle edge device. Divisible computing tasks can enjoy partial offloading. Their
split sub-tasks should be taken as a scheduling unit, and the resources of edge devices,
network and the resources of edge servers should be considered comprehensively when
they are scheduled. Considering the final processing effect of the overall tasks, each
sub-task should be assigned to an appropriate computing node for processing. For the
split computing task, if there are no interdependence among the sub-tasks, they can be
assigned to different nodes to be processed at the same time so as to achieve the purpose
of minimizing energy consumption and reducing task completion time. If there are some
interdependence among the sub-tasks, the interdependent subtasks should be assigned to
the same computing node for execution.

There are many methods for splitting tasks. Yang et al. [18] study the application
repartition problem of periodically updating partition during application execution, and
propose a framework for the repartition of an application in a dynamic mobile cloud
environment. Based on their framework, they design an online solution for the dynamic
network connection of cloud, which can significantly shorten the completion time of
applications. Yang et al. [19] consider the computing partition of multi-users and the
scheduling of offloading computing tasks on cloud resources. According to the number
of resources allocated on the cloud, an offline heuristic algorithm called SearchAdjust is
designed to solve the problem, thus minimizing the average completion time of a user’s
applications. Liu et al. [20] make an in-depth study on the energy consumption, execution
delay and cost of an offloading process in a mobile edge server system by using queuing
theory, and put forward an effective solution to solve their formulated multi-objective
optimization problems. The analysis result of computing tasks is summarized in Figure 6.
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4. System Model and Problem Formulation

We can optimize multiple objective functions for computation offloading in an edge
computing model. They include average or total delay time and energy consumption.

4.1. System Model

A typical model is shown in Figure 7. We assume that the system consists of N edge
devices, an edge cloud and a cloud center. It is assumed that an edge cloud [21] consists of
n edge servers powered on. We consider the queue model at an edge device as a M/M/1
queue, an edge cloud as M/M/n queue, and the cloud center as an M/M/∞ queue. Each
edge device can offload a part or whole of its tasks to an edge cloud through a wireless
channel. If the number of offloaded tasks exceeds the maximum one that an edge cloud
can process, the edge cloud may further offload such overloaded tasks to the cloud center
for processing.

In this computing system, let D = {d1, d2, . . . , dN}, where D is the set of edge devices
and di is the ith edge device. let S = {S1, S2, . . . , Sn}, where Sk is the kth edge server. We
assume that the tasks generated by edge device di obey a Poisson process with an average
arrival rate λi and contains data of size βi. Let ui denote as an average service rate of edge
device di. We denote ϑi as the probability of the edge device di choosing to offload the
task to an edge server. Then the tasks are offloaded to cloud follow a Poisson process with
an average arrival rate ϑiλi, and the tasks that are locally processed also follow a Poisson
process with an arrival rate (1− ϑi)λi. Let Q = {Q̂1, Q̂2, . . . , Q̂N} where Q̂i denotes the
maximum task queue buffer of edge device di. We assume that an edge cloud has a single
queue buffer and let Q̂C denote its maximum task queue buffer.
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4.2. Communications Model

Let hi denote the channel power gain between edge device di and an edge cloud.
Denote pi as the transmission power of edge device di, 0 < pi <p̂i, where p̂i is its maximum
transmission power. The uplink data rate for computation offloading of edge device di can
be obtained as follows [22]:

Ri = κiBlog2(1 +
pihi
σB

) (6)

where B is the channel bandwidth, and σ denotes the noise power spectral density at the
receiver, and κi is the portion of bandwidth of an edge cloud’s channels allocated to edge
device di, where 0 ≤ κi ≤ 1.

4.3. Task Offloading Model

(1) Local execution model
Let wi denote the normalized workload on the edge device di. It represents the

percentage of central processing unit (CPU) that has been used. According a queue model

M/M/1, we obtain the response time is T =
1
u

1−ρ , where ρ = λ
u is the utilization, λ is the

task arrival rate of edge device di [23]. We can compute the average response time of locally
processing the tasks at edge device di as follows:

Ti,o =
1

ui(1− wi)− (1− ϑi)λi
+

1
ui

(7)

where 0 ≤ wi < 1 and 0 ≤ (1− ϑi)λiβi ≤ Q̂C.
The energy consumption of locally processing the tasks at edge device di can be given

as follows:
Ei,o = PiTi, o (8)

where Pi denotes as computing power of edge device di when the tasks are locally processed.
(2) Edge cloud execution model
According to above analysis, we can obtain the transmission time of offloading the

tasks from edge device di to an edge cloud as follows:

T̃i =
ϑiλiβi

Ri
(9)

In (9), 0 ≤ ϑiλiβi ≤ Q̂C .
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Let Ẽi denote the energy consumption of transmitting the tasks from edge device di to
an edge cloud, and it is as follows:

Ẽi = pi T̃i (10)

According to the queue model M/M/n, let χ = {χ1, χ2, . . . , χn}, where χk is the service
rate of the kth edge server. We use fk to denote the CPU cycle frequency and ω̂k to denote
the maximum workload capacity of the kth edge server. Let λ̂ denote the maximum task
accepted rate of the edge cloud.

The total task arrival rate from N edge devices to an edge cloud can be computed as:

λall =
N

∑
i=1

ϑiλi (11)

Then the fraction of tasks ϕ that the edge cloud can compute is be given:

ϕ =

{
1 λ̂ ≥ λall

λ̂
λall

λ̂<λall
(12)

Hence, the actual execution rate at the edge cloud can be denoted as:

λ̃ = ϕλall (13)

We can get the average waiting time of each task at an edge cloud.

Ti, W =
S

∑n
k=1 χk − λ̃

(14)

where S denotes the utilization of an edge cloud.
The average computing time of each task is:

Ti,C =
n

∑n
k=1 χk

(15)

According to [24], the workload of each edge server cannot exceed its maximum
workload, and we can obtain the constraints:

0 <
fk
χk
≤ ω̂k (16)

Let ur denote the transmission service rate of an edge cloud, we can get the expected
waiting time for the computation results:

Ti =
1

ur − λ̃
(17)

Similar to many studies [25,26], because the amount of data for the computation
results is generally small, we ignore the transmission delay and energy consumption for an
edge cloud to send the results back to an edge device.

We can get the energy consumption of edge device di when the offloaded tasks of
edge device di are processed:

Ei, W = p′i(Ti,W + Ti,C + Ti
)

(18)

where p′i is the computation power of edge device di after offloading tasks.
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Let
=
Ti denote the total time of an offloading process from the task transmission of

edge device di to the computation results returned of an edge cloud. We have:

=
Ti = T̃i + Ti, W + Ti,C + Ti (19)

The energy consumption of offloading process at edge device di can be obtained as:

=
Ei= Ẽi+Ei, W (20)

(3) Cloud execution model
When λall>λ̂ is realizable, the overloaded tasks are transmitted to the cloud center by
wire network. Let TN denote a fixed communication time between an edge server and a
data center. Due to the enough computing power of the cloud center, we assume no task
waiting time at the cloud center. According to the queue model M/M/∞, let uCC denote
the service rate of a cloud center. The execution time of an overloaded task is:

Ti,CC = TN +
1

uCC
(21)

The expected time for the results of overloaded tasks from a cloud center back to the
corresponding edge device:

T′i,CC =
1

ur − λ̃
+ TN (22)

Let
=
Ti,CC denote the total time of an offloading process from the task transmission of

edge device di to the computation results returned from a cloud center. We have:

=
Ti,CC = Ti,CC + T′i,CC (23)

The corresponding energy consumption is:

=
Ei,CC = p′i (Ti,cc + T′i,CC) (24)

4.4. Problem Formulation

From (7), (8), (14), (15), (17), (21) and (22), we can obtain the execution delay time for
edge device di, i.e.,

Ti = Ti, o + T̃i + ϕ
(
Ti,W + Ti,C + Ti

)
+ (1− ϕ)(Ti,CC + T′i,CC) (25)

So, the average delay time of all edge devices in the computing system is:

T =
1
N

N

∑
i=1

Ti (26)

To minimize the total execution time of these tasks in edge computing system, we
formulate the optimization problem as:

Min
{

T
}

(27)

subject to:
(1− ϑi)λi<ui(1− wi) (28)

0 ≤ (1− ϑi)λiβi ≤ Q̂i (29)

0 ≤ ϑiλiβi ≤ Q̂C (30)
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λ̃ <
n

∑
k=1

χk (31)

0 < pi > p̂i (32)

0 ≤ ϑi ≤ 1 (33)

0 ≤ wi < 1 (34)

0 ≤ θi ≤ 1 (35)

and (16).
From (8), (10), (18) and (24), we can get the energy consumption for edge device di,

which is given as follows:

Ei = Ei, o + Ẽi + ϕEi, W + (1− ϕ)
=
Ei,CC (36)

So, the average energy consumption of all edge devices in the computing system are
denoted as follows:

E =
1
N

N

∑
i=1

Ei (37)

To minimize the energy consumption of these tasks in an edge computing system, we
formulate the optimization problem as:

Min
{

E
}

(38)

subject to: (16) and (28)–(35).
Min{T} and Min

{
E
}

together with the related constraints lead to a biobjective opti-
mization problems. It can be solved with different methods [27–29].

Problem (27) represents a constrained mixed integer non-linear program to make
the optimal offloading decisions. Its exact optimal solution complexity is NP-hard, and
cannot be solved with polynomial-time methods. We can obtain an optimal solution in
some specific scenarios with polynomial-time ones, but not in general cases as shown
in [22,24,30].

5. Computing Task Scheduling Scheme

After thoroughly analyzing computing tasks in edge computing, the tasks offloaded
to an edge scheduler need to be synergistically scheduled. Due to the limited computing
and storage resources on the edge devices, and the resource competition among multiple
tasks, it is essential in scheduling the tasks optimally in terms of task completion time and
energy consumption [31].

Many scheduling algorithms have been proposed. Traditional task scheduling algo-
rithms mainly include Min-Min, Max-Min, and Sufferage algorithm [32], first come first
served, and minimum completion time [33]. Most of them take delay as an optimization
goal, but it is easy to result in the problem of load imbalance among computing nodes. In-
telligent heuristic task scheduling algorithms mainly include Genetic Algorithm (GA), Ant
Colony Optimization, Particle Swarm Optimization (PSO), Simulated Annealing (SA), Bat
algorithm, artificial immune algorithm, and Tabu Search (TS) [34,35]. These algorithms are
based on heuristic rules to quickly get the solution of a problem, but they cannot guarantee
the optimality of their solutions [36]. In the scheduling processes of edge computing tasks,
we face many goals. We summarize the methods of task scheduling with aims to achieve
the lowest delay and/or lowest energy consumption.

5.1. Minimal Delay Time

The completion time of computing tasks offloaded to edge servers is mainly composed
of three parts, the transmission time required to transmit the tasks to the edge servers
or edge devices, the processing time required to execute the tasks in the edge server or
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edge devices and the time required to return the result after the completion of the task
processing. Therefore, reducing the above three parts of task completion time can effectively
improve QoS.

Yuchong et al. [24] propose a greedy algorithm to assign tasks to servers with the
shortest response time to minimize the total response time of all tasks. Its experimental
results show that the average response time of tasks is reduced in comparison with a
random assignment algorithm. In intelligent manufacturing, a four-layer computing
system supporting the operation of artificial intelligence tasks from the perspective of
a network is proposed in [37]. On this basis, a two-stage algorithm based on a greedy
strategy and threshold strategy is proposed to schedule computing tasks on the edge, so
as to meet the real-time requirements of intelligent manufacturing. Compared with the
traditional algorithm, the experimental results show that it has good real-time performance
and acceptable energy consumption. A Markov decision process (MDP) method is used
to schedule computing tasks according to the queuing state of task buffers, the execution
state of a local processing unit and the state of the transmission unit. Its goal is to minimize
delay while enforcing a power constraint. Its simulation results show that compared with
other benchmark strategies, the proposed optimal random task scheduling strategy has
shorter average execution delay [22]. Zhang et al. [38] study a task scheduling problem
based on delay minimization, and establish an accurate delay model. A delay Lyapunov
function is defined, and a new task scheduling algorithm is proposed. Compared with
the traditional algorithm depending on Little’s law, it can reduce the maximum delay
by 55%. Zhang et al. [39] model the delay of communication and computing queue as a
virtual delay queue. A new delay-based Lyapunov function is defined, and joint subcarrier
allocation, base station selection, power control and virtual machine scheduling algorithms
are proposed to minimize the delay. Zhang et al. [40] propose an optimization model of
maximum allowable delay considering both average delay and delay jitter. An effective
conservative heterogeneous earliest completion time algorithm is designed to solve it. Yuan
et al. [41] jointly consider CPU, memory, and bandwidth resources, load balance of all
heterogeneous nodes in the edge layer, the maximum amount of energy, the maximum
number of servers, and task queue stability in the cloud data centers layer. It designs a
profit-maximized collaborative computation offloading and resource allocation algorithm
to maximize the profit of the system while ensuring that response time limits of tasks are
strictly met. Its simulation results show better performance than other algorithms, i.e.,
firefly algorithm and genetic learning particle swarm optimization.

In the present research, treating the minimum delay as a scheduling goal, most
researchers have improved some traditional task scheduling algorithms by using intelligent
optimization algorithms. The reason why these algorithms are not chosen in practical use
is that they need multiple iterations to derive a relatively high-quality solution. However,
facing many tasks or online application scenarios of random tasks, their execution may
introduce delay.

5.2. Minimal Energy Consumption

The energy consumption of computing tasks is mainly composed of two parts, includ-
ing energy for their processing, transmission from edge devices to an edge server, and
returning results to the source node [36]. Therefore, on the premise of meeting the delay
requirements of tasks, energy consumption should be minimized.

Xu et al. [30] propose a particle swarm optimization algorithm for the scheduling
of tasks that can be offloaded to edge servers. It considers different kinds of computing
resources in a Mobile Edge Computing (MEC) environment and aims to reduce mobile
devices’ energy consumption under response time constraints. Their experimental results
show that it has stable convergence and optimal adaptability, and can effectively achieve
the optimization goal. A heuristic algorithm based on MEC for efficient energy scheduling
is proposed in [42]. The task scheduling among MEC servers and the downlink energy
consumption of roadside units are comprehensively considered. The energy consumption



Sensors 2021, 21, 779 15 of 22

of MEC servers is minimized while enforcing task delay constraints. The algorithm can
effectively reduce the energy consumption, task processing delay and solve the problem
of task blocking. Li et al. [43] study the energy efficiency of an IoT system under an
edge computing paradigm, and describes a dynamic process with a generalized queuing
network model. It applies the ordered optimization technology to a Markov decision-
making process to develop resource management and task scheduling schemes, to meet the
challenge of the explosion in Markov decision process search space. Its simulation results
show that this method can effectively reduce the energy consumption in an IoT system. A
dynamic voltage frequency scale (DVFS) technology is proposed in [44], which can adjust
the offloading rate of a device and the working frequency of CPU to minimize the energy
consumption under the constraint of time delay. Zhang et al. [45] propose a dual depth Q-
learning model. A learning algorithm based on experience playback is used to train model
parameters. It can improve training efficiency and reduces system energy consumption.
An improved probability scheme is adopted to control the congestion of different priority
packets transmitted to MEC in [46]. Based on this, an improved krill herd meta-heuristic
optimization algorithm is proposed to minimize the energy consumption and queuing
congestion of MEC. Bi et al. [47] propose a partial computation offloading method to
minimize the total energy consumed by smart mobile devices (SMDs) and edge servers by
jointly optimizing offloading ratio of tasks, CPU speeds of SMDs, allocated bandwidth of
available channels and transmission power of each SMD in each time slot. They formulate
a nonlinear constrained optimization problem and presents a novel hybrid meta-heuristic
algorithm named genetic simulated-annealing-based particle swarm optimization (GSP)
to find a close-to-optimal solution for the problem. Its experimental results prove that
it achieves lower energy consumption in less convergence time than other optimization
algorithms including SA-based PSO, GA and SA.

Based on the current research, treating the lowest energy consumption as the schedul-
ing goal, researchers have proposed many improved heuristic task scheduling algorithms.
For cases where a delay constraint is not strong, most of the heuristic scheduling algo-
rithms are able to generate a complete feasible schedule by gradually expanding a local
schedule. The more iterations, the greater chance to get the best solution, and the lower
energy consumption.

5.3. Minimal Delay Time and Energy Consumption

In such application scenarios as virtual reality, augmented reality, and driverless
vehicles, the requirements of delay time and energy consumption are very strict. How to
make an optimal task schedule to minimize both time delay and the energy consumption
is very important. Two objectives are, unfortunately, in conflict with each other.

The energy consumption and processing/transmission time of computing tasks are
regarded as costs. With the support of a cloud computing center, a distributed algorithm
for cost minimization is proposed by optimizing the offloading decision and resource
allocation of a mobile edge computing system [48]. Its experimental results show that
compared with other existing algorithms, i.e., Greedy algorithm, and those in [49,50], the
cost can be reduced by about 30%. Zhang et al. [51] study the trade-off between system
energy consumption and delay time. Based on the Lyapunov optimization method, the
optimal scheduling of CPU cycle frequency and data transmission power of mobile devices
is performed, and an online dynamic task allocation scheduling method is proposed to
modify the data backlog of a queue. A large number of simulation experiments show
that the scheme can realize good trade-off between energy consumption and delay. A
task scheduling problem of a computing system considering both time delay and energy
consumption is proposed in [52]. A task allocation method based on reinforcement learning
is proposed to solve the problem, which can ensure the timely execution of tasks and a
good deal of efficient energy saving. The simulation results show that compared with
other existing methods, i.e., SpanEdge [53] and suspension-and energy-aware offloading
algorithm [54], it can reduce 13–22% of task processing time and 1–10% of task processing
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energy consumption. Note that Sen at al [52] fail to consider the transmission energy in
such a system.

In the existing research, a distributed algorithm, Lyapunov optimization method,
reinforcement learning and other task scheduling algorithms can be used to improve the
overall performance of the system with a target to lower both delay time and energy
consumption. It can be seen that to balance both well, engineers can select traditional and
heuristic task scheduling algorithms. The latter are more popular since they can handle
dual objective functions well.

All the discussed scheduling schemes and other methods [55–61] are summarized in
Tables 1 and 2.

Table 1. Summary of task scheduling schemes.

Objectives Studies Features

Minimize delay time [22,24,37–41]

• Markov decision process method
• Greedy Algorithm
• Two-stage algorithm based on greedy strategy and threshold strategy
• Establishing the delay model of cellular edge computing system and

defining the delay Lyapunov function
• Defining D Lyapunov function and proposing the algorithm of joint

subcarrier allocation, base station selection, power control and virtual
machine scheduling

• Conservative heterogeneous earliest completion time algorithm
• A profit-maximized collaborative computation offloading and resource

allocation algorithm to guarantee the response time limits of tasks.

Minimize energy
consumption [30,42–47]

• Particle swarm optimization-based task scheduling algorithm for
multi-resource computing offloading

• Heuristic algorithm of task scheduling among Mobile Edge Computing
(MEC) servers by considering the downlink energy consumption of Road
Side Units

• Applying ordered optimization technology to a Markov decision process
• Based on Dynamic Voltage Frequency Scale (DVFS) Technology
• Double Deep Q-learning model
• Improved krill herd meta heuristic optimization algorithm
• A novel genetic simulated-annealing-based particle swarm optimization

(GSP) algorithm to produce a close-to-optimal solution

Minimize both delay
time and energy

consumption
[48,51,52]

• Dynamic task allocation and scheduling algorithm based on a Lyapunov
optimization method

• Distributed algorithm
• Reinforcement learning
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Table 2. Summary of algorithms for different optimization objectives (ES = edge server, CC = cloud center, Unc = uncertain
and N-O = near-optimal).

Objective Scheme Optimal Complexity Where Pros and Cons

Delay Time

One-dimensional search
algorithm [22] Yes low ES Achieving the minimum average delay in various

specific scenarios, but not general ones

Greedy algorithm [24] Yes Medium ES
Saving time by 20–30%, in comparison to the proposed

random algorithm but only for a simple M/M/1
queuing system in a specific scenario.

Customized TS algorithm [24] Yes Medium ES
Efficient and suitable for scenarios with large number

of tasks, but only for a simple M/M/1 queuing system
in a specific scenario.

Lyapunov function-based task
scheduling algorithm [38] NP Medium ES

Being more accurate than the other delay models; and
smaller delay than that of a traditional

scheduling algorithm.

Efficient conservative
heterogeneous

earliest-finish-time algorithm [40]
Unc Medium ES Reducing the delays of task offloading, and

considering the task execution order.

SA-based migrating birds
optimization procedure [41] N-O Medium ES/CC

Providing a high-accuracy and fine-grained energy
model by jointly considering central processing unit
(CPU), memory, and bandwidth resource limits, load

balance requirements of all nodes, but only for a
simple M/M/1 system.

Sub-gradient algorithm [55] Yes Medium ES

Providing a closed-form solution suitable for a specific
scenario about the partial compression offloading but

not for general scenarios; reducing the
end-to-end latency.

Energy cosumption

Energy efficient Multi-resource
computation Offloading strategy

task scheduling algorithm [30]
Yes Medium ES/CC

Comprehensively considering the workload
conditions among mobile devices, edge servers and

cloud centers;
Having stable convergence speed and reducing the

power consumption effectively in a specific scenario.

Ordinal Optimization-based
Markov Decision Process [43] Unc High ES/CC

Being effective and efficient;
Making good tradeoff between delay time and

energy consumption.

Ben’s genetic algorithm [56] N-O Medium ES

Effectively solving the problem of choosing which
edge server to offload, and minimizing the total

energy consumption, but working only for a simple
M/M/1 queue model

Algorithms for partial and binary
offloading with energy

consumption optimization [57]
Yes High ES

Joint computation and communication cooperation by
considering both partial and binary offloading cases

Reducing the power consumption effectively;
obtaining the optimal solution in a partial

offloading case

Artificial fish swarm
algorithm [58] Yes Medium ES

Guaranteeing the global optimization, strong
robustness and fast convergence for a specific problem

and reducing the power consumption

Delay/energy
consumption

Multidimensional numerical
method [17] Yes High ES

Establishing the conditions under which total or no
offloading is optimal; Reducing the execution delay of

applications and minimizing the total consumed
energy but failing to consider latency constraints

Software defined task
offloading/Task Placement

Algorithm [59]
Yes Medium ES

Solving the computing resource allocation and task
placement problems;

Reducing task duration and energy cost compared to
random and uniform computation offloading schemes
by considering computation amount and data size of a

task in a software defined ultra network.

Energy-aware mobility
management algorithm [60] N-O High ES

Making good tradeoff between delay time and
energy consumption

Dealing with various practical deployment scenarios
including BSs dynamically switching on and off, but

failing to consider the capability of a cloud server.

Lyapunov Optimization on Time
and Energy Cost [61] Yes High ES/CC

Taking full advantages of green energy without
significantly increasing the response time and having

better optimization ability

6. Issues and Future Directions

An edge server has more computing power and storage capacity than devices, and
edge computing has lower task transmission delay than cloud computing. In addition,
due to the limitation of edge resources, the task scheduling problem of edge computing
is NP-hard. Its high-performance solution methods are highly valuable, while its exact



Sensors 2021, 21, 779 18 of 22

global optimal solution cannot be obtained in general for sizable problems. Although
there have been many studies on collaborative scheduling of computing tasks in edge
computing [47,62,63], the following issues should be addressed:

(1) Consider the occurrence of emergencies. In an edge computing paradigm, a
system involves the coordination of devices, edge server and network link, each of which
plays an important role. Therefore, if any devices and edge servers are shut down or the
network fails in the process of task processing, scheduled task execution can be significantly
impacted. Therefore, the question of how to add the consideration of emergencies in the
process of task scheduling to ensure that tasks can also be successfully executed is a widely
open problem.

In other words, researchers have to take their failure probability into tasks scheduling
consideration so that the risk of failing some important tasks should be minimized.

(2) Consider multiple optimization objectives. Now, most of research is based on the
optimization goals of delay time and/or energy consumption to develop task schedules.
Other QoS indicators of user tasks are rarely considered. Therefore, they should be added
to optimize a schedule, and a task scheduling scheme with comprehensive optimization
goals should be formulated to achieve high-quality user service experience as well.

(3) Consider data security issues. Data security [64–69] is one of the most concerned
issues. Security protocols and encryption algorithms are mostly used to achieve the
security and privacy of data, but there are few considerations in terms of their induced
delay and energy consumption issues. Therefore, it is worthy to develop light to heavy-
weight security protocols and encryption algorithms such that some best trade-off solutions
between performance and data security levels can be made.

(4) Find any-time task scheduling algorithms. The research on task scheduling al-
gorithms mostly uses the improved traditional and heuristic task ones. They need long
iteration time to achieve a near-optimal or optimal schedule. In practice, we must offer a
feasible schedule in short time. We can then improve it if we are given enough computing
time before a schedule needs to be developed. Hence, inventing some fast algorithms to
produce a first feasible schedule and then some intelligent optimizations that can improve
the solutions are highly desired.

(5) Add some important factors to optimization goals. Generally, network bandwidth
and CPU of task offloading locations could be taken into consideration in the process of
offloading tasks at the edge, but many other factors, such as offloading ratio of tasks, are
not yet taken into consideration in order to obtain the best offloading strategy.

(6) Balance partial computing offloading of Deep Learning (DL) models. To improve
the intelligence of the applications, DL is increasingly adopted in various areas, namely
face recognition, natural language processing, interactive gaming, and augmented reality.

Due to the limited resources of edge hardware, lightweight DL models are suitable for
edge devices. However, in order to accelerate the inference speed of models and minimize
the energy consumed by devices, they need to be developed and partially offloaded. It
is challenging to answer how to determine partial offloading for DL model training and
balance the resource consumption between edge devices and edge servers.

7. Conclusions

This paper analyzes and summarizes the computing scenarios, computing tasks,
optimization objectives’ formulation and computing task scheduling methods for the
scheduling process of an edge computing system. According to the resources in edge
computing, the computing scenarios of scheduling tasks are divided into four categories,
and their composition and characteristics are analyzed in detail. According to where their
execution takes place, computing tasks can be accomplished via local execution, partial
offloading and full offloading. Then we formulate the optimization problem to minimize
delay time and energy consumption for computation offloading of an edge computing
system with different queuing models, and indicate its solution complexity. With regard
to computing task scheduling methods in edge computing, most existing studies set their
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optimization goal to minimize delay, energy consumption or both of them. Improved
traditional task scheduling algorithms and some intelligent optimization algorithms can be
used to solve such optimization problem. For the reviewed optimization problems, most re-
searchers tend to use the improved heuristic algorithm/intelligent optimization algorithms
instead of mathematical programing ones due to their computational complexity. This
paper also discusses the issues and future directions in the area of collaborative scheduling
of computing tasks in an edge computing paradigm. This paper should stimulate further
research on collaborative scheduling and its applications in the context of edge-computing,
e.g., [70–72].
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