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ARTICLE INFO ABSTRACT
Keywords: —Equipping lithium-ion batteries with a reasonable thermal fault diagnosis can avoid thermal
Lithium-ion battery runaway and ensure the safe and reliable operation of the batteries. This research built a lithium-

Thermal diagnosis

Mask region-based convolutional neural
network

Deep learning

ion battery thermal fault diagnosis model that optimized the original mask region-based con-
volutional neural network based on the battery dataset in both parameters and structure. The
model processes the thermal images of the battery surface, identifies problematic batteries, and
locates the problematic regions. A backbone network is used to process the battery thermal im-
ages and extract feature information. Through the RPN network, the thermal feature is classified
and regressed, and the Mask branch is used to ultimately determine the faulty battery’s location.
Additionally, we have optimized the original mask region-based convolutional neural network
based on the battery dataset in both parameters and structure. The improved LBIP-V2 performs
better than LBIP-V1 in most cases. We tested the performance of LBIP on the single-cell battery
dataset, the 1P3S battery pack dataset, and the flattened 1P3S battery pack dataset. The results
show that the recognition accuracy of LBIP exceeded 95 %. At the same time, we simulated the
failure of the 1P3S battery pack within 0-15 min and tested the effectiveness of LBIP in real-time
battery fault diagnosis. The results indicate that LBIP can effectively respond to online faults with
a confidence level of over 98 %.

1. Introduction

With the rapid development of industry, human demand for energy has gradually increased. The drawbacks of traditional energy
sources such as coal, petroleum, and other fossil fuels are becoming increasingly apparent. Consuming gasoline, diesel, and other fuels
can exacerbate greenhouse gas emissions, contributing to environmental and climate change. Therefore, the emphasis is on achieving
the transition from traditional to new energy sources and ensuring sustainable development. With the advancement of technology,
sustainable energy sources like photovoltaic and wind power generation have replaced conventional energy sources as the preferred
option [1]. However, due to the strong intermittency and volatility of new energy generation, it is necessary to equip energy storage
systems to mitigate fluctuations. Additionally, the rapid advancement of electric vehicles has significantly raised the demand for
energy storage [2].
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Lithium-ion batteries are currently one of the most common rechargeable batteries widely used in electric vehicles, portable
electronic devices, and energy storage systems. They benefit from a long lifespan, high energy density, and being lightweight [3].
However, the normal operation of lithium-ion batteries is significantly impacted by temperature. Excessive charging and discharging,
internal and external short circuits, mechanical damage, and prolonged operation in high-temperature environments can all lead to
battery overheating [4], accelerate the degradation of active battery materials, and affect battery life [5]. At the same time, low
temperatures and high C-rate charging may also cause internal short circuits within the battery, leading to uncontrolled heating [6].
Since most of the electrolytes in present lithium-ion batteries are flammable liquids [7], excessive heat can potentially cause fire or
explosion [8]. To effectively prevent the occurrence of irreversible thermal runaway [9] and ensure the safe and reliable operation of
lithium-ion batteries [10], a battery thermal management system (BTMS) [11] suitable for lithium-ion batteries should be installed.

The impact of the battery pack’s packaging shape [12] and cooling technique [13] on its thermal performance, as well as variations
in battery voltage, current, state of charge (SOC), and other parameters, must all be taken into consideration in BTMS research. In
addition to preheating the battery in a low-temperature environment [14], BTMS must prevent thermal runaway of the battery during
high-rate charging [15]. Currently, researchers can effectively achieve thermal diagnosis by establishing a reliable physical model of
lithium-ion batteries. These models are usually mathematical models solved by partial differential equation solving [16], to clarify the
internal mechanism and provide detailed voltage [17], current, and temperature data when the battery works [18]. Based on this,
many studies forecast lithium-ion battery thermal problems. A better multi-scale entropy algorithm (MSE), for instance, was developed
in [19] to compute the battery health in real-time and can identify hazardous battery conditions seven days before thermal runaway. In
[20], voltage increment deviation and cumulative deviation analysis are employed, together with density-based spatial clustering with
noise (DBSCAN) for thermal diagnosis. This technique can identify a single battery’s deterioration a few days before thermal runaway.
Reference [21] considers the effects of discharge depth (DoD) and temperature on the internal heating of lithium-ion batteries and
constructs a two-dimensional electrothermal model for temperature prediction of lithium-ion batteries. Reference [22] models the
passive balanced battery module, and the predicted temperature data obtained can serve as a reference for BTMS design.

At present, the thermal runaway prediction method and internal short circuit (ISC) detection can theoretically effectively avoid the
thermal runaway of lithium-ion batteries under normal conditions. However, in the face of unexpected events such as puncture,
compression, or a sudden increase in environmental temperature, it is difficult to quickly achieve temperature warnings by estab-
lishing a model and processing complex data online. Therefore, sensor selection is an effective method to detect thermal runaways in
case of an emergency. In the process of thermal runaway, many parameters can be used as early warning indicators. For example,
reference [23] built an early warning system for thermal runaway energy storage stations based on sound signals. Temperature early
warning is realized by observing the sound signal of battery thermal runaway discharge. This method first uses a denoising system to
remove interference signals and then uses an extreme gradient boosting (XGBoost) pattern recognition classifier for acoustic signal
recognition and processing. Similarly, literature [24] also carried out the diagnosis of lithium-ion battery thermal runaway based on
the gas signal. The results show that these methods can accurately complete the thermal diagnosis, but the detection of thermal
runaway gas signals is more suitable for large battery systems such as energy storage power stations, but not for small models.
Although the internal temperature detection of lithium-ion batteries is more reliable than surface temperature detection, surface
temperature detection utilizing a thermographic camera, temperature sensor, and other tools is still an efficient, convenient, and
low-cost battery temperature diagnosis method [25]. This method is more intuitive and also supports online diagnosis. The distribution
image of the surface temperature of lithium-ion battery is obtained through the infrared thermographic camera and other equipment,
and the image is preprocessed. According to the thermal characteristics and surface temperature distribution of the battery, LBIP
determine whether the lithium-ion battery has a thermal fault. The use of surface temperature imaging to determine the thermal state
of lithium-ion can serve as a supplement to existing diagnostic methods.

Machine learning algorithms can automatically process large amounts of data and adaptively adjust them by analyzing the re-
lationships between the data, which is applied in the field of batteries. For example [26], proposed a data-driven thermal fault
diagnosis for electric vehicles, which detects thermal runaway units by applying discrete frechet and local anomaly factors to real-time
voltage and current detection units. Reference [27] proposes a data-driven method based on single-cell voltage comparison, which
achieves thermal diagnosis by analyzing dynamic data curves. This method has good robustness. Reference [28] established a
lithium-ion battery thermal diagnosis network using a transformer, which is based on thermal imaging of lithium batteries. With
considerable advancements in accuracy and speed, image recognition can process a lot of image data online. It is common practice to
employ the instance segmentation model represented by Mask R—-CNN. By extending Mask R-CNN to thermal pictures for segmen-
tation tasks, reference [29] presents an effective technique for searching image objects that can identify heating parts that cannot be
discriminated in RGB images.

As a result, our research uses instance segmentation models to apply a deep learning model to the thermal image processing of
lithium batteries, recognizing and classifying thermally defective batteries. The following are the important contributions made to our
research.

1. Online lithium-ion battery intelligent perception (LBIP): the model for thermal fault detection and localization was constructed,
based on the Mask R-CNN instance segmentation model, and fine-tuned using a pre-trained model. Set the loss function, and
optimize the network structure and network parameters in combination with the battery dataset;

2. Thermal finite element analysis: using Ansys Fluent software conducts finite element analysis on lithium-ion batteries, simulates
charging and discharging as well as internal short circuit faults, and obtains surface thermal imaging images of lithium-ion bat-
teries. Data preprocessing is performed on the images.
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3. Based on the accurate detection of Mask R—-CNN and the important information contained in lithium-ion thermal imaging images, a
complete lithium-ion battery thermal fault diagnosis model has been established to identify and localize faulty lithium-ion
batteries.

4. We evaluated the effectiveness of the LBIP using datasets from single-cell battery and 1P3S battery packs, as well as testing and
validating any errors that emerged during the battery pack’s real-time online operation.

The remaining content of this article is as follows: Section 2 describes the network structure of LBIP; Section 3 describes the setting
of the loss function of the model; Section 4 provides experimental details and results; Section 5 summarizes the work of this article.

Nomenclature

Abbreviations Variables 1

BTMS Battery Thermal Management System [ The effective electric conductivity for the positive
electrode

LBIP Lithium-ion Battery Intelligent Perception [ The effective electric conductivity for the negative
electrode

Mask R-CNN Mask Region-based Convolutional Neural Network 0, Phase potential for the positive electrode

FPN Feature Pyramid Network @_ Phase potential for the negative electrode

RPN Region Proposal Network Jshort The current transfer rate of battery

ROI Region of Interest Qshort The heat generation rate due to the battery’s
internal short-circuit

ROI Align Region of Interest Align JEch The volumetric current transfer rate of the battery

ResNet50 Deep Residual Network with 50 layers qEch The electrochemical reaction heat

FCN Fully Convolutional Network Qabsue The heat generation due to the thermal runaway
reaction

BN Batch Normalization re The short-circuit resistance at the short-circuit
point

ReLU Rectified Linear Unit Vol The activate zone’s volume of a single battery

FC Fully Connected Network v The battery cell voltage

NTGK Newman, Tiedemann, Gu, Kim battery model Quominat ' The battery’s total electric capacity

SGD Stochastic Gradient Descent Qref The reference electric capacity

Bbox Bounding Box T The operating temperature of the battery

mAP Mean Average Precision

mAR Mean Average Recall

TP True Positive

FP False Positive

FN False Negative

Variables 2

C2~C5 The output of ResNet50 in the backbone

P2~P6 Feature maps

Xict+1> Yi+1 The central point of the anchor projected back to the location coordinates of

the original battery image.

Wik+1 The width of the anchor in the feature map

hiy1 The height of the anchor in the feature map

dx, dy Rectification of anchor center point coordinates

dw Rectification of anchor width

dh Rectification of anchor height

cls_logits The output of the box classification task

box_prediction The output of the box regression task
mask_fen_logits  The output of the classification task in mask head

i Classification ]
Monitor §= Generalize - |
* ﬁ i= : i # proposals#
| It
Thermal | l | | ) :
Batt Cameras | — B2 | Location I
attery | |
. 3 | Images Uniformly Sized | : Results
L S)‘stcm | 5 Images | - (scores,
___________ - | loss : labels, mask,
: LBIP | box, e e )

Fig. 1. The process of LBIP.
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2. LBIP workflow

The lithium-ion battery system monitors the surface temperature changes of the battery in real-time through a thermal imager and
saves thermal imaging images at the same time intervals. The saved surface thermal imaging images are processed in batches and
cropped into uniformly sized images as input for LBIP. LBIP first extracts key point information from the image, converts it into digital
signals, and inputs them into the network. Then, it propagates the extracted information forward for complete classification, recog-
nition, and localization. LBIP calculates the error between the generated proposals and the true value and performs backpropagation to
continuously reduce the error before outputting the recognition result. The process of LBIP is shown in Fig. 1.

We used commercial software Ansys Fluent to construct the dataset and perform finite element analysis on lithium-ion batteries. To
identify the internal failure site in the damaged battery, we created a small area and applied a very low resistance to it. Afterward,
patch the area onto the cell body of the battery to simulate the internal short circuit of the battery.

We selected labelme to label the thermal imaging image we obtained. Each image has a mark indicating the various battery
operating conditions. At the same time, export the.json file generated by labelme to obtain a mask image, and use the original image
and mask image together as input for LBIP.

3. LBIP network structure

In LBIP, the Mask R—-CNN is a two-stage object detection network that was developed by He et al. [30], based on the Faster R-CNN
in 2017 [31]. It excels in the recognition and segmentation of objects within images. The network is composed of five main com-
ponents, which include the backbone and FPN (Feature Pyramid Network), RPN (Region Proposal Network), ROI Align (Region of
Interest Align), FCN (Fully Convolutional Network), and mask branch. Fig. 2 showcases the layout of the network.

A. Multiscale Thermal Perception

After normalized processing, the images are obtained and inputted into the network. A backbone network is a convolutional neural
model used for feature extraction, which is responsible for extracting image feature parameters and generating feature maps. In this
paper, the pre-trained ResNet50 is selected as the backbone structure, which can significantly reduce the training time of the model
and enhance the model’s performance.

FPN mainly solves the problem of multi-scale detection in target detection. Although deep backbone network generates high-level
feature maps providing rich semantic information, they have limited resolution and preserve minimal object location information,
which makes it difficult to do frame regression afterward. To enhance the efficacy of object detection and semantic segmentation, the
FPN network may extract numerous scale features from a picture and integrate them. Fig. 3 illustrates the backbone network and FPN
structures.

In our research, ResNet50 and FPN are combined to extract multiscale thermal information. ResNet50 features a four-layer
structure, and the output feature diagram of each layer is denoted as C2, C3, C4, and C5, respectively. The FPN network makes the
output channel size of the feature graph of each layer consistent (channel = 256) after 1 x 1 convolution. After up-sampling and down-
sampling, the feature maps of different layers are fused and the final feature maps are output, which are respectively denoted as P2, P3,
P4, P5, and P6.

B. Global Search

RPN network uses feature maps to generate proposals, that is, to predict several proposals in the input image, and output the
proposals of the target region and the corresponding score.

Bboxes,
Scores,
P6 labels

(1,256, 130, 333)

[ = =

Generalized Images
3x1333x518
|

Backbone

Fig.

P5
1,256,16,42)

P4
1,256,32,83)

P3
(1,256,65,167)

P2
, 256,130, 333)

Filtered
Proposals

==

RPN

. The network structure of LBIP.
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Feature

Vector
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C4 Conv2d Conv2d
@n@—» (1024, 256, 1x1, (& (256,256,3x3, ——» P4

stride=1) stride=1)

C3 Conv2d Conv2d
COmE-—v (512,256, 1x1, @ (256,256,3x3, —» P3
stride=1) stride=1)

‘ Upsample ‘

C2 Conv2d Conv2d
Convl(BN+ReLU)—>  Conv2_x }—V (256, 256, 1x1, (256,256,3x3, —» P2
stride=1) stride=1)

A4

A4

Backbone:ResNet50 FPN
Fig. 3. The composition of backbone network and the construction of FPN.

For the part of the proposals, the RPN network generates numerous anchors in advance and obtains the correction value based on
the network regression parameter after abandoning the anchors that exceed the boundary. After that, each anchor’s center and width
are adjusted to make sure that it is appropriately close to the ground truth. In our research, anchor operation is carried out based on the
five-layer feature map of P2~P6 in multi-scale thermal perception (P1 does not participate in anchor generation). A 4n-dimensional
vector can be obtained by regressing the feature vectors in each layer, which can be used to describe the generated n anchors. The
correction formula of the anchor is as follows [30]:

X1 = (1 +dx) - x; @
Yirr = (1+dy) - )
Wi1 = exp(dw) - wy 3)
hiy1 = exp(dh) - by @

where w and h are the width and height of the anchor, and x and y are the central point of the anchor projected back to the location
coordinates of the original image. The correction for rectification is dx, dy, dw, and dh.

For the regression part, the RPN network outputs the front and back view confidence for n proposals. A large number of boxes are
generated after anchor correction, and then the non-maximum value is used to suppress filtering according to the scores of boxes to
obtain relatively accurate proposals.

Feature map

o o e oo o
e oo | oo o
e oo | oo o
e oo | oo o
ROI with sampling points

Fig. 4. ROI Align calculation.
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C. Fine-grained Localization

The ROI part is responsible for feature extraction of ROI (Region of Interest) generated by the RPN network. The proposals
generated by the RPN network will be calculated through ROI Align and mapped to the corresponding feature maps. The ROI Align
algorithm uses bilinear interpolation to calculate the mapped ROI coordinates (X, y, w, h) and then processes these ROIs into a unified
size through pooling, facilitating subsequent border classification, regression, and prediction of Mask. ROI Align with bilinear
interpolation is more precise than the first ROI Pooling process. Fig. 4 shows the calculation of ROI Align. It calculates the sampling
point position in ROI through adjacent pixels on the feature map. The sampling points are ultimately used for pooling calculations.

The feature map of uniform size processed by ROI Align then passes through full connection layers and a softmax layer for box
classification and regression. The ROI structure is depicted in Fig. 5. The cls_logits include the classification of the ROI, while box_-
prediction includes the location and confidence level of the ROL.

In parallel with box regression, the mask branch continues to process the created ROIL. The mask branch determines whether a given
pixel in the ROI region is part of the instance, and finally outputs the binary mask of the target instance. This study’s Mask R—-CNN uses
an FPN structure, pooling the ROI output before performing a convolution operation to produce the location. Fig. 6 depicts the mask
branch’s structure.

D Network Improvement

We also refer to the work in reference [32] and build the LBIP-V1 and LBIP-V2 networks in Pytorch. LBIP-V2 first performs batch
normalization on convolutions in FPN. After processing the same batch of feature maps, a distribution with a mean of 0 and a variance
of 1 is obtained.

LBIP-V2 has made the following improvements compared to LBIP-V1.

Firstly, the BN layer is placed behind the convolutional layer, making the network more prone to convergence. The BN layer is also
added after the convolutional layer in the mask branch. The improved backbone structure is shown in Fig. 7.

Secondly, LBIP-V2 has added a convolutional layer to the RPN network.

Thirdly, to improve feature extraction for the ROI region, four layers of convolution with BN layers are utilized directly in place of
the two linear layers in LBIP-V1. Fig. 8 shows the structure of ROI heads in LBIP-V2.

4. LBIP testing and verification
A Data Acquisition and Processing

We used commercial software Ansys to carry out finite element simulations of lithium-ion batteries. We set up three models for
testing: a single-cell battery, a 1P3S battery pack, and a flattened 1P3S battery pack model. The parameters of the lithium battery

model refer to Kim et al.’s paper [33]. Table 1 lists the specific parameters of the lithium-ion model.
In the Table 1, C-Rate represents the discharge rate, which is the hourly rate of battery discharge. A positive value represents the

ROIAlign
(7x7 sampling ratio=2)

Flatten

\
FC1
(Linear)
\
FC2
(Linear)
box head
FC3 FC4
(Linear) (Linear)
cls_logits box_prediction

box predictor

Fig. 5. The structure of ROL
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ROIAlign
(14x14 sampling ratio=2)

Conv2d
(256, 256, 3x3, stride=1)
ReLU

x4

ConvTranspose2d
(256, 256, 2x2, stride=2)
ReLU

* mask head

Conv2d
(256, num_class, 1x1,
stride=1)

mask fen_ logits

Fig. 6. The structure of Mask branch.

Maxpool ’—> P6
New module in LBIP-V2 T

C5 Conv2d I | Conv2d
Conv5 x  ————»  (2048,256, 1x1, BawhNormZdﬁl—l—> (256,256,3x3, —» P35
stride=1) | | stride=1)
T | | Upsample
C4 Conv2d | | Conv2d
Conv4 x —— > (1024,256, 1x1, BatchNorm2d (256,256,3x3, —» P4
stride=1) | I stride=1)
| | Upsample
C3 Conv2d | | Conv2d
Conv3 x  ———> (512,25, 1x], — > BaichNorm2d (256,256,3x3, ——» P3
stride=1) | | stride=1)
T | | Upsample
C2 Conv2d | Conv2d
Convl(BNJrReLU)}—b{ Conv2 x ————» (256,256, 1x1, ‘I—D{BawhNormZd @ (256,256,3x3, ——» P2
stride=1) | | stride=1)
Backbone:ResNet50 L | FPN

Fig. 7. The composition of backbone network and the construction of FPN (LBIP-V2).

discharge rate, while a negative value represents the charging rate. C-rate is numerically equivalent to the charging and discharging
current ratio of the rated battery capacity. The system can currently be specified during simulation. The discharge current is repre-
sented by a positive system current, and the charging current is represented by a negative system current. The system voltage can be
specified to represent the potential of the anode when the cathode potential is OV. Similarly, when specifying the system power, it
means that the battery model will charge and discharge at a specified digital constant power.

The NTGK model [34] provided by Fluent was used to solve the operating conditions of the battery under multiple operating
conditions. In Ansys Fluent, we used the MSMD [35] solution method to determine the temperature distribution within the length
range of lithium-ion batteries. The heat generation formula of the model is given by the following series of formulas:

opC,T

pditP - V- (kVT)= 0'+‘V(/’+|2 +0_Vo_ [+ qrcn + dort + dabsie ®)
V- (6:V¢.,) = json — Jjech ©
V- (6_-V¢_)=jech — jshort @

where 6, and o_ are the effective electric conductivities for the positive and negative electrodes, ¢, and ¢_ are phase potentials for the
positive and negative electrodes. jgch and qgcp are the volumetric current transfer rate and the electrochemical reaction heat,
respectively. jshort and Qshort are the current transfer rate and heat generation rate due to the battery’s internal short-circuit,
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Fig. 8. The structure of ROI (LBIP-V2).

Table 1
The parameters of NTGK lithium battery.
Project Parameter
Cathode Material LiFePO4
Anode Material graphite
Capacity 14.6Ah
C-rate 1 (-1 during charging)
System Current (A) 1
System Voltage (V) 4
System Power (W) 60 (200 during 1P3S battery pack model)
External Resistance (ohm) 1
Min. Stop Voltage (V) 3
Max. Stop Voltage (V) 4.3

respectively. qapsye i the heat generation due to the thermal runaway reactions under the thermal abuse condition. Under usual battery
operation, Qapsye is set to 0. jshort and Gghort are all set to 0 without internal short circuits.
When the battery experiences an internal short circuit fault, the calculation of jshort and qghort is as follows:

jxlzorr:a((p+ - Qﬂf)/"c (8)

2
qshort = 0(40\ - fﬂ_) /rc (9)
where r. is the short-circuit resistance at the short-circuit point, a is a constant. Therefore, a/r. can represent the degree of short circuit

at the short-circuit point.
For the selected NTGK model, the default parameters come from Ref. [34]. The calculation formulas for jgch and qgch are:

. Onominal
= YIU-V 10
JECh 0,y Vol % ] (10)
. dU
qEech =JEch [U -V- Tﬁ} an

where Vol represents the activated zone’s volume of a single battery. V is the battery cell voltage. In MSMD solution, V can be
calculated as ¢, — ¢_. Quominal is the battery total electric capacity. Q. is the capacity of the battery that is used in experiments to
obtain the model parameters Y and U.
Y and U are functions of battery depth of discharge (DoD):
13

Vol

DoD=———— | jd N
2D = 36000, / o .
0
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5
U= <Ea (D()D)n> —Co(T — Tyy) (13)

n=0

> ) 11
Y= (;bn(DoD)' )exp( -C (T - T,e_,>) 14

where C; and C3 are the battery-specific NTGK model constants. T is the operating temperature of the lithium-ion battery. During the
simulation process, both the discharge depth DoD and the reference battery capacity need to be manually adjusted and the values are
also from Ref. [34].

For dataset generation, the simulation step was set to 30100 steps, and the temperature changes of the lithium battery were
monitored to obtain the image.

Secondly, we simulated the temperature changes of a single-cell battery model with a capacity of 14.6 Ah under three different
operating conditions: 1C charging, 1C discharging, and internal short circuit. The single-cell battery model dataset consisted of 48
images and was divided into 3 groups based on charging, discharging, and internal short circuit conditions, with 16 images in each
group. Among them, 13 images were for training and 3 images were for validation. We randomly selected 26 partial temperature
images from the first 50 % seconds of the discharge state and the last 50 % seconds of the charging state, and randomly selected them
from the internal short-circuit fault image set to ensure the randomness of the dataset selection. Fluent software is used to simulate the
failure of cells 1, 2, and 3 for the 1P3S battery pack model, correspondingly. Similar to the single-cell battery model, a total of 48
thermal images—16 for each of the three failure scenarios—were randomly chosen while creating the dataset for the 1P3S battery
model. Finally, for the flattened 1P3S battery pack model, the dataset contained 112 pictures in total, which also included cases of cell
1 failure, cell 2 failure, cell 3 failure, and multiple cell simultaneous failures. We set up the testing dataset using the same method and
randomly selected images from both the non-training and validation datasets. The settings for the three datasets are shown in Table 2.

B LBIP Network Structure in Battery Dataset

The overall network structure of LBIP processing is shown in Fig. 9.

Taking the 1P3S dataset as an example, the thermal image size of the original battery is 417 x 1074 (Width x Height), an RGB
image. After resizing, batch process the images into 3 x 1333 x 518 (C x H x W). At the same time, the bounding box is also scaled
accordingly. The scaled images are packed into a batch and input into the network, which contains the image itself and target in-
formation. The above operation corresponds to the transform section in Fig. 9, which preprocesses the size of the image.

The preprocessed images are scaled to 1/4, 1/8, 1/16, and 1/32 of the original size through a backbone network. After down-
sampling, feature maps from different layers are fused to output P2~P6 feature maps. The feature map is processed by the RPN head
and anchor generator to obtain anchors. The anchor sizes set in LBIP are respectively 32 x 32, 64 x 64,128 x 128, 256 x 256, and 512
x 512, and the aspect ratios of anchors are 0.5, 1.0, and 2.0, respectively. For each pixel in the feature map, 15 anchors of different
sizes are generated. Table 3 shows the size of the feature map and the number of anchors.

In RPN, cls_ logits and boxes_ pred are used for classification and regression, ultimately obtaining the anchor’s predicted target
score and (dx, dy, dw, dh) regression parameters. The final output of the RPN network is a proposal set, which is filtered to leave about
2000 proposals before entering the second stage of object detection.

Proposals will generate a feature vector with a size of 1024 after processing in the ROI section, and outputting the final box
predictions and mask branches.

C. Results of a Single-Cell Battery Dataset

We built the Mask R-CNN model using Pytorch and specified the learning rate, momentum weight, and weight decay of SGD. Here,
we tested two different LBIP models: LBIP-V1 and LBIP-V2, and the network structure of these two is described in Section III.

Meanwhile, we also selected pre-training model fine-tuning and used the random gradient descent SGD method to update weight
parameters during the training process. To stop model oscillations during the initial training process, it also used the warm-up learning
rate approach to boost the learning rate from a low learning rate to a fixed learning rate for training. The learning rate and results of the
loss variations in different areas of the network during training are depicted in Fig. 10 (a)-(e).

The training loss of LBIP-V2 is shown in Fig. 10. After 10 epochs, the total loss of the network decreased to around 0.05, the mask
loss decreased to 0.04, the RPN loss decreased to within 0.02, and the bbox loss decreased to 0.01.

We chose the evaluation indicators for the COCO dataset [36], where Precision, Recall, and F1Score are calculated as follows:

Table 2

The composition of three datasets.
Dataset Total Training Validation Testing
Single-cell battery model 48 39 9 9
1P3S battery pack model 48 39 9 9
Flattened 1P3S battery pack model 112 91 21 21
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Fig. 9. LBIP network.
Table 3
Size of feature map and number of anchors.
Feature Map Size Number of Anchors
P2 (1, 256, 130, 333) 130 x 333 x 15 = 649350
P3 (1, 256, 65, 167) 65 x 167 x 15 = 162825
P4 (1, 256, 32, 83) 32 x 83 x 15 = 39840
P5 (1, 256, 16, 42) 16 x 42 x 15 = 10080
P6 (1, 256, 8, 21) 8 x 21 x 15 = 2520
. TP
Precision = ————
FP+ TP
TP
Recall = ———
TP +FN
Precision x Recall
F1Score =2 x

Precision + Recall

During the training process of a single battery dataset, the mAP (Mean Average Precision) and mAR (Mean Average Recall) in
validation are shown in Fig. 11 (a) and (b).

The results of a single-cell battery dataset are as follows in Table 4.

In the validation dataset, it can be seen from Table 4 that the mAP of the network for bounding boxes is nearly 0.94 in LBIP-V1,
while the mAP in segmentation is nearly 0.95. F1Score also remains a high score of about 0.94 both in the bounding box and seg-
mentation. The performance of the LBIP-V2 is slightly inferior. The bounding box mAP values remain around 0.78, which is
approximately 0.2 lower than the results of the LBIP-V1. Similarly, the mAR value remains around 0.8, which is 0.15-0.16 lower than
the LBIP-V1. The Flscore values do not exceed 0.80, indicating that for a single-cell battery dataset, the LBIP-V1 performs better than
LBIP-V2. Similarly, in the segmentation task, the mAP, mAR, and F1Score of LBIP-V2 are all about 0.04-0.05 lower than those of LBIP-
V1.

Meanwhile, there is a slight decrease in the performance of LBIP-V1 and LBIP-V2 in the testing dataset. However, the mAP, mAR,
and F1Score of LBIP-V1 all exceed 0.91 in both bounding box and segmentation. The accuracy of a small network is higher in a
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Fig. 10. The training loss of LBIP-V2. (a) is the Ir in training; (b) is the total loss of the model; (c) is the loss of mask branch; (d) is the Bbox loss
which consists of loss-classifier and loss-box-reg; (e) is the RPN loss which consists of loss-objectness and loss-rpn-box-reg.
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Fig. 11. Single-cell battery dataset model evaluation. (a) is the mAP in the segmentation and bounding box tasks. (b) is the mAR value in the
segmentation and bounding box tasks.

relatively simple detection task. In both validation and testing, the performance of the segmentation task seems better than the
bounding box task and mAR is higher than mAP for LBIP.

Fig. 12 (a)-(c) shows the prediction box, prediction mask area, and the overlap between the predicted mask area and ground truth
of the network. The label of the short-circuit battery in the dataset is P_Battery, the charging status is marked as C_Battery, discharge
status is marked as D_Battery. It can be seen that the proposed LBIP-V1 has good performance in distinguishing three working
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Table 4
Performance of single cell battery dataset.
Dataset Network Score mAP mAR F1Score
Validation LBIP-V1 bounding box >0.940 0.937 0.944 0.940
segmentation 0.948 0.956 0.952
LBIP-V2 bounding box >0.863 0.774 0.789 0.781
segmentation 0.904 0.911 0.907
Testing LBIP-V1 bounding box >0.940 0.911 0.911 0.911
segmentation 0.918 0.922 0.920
LBIP-V2 bounding box >0.797 0.852 0.856 0.854
segmentation 0.878 0.878 0.878

iFBnUlU 0.676 =5 .
(a)
i r' ‘
[ |
|
C_Hattery 0.940 = A2
(b)
iDEnUeq Ys0 w . =5
©

Fig. 12. The classification results of LBIP-V1 in single battery images. The results include the label, prediction area, and score which represents the
confidence of a certain class of targets in the bounding box. (a) is a short-circuit battery perceptual result. (b) is a charging battery perceptual result.
(c) is a discharging battery perceptual result.

conditions and localizing the faulty battery.
D. Results of the 1P3S Battery Pack Dataset

Similarly, we conducted experiments on the 1P3S battery pack. Labels cell 1, cell_2, and cell_3 represent faults in cell 1, cell 2, and
cell 3 of the 1P3S battery pack, respectively. The diagnostic results of the 1P3S battery pack are shown in Fig. 13 (a)-(c).

Table 5 shows the performance of the 1P3S battery pack dataset. In the validation dataset, the bounding box task’s mAP, mAR, and
F1Score all hit 1 for the 1P3S dataset, whereas the segmentation’s mAP, mAR, and F1Score all came in at 0.867 using LBIP-V1.
Similarly, the LBIP-V1 still performs better than LBIP-V2 both in validation and testing. It can be indicated that LBIP still performs
well for diagnosing thermal faults in battery packs or several batteries.

E. Results of the Flattened 1P3S Battery Pack Dataset

We flattened the 1P3S model in Ansys Workbench and saved the thermal images from a frontal position to better illustrate the
temperature variations of a single lithium-ion battery pack cell during internal short circuit faults. The network will recognize and
choose batteries in the dataset that have intrinsic short-circuit issues.

Fig. 14 (a)-(c) shows the results of flattened 1P3S battery pack images using the larger network (LBIP-V2). The results demonstrate
that LBIP-V2 has a very high short circuit detection score of over 0.985 for the flattened battery model. Table 6 shows the performance
of the flattened 1P3S battery pack dataset.

It can be seen that the large network performs slightly better in flattened models than the small one, probably due to the large
number of flattened model datasets. The recognition confidence levels of LBIP-V1 and LBIP-V2 on both the testing and validation
datasets exceeded 0.98, demonstrating the accuracy of the model.

By vertically comparing the results of the single-cell battery, 1P3S battery pack, and flattened 1P3S battery pack model datasets, the
scores of the detection boxes for both network structures gradually increase as the datasets become richer. Each network can accurately
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Fig. 13. The classification results of LBIP-V1 in 1P3S battery images. The results include the label, prediction area, and score which represents the
confidence of a certain class of targets in the bounding box. (a) is perceptual short-circuit cell 1 in a 1P3S battery pack. (b) is perceptual short-circuit
cell 2 in a 1P3S battery pack. (c) is perceptual short-circuit cell 3 in 1P3S battery pack.

Table 5
Performance of 1P3S battery pack dataset.
Dataset Network Score mAP mAR F1Score
Validation LBIP-V1 bounding box >0.983 1 1 1
segmentation 0.867 0.867 0.867
LBIP-V2 bounding box >0.977 0.789 0.789 0.789
segmentation 0.833 0.833 0.833
Testing LBIP-V1 bounding box >0.980 1 1 1
segmentation 0.844 0.844 0.844
LBIP-V2 bounding box >0.956 0.830 0.833 0.831
segmentation 0.855 0.856 0.855

cell_Z 0.995

cell -3 0.989

cell_T 0994 cell_3 0.990

(©)

Fig. 14. The classification results of LBIP-V2 in flattened 1P3S battery pack images. The results include the label, prediction area, and score which
represents the confidence of a certain class of targets in the bounding box. (a) is perceptual short-circuit cell 2 in a flattened 1P3S battery pack. (b) is
perceptual short-circuit cell 3 in a flattened 1P3S battery pack. (c) is perceptual short-circuit in cell 1 and cell 3 in a flattened 1P3S battery pack.
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Table 6
Performance of flatten 1P3S battery pack dataset.
Dataset Network Score mAP mAR F1Score
Validation LBIP-V1 bounding box >0.978 0.983 0.989 0.986
segmentation 0.990 0.994 0.992
LBIP-V2 bounding box >0.981 0.984 0.989 0.986
segmentation 0.979 0.986 0.982
Testing LBIP-V1 bounding box >0.987 0.972 0.980 0.976
segmentation 0.991 0.993 0.992
LBIP-V2 bounding box >0.989 0.973 0.981 0.977
segmentation 0.993 0.994 0.993

identify battery cells with abnormal temperature rise caused by internal short circuit issues. Large networks will perform better when
dealing with big datasets.

F. Results of Battery Pack’s Real-time Online Operation

We tested LBIP on images of the battery running online. The 1P3S battery pack flattening model was still selected, and Ansys Fluent
was selected to simulate the discharge of the battery pack at the rate of 1C. The simulation duration is a total of 15 min. The battery
pack is in normal operation for 0-5 min, battery cell 1 experiences an internal short circuit fault due to external force for 5-10 min, and
battery cell 3 experiences an internal short circuit fault due to external force for 10-15 min. Fig. 15 shows this process.

The simulation obtains a battery thermal imaging image approximately every 0.95 s, resulting in a total of 944 thermal images.
Considering the large dataset, we chose LBIP-V2 for thermal fault identification, and the identified results are shown in Fig. 16 (a)-(d).

From the results, it can be seen that LBIP-V2 has a confidence of over 0.98 for online battery fault diagnosis, and LBIP can respond
promptly in the event of a thermal fault in the battery, demonstrating excellent online performance. The diagnostic time of LBIP on
V100GPU is 20.95fps, and online diagnosis has good real-time performance.

5. Results and discussion

Our research developed a computer vision-based lithium-ion battery intelligent perception (LBIP) model and improved network
parameters based on the lithium-ion battery dataset. LBIP includes LBIP-V1 and LBIP-V2, which are used for small datasets and big
datasets, respectively. We chose Resnet50 as the backbone network, built the Mask R—-CNN network using Pytorch, and implemented
FPN. We constructed the mask branch and calculated the losses for RPN, bbox, and mask branches. Ansys Fluent is used to generate
experimental datasets and simulate the thermal imaging of lithium-ion batteries under three different conditions: a single-cell bat-
tery, a 1P3S battery pack, and a flattened 1P3S battery pack model. Our method has shown that the model has a diagnostic recall
and accuracy of 0.95 for thermal faults in lithium-ion batteries under various operating conditions. In addition, the highest F1Score
value of LBIP-V2 exceeds 0.98. At the same time, we conducted tests on real-time lithium-ion battery packs. During sequential
operation, LBIP was able to quickly and accurately identify the location of the faulty battery when the battery cell experienced a
thermal failure due to an unexpected event, with a score exceeding 0.910. The experimental results demonstrate the feasibility of LBIP.
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Fig. 16. The classification results of LBIP-V2 in battery pack’s real-time online operation. The results include the label, prediction area, and score
which represents the confidence of a certain class of targets in the bounding box. (a) is the perceptual result of LBIP on the surface thermal imaging
of lithium-ion batteries under normal operating conditions within 0-5 min. (b) is the perceptual result of LBIP on the surface thermal imaging of cell
1 thermal fault within 5-10 min. (c) is the perceptual result of LBIP on the thermal imaging of cell 1 and cell 3 thermal fault within 10-14 min. (d) is
the perceptual result of LBIP on the thermal imaging of cell 1 and cell 3 thermal fault in the last 1 min (14-15min).
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Appendix A

A. 1. LBIP Loss Formulation

The loss of LBIP in this paper consists of three parts [30]:

Loss = Lrpn + Lbbox + Lmask (A 1)

where total loss is the sum of RPN network loss L,, bounding box 1oss Ly, and mask branch 10ss Lpqsk.
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A.1.1 RPN Loss
The loss of the RPN network consists of RPN classification loss and RPN regression loss. BCE Loss (Binary cross entropy Loss) is
selected for classification loss.

Lipn-as= — [p} log(p;) + (1 — p})log(1 — p;)] (A.2)

RPN regression loss is calculated as follows:

Lipn—reg = ZsmoothLl (t,- - t:‘) (A.3)
Therefore, the total loss of the RPN network is:

1 1 ,
Lrpn = @ ZLrpn—cl: (PHPT) + A ng ZprLrpn—rzg (ti7 t,*) (A~4)

For classification loss, Ny is the sample number. p; is the predicted probability of anchor i being an object; p; is 1 for positive
samples and O for negative samples. For regression loss, N, is the number of anchor position information, ¢; is the boundary regression
parameter of the i-th anchor, and t; is the gt-box corresponding to the i-th anchor. 1 is equal to 10.

A.1.2 Bounding-box Loss
Bbox loss is also composed of classification loss and regression, namely:

Lipor = Lipox—cis (P, u) + ’1[” > I]Lbboxfloc(tuv V) (A.5)

where p is softmax probability distribution predicted by the classifier; u is the label corresponding to the real category of the target; t* is

the regression parameter of the corresponding category u of bounding box regression prediction. v is the bounding box regression

parameter corresponding to the true target. When the ROI region is a positive sample, u = 1 and [u> 1] = 1, otherwise, [u> 1] = 0.
The classification loss in (A.6) is softmax cross entropy loss:

Lypox—cts = — log p,, (A.6)

where p, is the probability that the classifier predicts the true class u.
Regression loss is calculated as:

Lypox—toc = Z smoothy, (1, v;) (A7)

ie{x,y,w,h}

A.1.3 Mask Branch Loss

The mask branch has an output of K x m x m dimension for each ROI region, and K masks of m x m size are encoded during loss
calculation. There are K categories for each ROIL Corresponding to an ROI belonging to the K-th class in the ground truth, L;q is
defined only on the K-th mask. Ly is calculated using the BCE Loss (Binary Cross Entropy loss) method. BCE Loss is widely used in
multi-label classification tasks. The formula for the loss function is as follows:

m

Lipask :% Z[k > 1] Z[ — y * log(sigmoid(x)) — (1 —y) = log(1 — sigmoid(x))} (A.8)

i

In the formula, y represents the label value of the mask of the current location. The positive sample isy = 1, and the negative sample is
y =0. x is the output value of the current position, and sigmoid function transformation is performed. If the kth channel corresponds to
the real category of the target, k = 1, [k > 1] = 1, otherwise, k> 1] = 0.
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