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A B S T R A C T

Objective: Children and adolescents with functional neurological symptom disorder (FND) present with diverse
neurological symptoms not explained by a disease process. Functional neurological symptoms have been con-
ceptualized as somatoform dissociation, a disruption of the brain's intrinsic organization and reversion to a more
primitive level of function. We used EEG to investigate neural function and functional brain organization in
children/adolescents with FND.
Method: EEG was recorded in the resting eyes-open condition in 57 patients (aged 8.5–18 years) and 57 age- and
sex-matched healthy controls. Using a topographical map, EEG power data were quantified for regions of interest
that define the default mode network (DMN), salience network, and somatomotor network. Source localization
was examined using low-resolution brain electromagnetic tomography (LORETA). The contributions of chronic
pain and arousal as moderators of differences in EEG power were also examined.
Results: Children/adolescents with FND had excessive theta and delta power in electrode clusters corresponding
to the DMN—both anteriorly (dorsomedial prefrontal cortex [dmFPC]) and posteriorly (posterior cingulate
cortex [PCC], precuneus, and lateral parietal cortex)—and in the premotor/supplementary motor area (SMA)
region. There was a trend toward increased theta and delta power in the salience network. LORETA showed
activation across all three networks in all power bands and localized neural sources to the dorsal anterior cin-
gulate cortex/dmPFC, mid cingulate cortex, PCC/precuneus, and SMA. Pain and arousal contributed to slow
wave power increases in all three networks.
Conclusions: These findings suggest that children and adolescents with FND are characterized by overactivation
of intrinsic resting brain networks involved in threat detection, energy regulation, and preparation for action.

1. Introduction

Functional neurological symptom disorder (FND) involves dis-
turbances of body function characterized by neurological sensory or
motor symptoms. Patients with FND present with many diverse symp-
toms not explained by neurological disease, including: psychogenic
non-epileptic seizures (PNES); positive movements such as tremor,

dystonia, or gait abnormalities; loss of motor functions such as leg or
arm paresis; and loss of sensory functions such as blindness, deafness, or
loss of feeling in the limbs. Known medical factors do not explain these
symptoms or the impairment they confer. In children and adolescents,
functional neurological symptoms are generated in the context of pain,
injury, intense distress, or psychological trauma, are associated with
states of high arousal (Kozlowska et al., 2015a; Kozlowska et al., 2017a;
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Kozlowska et al., 2017b), and are comorbid with medically unexplained
pain, nonspecific somatic symptoms, anxiety, and depression (Ani et al.,
2013; Kozlowska et al., 2007). Functional neurological symptoms have
been conceptualized as somatoform dissociation (Janet, 1889; Janet,
1892/1894; Nijenhuis et al., 1998; Vuilleumier and Cojan, 2011;
Barzegaran et al., 2016), which is thought to involve a disruption of the
brain's intrinsic organization, and reversion to a more primitive level of
neural function (Jackson, 1884)—a brain state where the influence of
emotionally salient information on motor output (self-protective re-
flexive behaviour) is prioritized (Blakemore et al., 2016). Since elec-
troencephalogram (EEG) recordings provide a direct index for quanti-
fying neural function and investigating functional brain organization
(Boord et al., 2007; Nagata et al., 1989; Alper et al., 2006), we used
EEG to investigate whether functional brain organization is disrupted,
at rest, in children and adolescents presenting with acute functional
neurological symptoms.

A central idea from evolutionary neuroscience is that functional
networks of the brain are organized along a phylogenetic hierarchy that
reflects stages in development (Jackson, 1884; MacLean, 1990;
Knyazev, 2012; Arnsten, 2015). According to this framework each
functional network reflects distinct ways of solving adaptive challenges
(Knyazev, 2012; Mesulam, 1998; Buzsaki and Draguhn, 2004; Arnsten,
2015). The particular challenges encountered in any particular situa-
tion determine the level of physiological and cortical arousal, the ac-
tivation state of the brain's innate immune effector cells (glial cells)
(Frank et al., 2016), and the functional network that comes into play
(Knyazev, 2012; Arnsten, 2015; Hermans et al., 2011; Ding et al.,
2013).

States of calm and safety facilitate cognitive/integrative processing,
which relies on higher cognitive functions mediated by the prefrontal
cortex (PFC), which itself has an executive role in motor planning and
motor-control functions—including the inhibition of inappropriate be-
haviours (Zhang et al., 2012; Knyazev et al., 2017). Such evolutionarily
“advanced” processes become operational with maturation and involve
activation of cortical brain regions. These processes are associated with
the higher-frequency bands (alpha, beta, and gamma) of the EEG
(Knyazev, 2007; Knyazev, 2012; Knyazev et al., 2017). By contrast,
danger and states of high arousal require emotion and motor-sensory
processing; catecholamines impair the higher executive functions of the
PFC (Arnsten, 2015; Hermans et al., 2011) and strengthen reflexive
control of behaviour (Arnsten, 2015; Hermans et al., 2011). Catecho-
lamines also activate the brain's glial cells, which are more numerous in
subcortical versus cortical regions (Mittelbronn et al., 2001), and which
function as neuromodulators on a network level, regulating levels of
network excitability and resetting basal responsiveness of neural cir-
cuits (Ding et al., 2013). Via all these mechanisms, in the face of danger,
the brain prioritizes older, more primitive processes—homeostatic de-
fensive functions that include energy regulation, autonomic activity,
respiratory rhythms, processing of homeostatic and pain afferents, and
activation of innate fear responses and other automatic behaviours—-
which involve activation of subcortical and limbic structures, and are
associated with the low-frequency bands (delta and theta) of the EEG
(Knyazev, 2007; Knyazev, 2012).

Evidence from contemporary imaging studies has enabled the
identification of the functional networks that are central to the orga-
nization of the brain at rest and during task-evoked states (Raichle,
2015; Williams, 2017; Gordon et al., 2016). At rest, the default mode
network (DMN), defined by nodes in the medial PFC, posterior cingu-
late/precuneus cortex, and lateral temporoparietal cortex, is thought to
have an important role in self-directed thought and the capacity to
switch flexibly into and among alert states (Hagmann et al., 2008;
Raichle, 2015). Various mental disorders have already been con-
ceptualized in terms of specific dysfunctions in the DMN (Williams,
2017; Wang et al., 2016), and it is reasonable to assume that disorders
of dissociation, including the full spectrum of functional neurological
symptoms, will likewise involve disruptions in the DMN.

The DMN is also involved in energy regulation, as is the salience
network, the limbic network defined by the anterior insula, dorsal
anterior cingulate cortex (ACC), and amygdala (Menon and Uddin,
2010; Williams, 2017). Kleckner et al. (2017) have determined that the
default mode and salience networks —operate together as a single,
allostatic-interoceptive brain system that maintains energy regulation
in the body and that also supports a wide range of psychological
functions such as emotion processing, pain processing, memory, and
decision making (Kleckner et al., 2017). This allostatic-interoceptive
brain system continuously predicts the body's energy needs and uses
these predictions to regulate the body's physiological systems to
maintain energy regulation in the body (allostasis). In this way, in the
face of danger, this system anticipates the body's increased need for
energy and activates brain-body systems that enable increased energy
consumption. When the danger has passed, the allostatic-interoceptive
system changes its predictions and readjusts the energy-regulation
system. Activation of the allostatic-interoceptive system is adaptive in
the short term but maladaptive in the long term. Continued activation
of the system increases the risk for a broad range of stress-related
physical and psychological disorders (McEwen and Gianaros, 2011).
Accumulating evidence suggests that patients with FND show activation
of brain-body systems—the hypothalamic-pituitary-adrenal (HPA) axis,
autonomic nervous system, and brain systems underpinning arou-
sal—that mediate increases in arousal and energy consumption (Bakvis
et al., 2009a; Bakvis et al., 2009b; Kozlowska et al., 2015a; Apazoglou
et al., 2017; Voon et al., 2010). These data suggest that maladaptive
activation of the allostatic-interoceptive brain system, together with
aberrant activation/disruption of motor systems (Blakemore et al.,
2016), may be a core feature of FND.

Functional magnetic resonance imaging (fMRI) studies with adult
patients with PNES show overactivation and over- and under-con-
nectivity of the intrinsic organization of the brain at rest. In a study
using seed regions, van der Kruijs et al. (2012) showed enhanced
connectivity between the insula (part of the salience network) and
multiple other seed regions: the central sulcus, posterior cingulate
cortex, anterior cingulate cortex, and parietal occipital fissure (van der
Kruijs et al., 2012). In a later study, using whole-brain analyses, van der
Kruijs et al. (2014) showed increased coactivations in resting-state
cortical networks as identified by Smith et al. (2009): increased coac-
tivation of the precuneus and (para-)cingulate gyri in the DMN; in-
creased coactivation of the orbitofrontal, insular, and subcallosal cortex
in “fronto-parietal network”; increased coactivation of the cingulate
and insular cortex in the “executive control network”; increased coac-
tivation of the cingulate gyrus, superior parietal lobe, pre- and post-
central gyri, and supplemental motor cortex in the “sensorimotor net-
work” (van der Kruijs et al., 2014). With the exception of the default
mode and sensorimotor networks (also known as the somatomotor
network, the term used in the present study), the networks identified by
Smith and taken up by van der Kruijs are not always exactly the same as
those identified in other studies (Williams, 2017; Menon and Uddin,
2010).

A resting-state study with adult patients with motor symptoms (both
positive and negative) also showed over- and under-connectivity of the
intrinsic organization of the brain at rest (Wegrzyk et al., 2017).
Changes in regions that define the DMN and in subcortical regions
mediating motor and affective functions—increased connectivity be-
tween the paracentral lobule and frontal regions (bilateral mid orbital
gyri), increased connectivity between the subcortical (right caudate)
region and both the limbic (left amygdala) and parietal regions (bi-
lateral postcentral gyri), and decreased connectivity between the par-
ietal regions (right temporoparietal region, including the inferior par-
ietal lobule) and frontal regions (right superior orbito-frontal
gyrus)—were most helpful in differentiating patients from healthy
controls (Wegrzyk et al., 2017).

Resting-state EEG studies in patients with PNES also suggest
changes in cortical function: decreased coherence between frontal and
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posterior regions in the gamma band (Xue et al., 2013); changes in EEG
synchronization between electrode sites in frontal and posterior (par-
ieto-occipital) regions across power bands, with lower synchronization
in frontal regions being related to more frequent PNES (Knyazeva et al.,
2011); a disruption of the normal ratio of local and global connected-
ness in the alpha band (Barzegaran et al., 2012); decreased gamma
band source density in the right posterior parietal cortex, posterior
cingulate cortex, and superior temporal gyrus (Umesh et al., 2017); and
decreased coherence between the right posterior cingulate gyrus and
right middle temporal gyrus (Umesh et al., 2017). Another study used
the local autoregressive average method and a measure of lagged syn-
chronization to examine connectivity between subcortical and cortical
regions. It found weakened functional connectivity between the basal
ganglia and the paralimbic, prefrontal, temporal, parietal, and occipital
regions (Barzegaran et al., 2016).

In the current study we examined resting-state neural activation
within the default mode, salience, and somatomotor networks, quan-
tified by EEG power, in children and adolescents with FND. The sal-
ience network and the DMN—the medial prefrontal regions of the
DMN, in particular—are activated by interoceptive signals of pain,
anxiety, and autonomic arousal (Craig, 2011; Menon and Uddin, 2010;
Vachon-Presseau et al., 2016; Raichle, 2015; Teves et al., 2004) and are
involved in viceromotor (autonomic) control of allostatic functions,
which prepare the body for action (Kleckner et al., 2017). These in-
teroceptive and energy-regulation processes are associated with power
increases in the low-frequency bands (Knyazev, 2012). In this context
we hypothesized that children and adolescents with FND, who have
been found to have high rates of pain, anxiety, and autonomic/cortical
arousal (Kozlowska et al., 2015a; Kozlowska et al., 2017b), would show
power increases in neural activation in the low-frequency, delta and
theta bands and not in the higher-frequency, alpha and beta bands in
the default mode, salience, and somatomotor networks. We also in-
vestigated which components of the default mode, salience, and so-
matomotor networks were activated by pain and arousal, and whether
such activation was correlated with subjective anxiety, depression, and
stress. We assessed the source localization of activation differences in
EEG power using low-resolution brain electromagnetic tomography
(LORETA).

2. Methods

2.1. Participants

Participants were 57 children and adolescents with functional
neurological symptom disorder (41 girls; 16 boys) aged 8.5–18 years
(mean: 13.56, SD: 2.2 years) recruited between August 16, 2006, and
August 16, 2010, from a paediatric tertiary-care hospital in New South
Wales, Australia, as part of a broader research program with the same
cohort (Kozlowska and Williams, 2010; Kozlowska et al., 2011;
Kozlowska et al., 2013; Kozlowska et al., 2015a; Kozlowska et al.,
2015b; Kozlowska et al., 2017b). Twenty-two children were pre-
pubertal (14 girls and 8 boys), and 35 were postpubertal (27 girls and 8
boys). Participants were diagnosed according to modified DSM-IV-TR
criteria (AmericanPsychiatric, 2000) by both a paediatrician and a child
psychiatrist. Consistent with later-adopted DSM-5 criteria, however, we
did not adhere to the DSM-IV-TR “psychological stressor criterion”; our
previous research with children/adolescents had highlighted that the
psychological-stressor criterion was too narrow (Kozlowska et al., 2007;
Kozlowska et al., 2011). Instead, we documented, if present, any
antecedent stressors—both psychological and physical. Again, con-
sistent with DSM-5 criteria, all participants had documented positive
signs on neurological examination, plus a worsening of symptoms with
attention and a decrease of symptoms when distracted by schoolwork
and other activities during family assessment, individual assessment,
and the inpatient admission.

The participants presented with one or more functional neurological
symptoms (mean: 2.60, range: 1–7)—sensory symptoms (n=31, 54%),
motor symptoms (n=38, 67%), non-epileptic seizures (n=29,
51%)—that were sufficiently disabling to require hospital treatment in
95% (54/57) of cases (See Fig. 1). At the time of testing, participants
were experiencing functional neurological symptoms; that is, the
resting EEG was recorded while they were experiencing functional
neurological symptoms or during a period of time in which their non-
epileptic seizure episodes were occurring. The EEG was recorded soon
after the clinical assessment, while all but two patients were medication
free (see Kozlowska et al., 2015a for details) (Kozlowska et al., 2015b);
of the two adolescents suffering from comorbid neurological disorders,
one had epilepsy treated with sodium valproate, and one had a long-
standing tremor and a glucose-transporter abnormality treated with
sodium valproate plus levetiracetam. Information from school reports

Sensory 
n=31 (54%)

Nonepileptic
seizures

n=29 (51%)

Motor +ve
n=16 (28%)

Motor −ve
n=26 (46%)

12

3

1

3

5
5

10

9

1

All motor symptoms
N=42 (74%)

3 3 2

Fig. 1. The visual representation shows the complex patterns of
comorbidity between functional neurological symptoms in the
current cohort of child and adolescent patients. Non-epileptic
seizures commonly presented alongside sensory, positive motor,
and negative motor symptoms. Comorbidity between positive
and negative motor symptoms was present in four patients: one
11-year-old girl presented with tremor of the right arm alter-
nating with weakness in the right arm and paralysis of both legs;
another 11-year-old girl presented with leg weakness alternating
with tic-like movements of all four limbs; one 12-year-old boy
presented with unremitting cough and weakness in all four limbs;
and one 14-year-old boy presented with astasia abasia, leg
weakness, voice slurring, and loss of vision.

K. Kozlowska et al. NeuroImage: Clinical 18 (2018) 730–743

732



and teacher reports (gathered routinely as part of the clinical assess-
ment), as well as, in some cases, past IQ assessments, confirmed that
prior to presentation with FND, all patients had being attending school
full time, fell within the normal IQ range, and displayed none of the
characteristics—history of inattention, impulsivity, behavioural pro-
blems, or learning difficulties—that signal maturational delays and an
underdeveloped PFC. Additional information about the clinical and
demographic characteristics of the patients with FMD is provided in
Table 1.

During clinical assessment, all patients with functional neurological
symptoms and their families reported antecedent stressors, including
physical illness, injury, or pain, and emotional distress or psychological
trauma (Table 1)1. Assessments of attachment by blinded coders and
classification of patients into high-risk, non-normative patterns of at-
tachment confirmed the presence of chronic relational stress
(Kozlowska et al., 2011). Using DSM-IV-TR criteria, 54% (31/57) of
patients were diagnosed with a comorbid anxiety disorder, 14% (8/57)
with depression, and 14% (8/57) with mixed anxiety/depression. Fifty-

eight percent (33/57) reported comorbid medically unexplained pain in
one (n=17), two (n=11), or three sites (n=5), including 37% (21/
57) headache, 23% (13/57) leg pain, 21% (12/57) arm pain, 3% (2/57)
body/torso pain, 2/57 (3%) back pain, 2/57 (3%) neck pain, and 2%
(1/57) chronic abdominal pain. In addition, 54% (31/57) had comorbid
nonspecific somatic symptoms: 14% (8/57) nausea, 30% (17/57) diz-
ziness, 23% (13/57) breathlessness, and 28% (16/57) fatigue. The se-
verity of the child/adolescent's functional impairment was documented
using the Royal Alexandra Hospital for Children Global Assessment of
Function (RAHC-GAF) (Table 2).

FND participants were compared to 57 healthy children and ado-
lescents matched on age, sex, and years of education, and who com-
pleted the same test battery as the clinical sample. Each participant
with FND was closely age-matched to ensure an age difference of
≤6months. Between-group comparisons on the Spot-the-Word test,
Depression Anxiety and Stress Scales (DASS), Early Life Stress
Questionnaire (ELSQ), and RAHC-GAF confirmed that the FND and
control groups were matched on IQ and that the control group was
healthy (Table 3).

The study was approved by the institutional ethics
committees—Royal Alexandra Hospital for Children (The Children's
Hospital at Westmead) Human Research Ethics Committee and Western
Sydney Local Health District Human Research Ethics Committee.
Written informed consent was obtained from all subjects and their
parents. Details on the recruitment protocols, screening for inclusion
and exclusion criteria, assessment for organic pathology, and other
aspects of clinical characteristics have been reported previously
(Kozlowska et al., 2013; Kozlowska et al., 2015a; Kozlowska et al.,
2015b; Kozlowska et al., 2011; Kozlowska and Williams, 2010).

2.2. Procedure

Participants' EEGs were recorded in the laboratory during the
resting eyes-open condition. Participants were asked to rest quietly,
with their eyes open for three minutes. Heart rate was simultaneously
recorded via an electrocardiogram (ECG), and skin conductance via
electrodes on the left hand. Participants also completed the Spot-the-
Word Test (Intelligence Quotient estimate), self-report DASS regarding
the presence of emotional symptoms, and ELSQ (Table 2).

2.3. EEG acquisition methodology

EEG was recorded using 26 cephalic sites at Fp1, Fp2, Fz, F3, F4, F7,
F8, Cz, C3, C4, FC3, FCz, FC4, T3, T4, T5, T6, Pz, P3, P4, O1, O2, and
Oz electrode sites (10–20 International System). A QuickCap
(Neuroscan) was used to acquire EEG data from these cephalic sites.
EEG data were referenced to the average of A1 and A2 (mastoid)
electrodes sites. For the horizontal electrooculogram (EOG), horizontal
eye movements were recorded with electrodes placed 1.5 cm lateral to
the outer canthus of each eye. Vertical eye movements were recorded
with electrodes placed 3mm above the middle of the left eyebrow and
1.5 cm below the middle of the left bottom eyelid. Skin resistance was
kept at< 5 kΩ. Scalp, EOG, and other potentials were amplified and
digitized continuously by a system (NuAmps, SCAN 4.3) having a fre-
quency response from DC to 100 Hz (above which, attenuating by 40 dB
per decade), a sampling rate of 500 Hz, and a 22-bit resolution digiti-
zation. Correction for eye-blink artifact was carried out on the 26 ce-
phalic sites using a technique based on Gratton et al. (1983) (Gratton
et al., 1983) using the recorded EOG data. The Brain Resource database
software was used to perform artifact handling on the EEG. Epochs are
rejected if the signal at three or more sites exceeded 100 μV voltage
swing for that particular epoch.

2.4. Arousal measures

An electrocardiogram (ECG)—yielding heart rate (HR) and heart

Table 1
Clinical and Demographic information about participants with FND (n=57).

Socioeconomic status of the family Number Percentage

Professional 19 33%
White collar 23 40%
Blue collar 14 25%
Unemployed 1 2%

Antecedent life events (range 1–10, mean 5.3)

Family conflict 38 67%
Child physical illness 27 47%
Bullying 27 47%
Loss via separation from a loved one or a friend 23 40%
Loss via death of a loved one 19 33%
Maternal mental illness 19 33%
Paternal mental illness 17 30%
Maternal physical illness 15 26%
Moving house 13 23%
Domestic violence events 12 21%
Father mental illness 9 16%
Physical abuse 9 14%
Neglect 6 11%
Sexual abuse 6 9%

Medical investigations

Physical examination by a paediatrician/paediatric
neurologist

57 100%

Blood screen 57 100%
Clinical EEG to exclude epilepsy in patients presenting

with PNES/functional movements
32 56%

Brain imaging (MRI, CT or both) 47 83%
ERP/nerve conduction studies 6 11%
Cardiology investigations (ECG, echocardiogram, cardiac

telemetry, or tilt-table testing)
9 16%

Intelligence quota estimated from school testing and school reports

Superior range (120+) 10 18%
Average range (80–119) 43 75%
Borderline range (70–79) 4 7%

1 The rates of sexual abuse are higher than previously reported due to subsequent
disclosures. In the child physical illness/injury category, accidental injury and viral ill-
nesses were the most common.
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rate variability (HRV) measures (see Kozlowska et al., 2015a for details
regarding ECG methodology)—and skin-conductance measures were
acquired simultaneously with the EEG recording. Skin conductance was
recorded with the same frequency response, sampling rate, and re-
solution as the EEG data. The slope of the change in skin-conductance
level (in microsiemens/s) across a given recording was calculated.

2.5. EEG Spectral power methodology

Each 2-min EEG recording was partitioned into 4096-millisecond,
50% overlapping epochs. Each epoch is windowed using a Welch
window before Fast Fourier Transform (FFT) is applied. Average power
spectra were computed for 58 epochs of FFT for the eyes-open condi-
tion. Bad channels were excluded by inspection. Epochs with maximal
voltage-swing values over 100 uV on at least three channels were ex-
cluded. The spectral power was calculated for four bands: delta
(1.5–3.5 Hz), theta (4–7.5 Hz), alpha (8–13 Hz), and beta (14.5–30 Hz).

2.6. EEG spectral power analysis

In the EEG power data, outliers beyond 2.5 standard deviations
were removed, and missing values were replaced with the group mean,
determined separately for children aged< 12 years and ≥12 years in
both the FND and control groups (Tabachnick and Fidell, 2007).
Logarithmic transformation was applied to ensure that all EEG data
approximated a normal distribution.

EEG power data were quantified for regions of interest that define
the default mode, salience, and somatomotor networks. The DMN was
defined according to the topographical map developed by Giacometti
et al. (2014) (Giacometti et al., 2014). The regions of the anterior DMN
(and the corresponding EEG sites) included the ventromedial prefrontal
cortex cluster (vmPFC; Fp1, Fp2), dorsomedial prefrontal cortex cluster
(dmPFC; Fz, Cz), and rostral anterior cingulate cortex cluster (rostral

ACC; Fp1, Fz, F4, Fp2)2. Regions of the posterior DMN (and the cor-
responding EEG sites) included the posterior cingulate cortex cluster
(PCC; Cz, C4), precuneus cluster (O1, Pz, O2), and lateral parietal re-
gion adjacent to the temporal lobe cluster (P3, P4).

The salience network was defined according to two core regions
within the network (Seeley et al., 2007; Williams, 2017; Touroutoglou
et al., 2014): the insula cluster (F7, F8, T6) and the dorsal ACC cluster
(Fz, F4).

The somatomotor network was defined according to the core region
within the network (Williams, 2017), the premotor/supplementary
motor area (SMA) (FC3, FC1, FCZ, FC2, FC4) (Puzzo et al., 2010)3.

Repeated measures ANOVAs were used to examine differences be-
tween the FND and controls groups for these default mode, salience,
and somatomotor regions of interest for the two slow-wave power
bands (delta and theta) and two fast-wave power bands (alpha and
beta).

2.7. Pain as a moderator

The contribution of chronic pain as a moderator of FND-related
differences in EEG power in the default mode, salience, and somato-
motor networks was examined using repeated measures ANOVAs, with
FND participants stratified by characteristics of pain versus controls.
Planned contrasts were undertaken using the Least Significant
Difference Test.

Table 2
Summary self-report and clinician-report measures used in the study.

Self-report and Clinician Report Measures

RAHC-GAF The Royal Alexandra Hospital for Children Global Assessment of Function (RAHC-GAF) is the DSM-IV-TR GAF modified to include functional
impairment secondary to physical illness (AmericanPsychiatric, 2000). The scale has 100 points and 10 categories (10 points each). Healthy
controls fall into the upper two brackets “superior in all areas (score 91–100) or “good in all areas (score 81–90). Lower values (and brackets)
mark functional impairment of increasing severity. Patients with physical or psychological impairment fall into the lower brackets
(score < 81).

Spot-the-word test (IQ estimate) The spot-the-word test is an IQ estimate. Subjects are presented with pairs of items comprising one word and one non-word, and requiring the
subject to identify the word (Baddeley et al., 1993; Hatch et al., 2010). Performance correlates highly with verbal intelligence and in adult's
correlates with performance on the National Adult Reading Test (NART).

DASS-21 The Depression Anxiety and Stress Scales are in paediatric populations is a validated measure of perceived distress in paediatric populations
(Lovibond and Lovibond, 1995; Patrick et al., 2010).

ELSQ The early life stress questionnaire (ELSQ) is a checklist of 19 stress items—and an option for elaboration—based on the Child Abuse and
Trauma Scale (Cohen et al., 2006). Twelve items pertained to stress from repeated relational stressors including: bullying; physical abuse;
sexual abuse; emotional abuse; neglect; parental separation; loss by separation; loss by death; family conflict; severe illness of a family
member; domestic violence; repeated illness/hospitalizations and other. Other items pertain to birth complications, war trauma, natural
disasters and life threatening illness. Participants record if they have or have not experienced the given stressor and the age period during
which the stressor has been experienced.

Table 3
Comparisons between FND and healthy-control groups on IQ and self-report.

Measure FND group mean value/total score Healthy-control group mean value/total score t/χ2 (p)

Spot-the-word test (IQ estimate) 39.58 38.59 0.75 (0.45)
DASS-21 total score 11.49 4.52 4.56 (< 0.001)
DASS stress subscale 4.53 2.15 3.91 (< 0.001)
DASS anxiety subscale 3.91 1.25 4.60 (< 0.001)
DASS depression subscale 3.05 1.34 2.85 (0.006)
ELSQ relational-stressors (number marked) 121/498 items 69/672 items 41.39 (< 0.001)
RAHC-GAF 38 (range 11–75) >80* 22.64 (< 0.001)

For the t-test analysis healthy controls were assigned the arbitrary value of 81.

2 The rostral ACC includes the perigenual and subgenual ACC, which are considered to
be part of the DMN.

3 We utilized coordinates equivalent coordinates FC3, FCz and FC4 because our system
did not provide us with readings for FC1 and FC2.
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2.8. Arousal as a moderator

The contribution of arousal as a moderator of FND-related differ-
ences in EEG power in the default mode, salience, and somatomotor
networks was examined by rerunning the repeated measures ANOVAs
with the three indices of arousal—RMSSD-HRV,4 HR, and skin-con-
ductance level as separate covariates at sites showing significant or
trend-level between-group differences. Missing values for RMSSD-HRV,
HR, and skin conductance were replaced with the group mean, de-
termined separately for children aged<12 years and ≥12 years in
both the FND and control groups (Kozlowska et al., 2015a).

2.9. Symptom correlates

Within the FND group, we examined the correlation between
symptoms of subjective distress (the total score from the DASS5),
functional impairment, (GAF) and EEG cluster variables that showed
significant between-group differences. Participants with missing DASS
scores were omitted from the analysis.

2.10. Source-localization analysis

In order to implement source-localization analysis in sLORETA (KEY
institute http://www.uzh.ch/keyinst/loreta.htm), the EEG recording
was partitioned into 2048-millisecond epochs. The same epoch and
channel-exclusion methods as per spectral scoring were applied. If any
given channel had less than three adjacent channels, then the data for
that subject was excluded altogether. Otherwise, spherical spline in-
terpolation based on neighbouring channel data was used to interpolate
channel data missing due to artifacts. The sLORETA software was used
to compare the FND group to controls. Source localization was under-
taken within each of the EEG frequency bands used for the spectral
power analysis. Logarithmic transformation was applied to ensure that
all data approximated a normal distribution. A single head model was
used (as provided by the KEY institute sLORETA software). We identi-
fied the group differences in peak activity defined by regions with
maximal voxels, using a whole-brain approach. The LORETA method
yields a t-critical value that is effective for controlling type I error.

2.11. Post hoc analyses examining developmental (age-related)
characteristics and power differences in a “control network”

Because the age range of the sample was very large, two post hoc
analyses were run to examine whether our EEG data were robust and
conformed with developmental and neurophysiological characteristics
previously-described in the broader literature. The first post hoc ana-
lysis examined whether the data showed a reduction of slow waves (a
decrease in the power ratio index [PRI]) with maturation. Whole-brain
PRI values were calculated by dividing the combined delta power and
theta power by the combined alpha power and beta power from all
sites. Independent sample t-tests were used to assess differences in
whole-brain PRI between the prepubertal and postpubertal participants
within the FND and controls groups.

The second post hoc analysis—a rerun of (significant) ANOVA
analyses in electrode clusters in the whole-group analysis, by pubertal
status—to eliminate the possibility that whole group differences were
age-related or driven by pubertal status. A chi-square analysis was used
to compare the number of significant and non-significant results in the
prepubertal versus postpubertal groups.

The third post hoc analysis examined whether our data showed the
normal robust relationship between HRV and delta power reported by
Jurysta et al. (2003) by running correlations between the time domain
measure of HRV (RMSSD-HRV) and the average delta and theta power
value at the Cz site (Jurysta et al., 2003).

The fourth post hoc analysis examined between-group differences in
a “control network”: the cognitive-control network (Williams, 2017).
We chose the cognitive-control network—defined according to the core
region within the network, the dorsolateral PFC—because this region of
the brain would hypothetically not be activated by a functional shift
from cognitive/integrative processing to emotion and motor-sensory
processing.

3. Results

3.1. Examination of the data

Examination of the data revealed adequate EEG data sets, with
2.65% and 2.63% missing data for FND participants and control par-
ticipants, respectively. Missing data for RMSSD-HRV (14% and 19%),
HR (14% and 14%), skin conductance (2% and 3.5%), and DASS
(24.6% and 0%) were higher for some measures. All data approximated
a normal distributions (skewness ≤1.11 for EEG clusters; ≤1.14 for
arousal data; and 1.00 for DASS).

3.2. Group differences in EEG spectral power analysis in regions of the
default mode, salience, and somatomotor networks

Patients with FND showed increased power in both the delta band
(dmPFC, PCC, and precuneus electrode clusters) and theta band
(dmPFC, PCC, precuneus, and lateral parietal cortex electrode clusters)
of the DMN (see Table 4).

Patients with FND also showed increased power in the delta and
theta bands in the premotor/SMA electrode cluster (see Table 4).

Power increases in the salience network were evident at the trend
level (dorsal ACC cluster in the delta band and insula cluster in the
theta band).

By contrast, there were no significant differences in electrode clus-
ters corresponding to the default mode or somatomotor network in
either the alpha or beta band (see Table 5).

3.3. Pain and arousal as moderators of group differences in EEG spectral
power analysis within regions of the default mode and somatomotor
networks

Patients with FND (vs. healthy controls) were characterized by in-
creased autonomic arousal as reflected by higher HR (t(107)= 4.26,
p < 0.001), lower HRV (t(105)=−2.55, p=0.012) (Kozlowska
et al., 2015a), and increased skin conductance (t(112)= 2.26,
p=0.025). Patients with FND and pain (vs. patients with FND without
pain) were characterized by higher HR at a trend significance level (HR
of 84 bpm vs. 80 bpm, t(55)= 1.776, p=0.081). Otherwise, there
were no differences between FND patients with pain and without pain
in terms of age (t(55)= 0.304, p=0.762), sex (χ2= 1.83, df= 1,
p=0.18), pubertal status (χ2= 0.16, df= 1, p=0.68), total DASS
score (t(27.683)= 0.641, p=0.527), RMSSD (t(55)= 1.027,
p=0.309), and skin conductance (t(55)= 0.108, p=915)).

Pain was a moderator of the comparatively increased delta and
theta power observed in the patient group in the default mode, salience
and somatomotor networks (see Table 6). These findings were strongest
for the PCC and precuneus clusters of the DMN in the delta power
range. Arousal (indexed by HR) was a moderator of comparatively in-
creased delta power in specific nodes of the DMN (dmPFC, PCC, pre-
cuneus, and lateral parietal electrode clusters) the salience network
(dorsal ACC) and the somatoform network (SMA) (see Table 7). Arousal
(indexed by HR) was also a moderator of comparatively increased theta

4 RMSSD-HRV= root mean squared successive differences of the interbeat intervals,
the time-domain component of HRV measured in ms2.

5 The DASS has been validated for use in children and adolescents for total score, but
not to distinguish between anxiety, depression, and stress Patrick J, Dyck M and Bramston
P. (2010) Depression anxiety stress scale: is it valid for children and adolescents? Journal
of clinical psychology 66: 996–1007.
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power in the insula node of the salience network (See Table 7).

3.4. Source localization

Whole-brain LORETA source localization identified the peak acti-
vations in all three networks: the mid cingulate cortex (MCC) (−5 0 40,
theta band) and PCC/precuneus (0–60 15, delta band) in the DMN; the
dorsal ACC/dmPFC (5 25 40, alpha band) in the salience network; and
the left SMA (−25–15 50, beta band) in the somatomotor network (see
Fig. 2 and Table 8).

3.5. Correlations with subjective distress and functional impairment

Within the FND group, at the p=0.05 level of significance, there
were negative correlations between EEG power in the theta band and
subjective distress (total DASS score) in regions of the default mode
network (dmPFC cluster, r(43)=−0.303, p=0.048; PCC cluster, r
(43)=−0.336, p=0.027) and somatomotor network (SMA cluster, r
(43)=−0.321, p=0.031). There were no correlations between EEG

power in the delta band and either subjective distress or level of
functional impairment (RAHC-GAF score).

3.6. Conformity with known developmental and neurophysiological
characteristics, role of pubertal status, and examination of power differences
in a control network

Whole-brain PRI in prepuberbal and postpubertal participants
showed the expected developmental shift involving a reduction of slow
waves (a decrease in PRI) with maturation in both the patient and
controls groups (See Table 9). Prepubertal participants with FND had
significantly higher whole-brain PRIS than prepubertal healthy controls
(mean 2.0 vs. 1.5; t(30.14)= 2.46, p= 0.02), whereas the increase in
PRI ratio in postpubertal participants was not significant (mean 1.3 vs.
1.2; t(68)= 0.74, p=0.46). Despite this, a rerun of repeated measures
analyses in electrode clusters that were significant in whole-group re-
sults in the prepubertal and postpubertal subgroups showed that find-
ings remained significant in 4/9 prepubertal analyses and 2/19 post-
pubertal analyses, and that between-group findings were not driven by
pubertal status (χ2= 1.00, df= 1, p=0.31).

Although both patient (Pearson correlation 0.257, p=0.053) and
control participants (Pearson correlation 0.438, p=0.001) showed the
normative pattern of relationship between RMSSD-HRV and delta
power at Cz as previously established by Jurysta et al. (2003) (Jurysta
et al., 2003)—that is, as RMSSD-HRV increased, delta power in-
creased—these findings were much stronger in the control versus FND
group.

Examination of between-group differences in the cognitive-control
network (dorsolateral PFC cluster)—the “control network”—showed no
differences in any of the power bands (alpha [F (1, 112)= 0.004,
p=0.95]; beta [F (1, 112)= 0.570, p=0.5]; theta [F (1,
112)= 2.309, p=0.13]; and delta [F (1, 112)= 0.244, p=0.62].

4. Discussion

In this study we used a topographical map to quantify EEG power
data in children and adolescents with functional neurological symptoms
(vs. age- and sex- matched healthy controls) in the resting-state, eyes-
open condition for regions of interest that define the default mode,
salience, and somatomotor networks. Patients with FND had excessive
theta and delta power in EEG electrode clusters that correspond to DMN
sub-networks both anteriorly (dorsomedial PFC) and posteriorly

Table 4
Differences between FND and control group across ROI in the slow-wave bands.

Site Mean value FND group across sites log (μV2) Mean value control group across sites log (μV2) F df p-valuea Cohen's d effect size

Eyes-open delta power band
vmPFC cluster 1.49 1.47 0.191 1, 112 0.663 0.09
dmPFC cluster 1.60 1.53 4.375 1, 112 0.039 0.40
Rostral ACC 1.53 1.48 1.354 1, 112 0.247 0.22
PCC cluster 1.60 1.48 5.576 1, 112 0.020 0.44
Precuneus cluster 1.50 1.40 6.736 1, 112 0.011 0.50
Lateral parietal cluster 1.51 1.45 3.385 1, 112 0.068 0.35
Insula 1.37 1.33 0.711 1, 122 0.401 0.16
Dorsal ACC 1.56 1.50 3.624 1, 122 0.060 0.36
Premotor/SMA cluster 1.57 1.49 4.615 1, 112 0.034 0.41

Eyes-open theta power band
vmFPC cluster 1.21 1.15 1.882 1, 112 0.173 0.26
dmPFC cluster 1.50 1.41 4.543 1, 112 0.035 0.40
Rostral ACC cluster 1.32 1.25 2.603 1, 112 0.109 0.31
PCC cluster 1.45 1.36 4.892 1, 112 0.029 0.42
Precuneus cluster 1.28 1.18 5.189 1, 112 0.025 0.43
Lateral parietal cluster 1.36 1.26 4.387 1, 112 0.038 0.40
Insula cluster 1.12 1.04 3.502 1, 112 0.064 0.35
Dorsal ACC cluster 1.14 1.13 0.166 1, 112 0.684 0.06
Premotor/SMA cluster 1.45 1.36 4.625 1, 112 0.034 0.41

a Significant values for p < 0.05 are printed in bold.

Table 5
Differences between FND and control group across ROI in the fast-wave bands.

Site F df p-valuea

Eyes-open alpha power band
vmPFC cluster 0.110 1, 112 0.741
dmPFC cluster 0.022 1, 112 0.882
Rostral ACC 0.008 1, 112 0.931
PCC cluster 0.218 1, 112 0.642
Precuneus cluster 0.206 1, 112 0.650
Lateral parietal cluster 0.028 1, 112 0.860
Insula cluster 0.002 1112 0.963
Dorsal ACC cluster 0.022 1112 0.882
Premotor/SMA cluster 0.071 1, 112 0.791

Eyes-open beta power band
vmFPC cluster 1.553 1, 112 0.251
dmPFC cluster 0.092 1, 112 0.762
Rostral ACC 0.908 1112 0.343
PCC cluster 1.064 1, 112 0.305
Precuneus cluster 0.622 1, 112 0.432
Lateral parietal cluster 0.301 1, 112 0.584
Insula cluster 0.463 1112 0.497
Dorsal ACC cluster 0.166 1112 0.684
Premotor/SMA cluster 0.398 1, 112 0.529
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(posterior cingulate cortex, precuneus, and lateral parietal cortex), and
excessive theta and delta power in the premotor/SMA electrode cluster,
which corresponds to part of the somatomotor network. There was also
a trend toward excessive theta and delta power in the salience network
(insula and dorsal ACC electrode clusters, respectively). Source-locali-
zation analysis provided convergent evidence for the neural sources of
these EEG power increases in regions of the default mode, salience and
somatomotor networks, with peak activations in the dorsal ACC, MCC,
PCC/precuneus and SMA. Source localization using LORETA also sug-
gested that power increases were not restricted to delta and theta, but
occurred across power bands. Interoceptive signals of pain contributed
to theta and delta power increases in all three networks, with the
strongest findings for the PCC and precuneus clusters of the DMN in the
delta power range. Arousal contributed to delta increases in all three
networks and to theta increases in the insula node of the salience net-
work. Our data suggest that child and adolescent patients with FND
show increased activation of the brain at rest in electrode clusters that
correspond to the DMN (which is typically activated in the resting
state), salience network (which is activated by threat and emotionally
salient stimuli), and somatomotor network (typically deactivated, ra-
ther than hyperactivated, in the resting state), marking a shift in
resting-state functional brain organization.

Based on neuroimaging and neurophysiological studies from the
past decade, contemporary models of FND suggest that in patients with
FND, brain regions involved in arousal, motivation, emotion proces-
sing, and self-referential functions—e.g., the amygdala, cerebellar
vermis, vmPFC, and precuneus—respond to aversive and emotionally
salient stimuli in an overly robust way, setting the stage for aberrant
emotion-motor interactions and the disruption of voluntary motor
function (Voon, 2014; Vuilleumier, 2014; van der Kruijs et al., 2014;
Blakemore et al., 2016). Along the same lines, resting-state studies
looking at intrinsic resting-brain function in patients with FND have
documented changes in functional network organization in regions that

define the default mode and salience networks and that mediate motor
and affective functions (Wegrzyk et al., 2017; van der Kruijs et al.,
2012; van der Kruijs et al., 2014). In this context the current findings of
power increases within electrode clusters corresponding to the DMN,
salience network, and SMA point to altered intrinsic resting (functional)
organization—activation of the allostatic-interoceptive-motor brain
system—a functional shift to a more defensive brain organization. This
form of functional organization is associated with a state of increased
vigilance and arousal, a brain state that prioritizes reflexive and emo-
tionally salient, rather than voluntary, modes of motor control and that
enables the individual to respond to threat rapidly and automatically
(Knyazev, 2007; Knyazev, 2012; Arnsten, 2009). Hypothetically, in
susceptible individuals, this form of “defensive” functional organiza-
tion, in the presence of further stresses or triggers, can incidentally
activate aberrant emotion-motor interactions and generate functional
neurological symptoms (Kozlowska, 2017).

As previously noted, the DMN plays a central role in the brain's
ongoing (intrinsic) activity during the resting state (Raichle et al.,
2001). Together with the salience network, the DMN is part of the al-
lostatic-interoceptive brain system, which continually anticipates the
body's energy needs and prepares to meet those needs—by activating
the body's arousal systems—to ready the body for action (Kleckner
et al., 2017). Alongside this interoceptive, energy-regulation function,
the DMN supports intrinsic processes pertaining to emotion processing.
Within the DMN, the vmPFC processes interoceptive and sensory threat
signals and is involved in visceromotor output; the dmPFC is involved
in self-referential mental activity; and the posterior cingulate cortex,
adjacent precuneus, and lateral parietal cortex are involved in proces-
sing emotional salience, representing agency, and recollecting prior
experiences (Vachon-Presseau et al., 2016; Raichle, 2015; Teves et al.,
2004). The SMA, which is situated in the dmPFC, is part of both the
dmPFC region that regulates self-referential information and the cor-
tico-striato-thalamo-cortical circuit motor system, which regulates

Table 6
Differences between FND participants with pain, FND participants without pain, and controls.

Site Mean value pain-FND group
across sites log(μV2)

Mean value nonpain-FND group
across sites log(μV2)

Mean value control group
across sites log(μV2)

F df p-valuea Cohen's d effect
size

Eyes-open delta power band
dmPFC cluster 1.62 1.56 1.52 2.873 2111 0.061 0.45
Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p=0.018.
PCC cluster 1.59 1.54 1.48 3.283 2111 0.041 0.48
Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p=0.013.
Precuneus cluster 1.53 1.47 1.40 4.030 2111 0.020 0.45
Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p=0.006.
Lateral parietal

cluster
1.53 1.50 1.45 1.874 2, 111 0.158 0.37

Post hoc LSD analyses showed trend-level differences only between the pain-FND and control group, p=0.061.
Dorsal ACC cluster 1.58 1.54 1.50 2.253 2, 111 0.110 0.40
Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p=0.037.
Premotor/SMA

cluster
1.58 1.54 1.49 2.567 2111 0.081 0.43

Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p=0.029.

Eyes-open theta power band
dmPFC cluster 1.52 1.47 1.41 2.637 2, 111 0.076 0.43
Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p=0.025.
PCC cluster 1.47 1.42 1.36 2.931 2111 0.057 0.46
Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p= 0.018.
Precuneus cluster 1.30 1.26 1.18 2.686 2111 0.073 0.44
Post hoc LSD analyses showed significant differences only between the pain-FND and control group, p=0.031.
Lateral parietal

cluster
1.36 1.34 1.25 2.215 2111 0.114 0.40

Post hoc LSD analyses showed trend-level differences only between the pain-FND and control group, p=0.056.
Insula cluster 1.15 1.08 1.04 2.365 2, 111 0.099 0.41
Post hoc LSD analyses showed significant differences only between the pain and control group, p=0.032.
Premotor/SMA

cluster
1.47 1.41 1.36 2.750 2111 0.068 0.44

Post hoc LSD analyses showed significant differences only between the pain and control group, p=0.022.

a Significant values are printed in bold.
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skeletomotor control. In its dual role, the SMA has been implicated in
the multiple functions of error detection, decision uncertainty, and
feedback regarding unfavourable outcomes, as well as in motor initia-
tion, motor inhibition, and the subjective urge to move (Fried et al.,
1991; Nachev et al., 2008; Haggard, 2008; Zhang et al., 2012). In-
creased activation of the DMN, salience networks and SMA, including
their generator regions, in the resting state suggests that the brain-body
state of child and adolescent patients with FND is characterized by
upregulation of emotion-processing regions in the DMN/salience net-
work and motor-processing regions in the SMA. The consequence is a
brain-body state with all systems turned on: heightened attention and
sensory processing (hypervigilance) along with both visceromotor ac-
tivation (arousal) and skeletomotor activation (motor readiness). This
brain-body state is charged with energy—motoring in idle and ready to
go.

We found that subjective pain contributed to theta and delta power
increases in the default mode, salience, and somatomotor networks,
that arousal (indexed by HR) contributed delta power increases in all
three networks and to theta power increases in the salience network,
and that patients with FND and pain had higher HRs than those without

pain. Taken together, these findings suggest a complex relationship
between the pain, distress, visceromotor (arousal), and skeletomotor
systems. Whereas pain always activates the sympathetic nervous system
(Schlereth and Birklein, 2008), short-term increases in sympathetic
activation in healthy individuals suppress pain, and longer-term in-
creases in sympathetic activation augment pain and facilitate the
transition to chronic pain (Schlereth and Birklein, 2008). The specific
mechanisms through which pain is augmented include the following:
catecholamine-mediated sensitization of pain receptors (Janig and
Habler, 2000); activation of immune/inflammatory cells into a defen-
sive, pain-enhancing mode of function (Milligan and Watkins, 2009; Ji
et al., 2016); and neuroplastic changes both in peripheral spinal cord
pain circuits and in brain networks involved in pain processing
(Vachon-Presseau et al., 2016; Kuner and Flor, 2017). In parallel,
priming of the brain's innate immune/inflammatory effector cells (glial
cells) by past, and especially by chronic, stress may help maintain in-
creased activation of the brain at rest and a shift of balance toward low
frequencies (Fields, 2009; Frank et al., 2016; Brenhouse and Schwarz,
2016; von Bernhardi et al., 2016).

There was also a weak negative correlation between ratings of

Table 7
Differences between FND and control group in the delta and theta bands in the eyes-open condition in sites with significant/trend-level differences, with HRV, HR, and skin conductance
run as a covariate.

Site Mean value FND group across sites log(μV2) Mean value control group across sites log(μV2) F df p-value Cohen's d effect size

Eyes-open delta power band (HRV arousal as a covariate)
dmPFC cluster 1.60 1.52 8.607 1, 111 0.004 0.56
PCC cluster 1.60 1.48 10.675 1, 111 0.001 0.62
Precuneus cluster 1.50 1.40 11.041 1, 111 0.001 0.63
Lateral parietal cluster 1.51 1.45 6.648 1111 0.011 0.49
Dorsal ACC cluster 1.56 1.50 7.291 1, 111 0.008 0.51
Premotor/SMA cluster 1.57 1.49 9.636 1, 111 0.002 0.59

Eyes-open theta power band (HRV arousal as a covariate)
dmPFC cluster 1.50 1.41 9.271 1, 111 0.003 0.58
PCC cluster 1.45 1.36 10.506 1, 111 0.002 0.61
Precuneus cluster 1.28 1.18 10.317 1, 111 0.002 0.61
Lateral parietal cluster 1.36 1.26 9.990 1, 111 0.002 0.60
Insula cluster 1.12 1.04 6.861 1, 111 0.010 0.50
Premotor/SMA cluster 1.45 1.36 9.585 1, 111 0.002 0.59

Eyes-open delta power band (HR as a covariate)
dmPFC cluster 1.60 1.53 2.611 1, 111 0.109a 0.31
PCC cluster 1.60 1.53 3.151 1, 111 0.079a 0.34
Precuneus cluster 1.50 1.40 2.931 1, 111 0.090a 0.33
Lateral parietal cluster 1.51 1.45 1.824 1, 111 0.180a 0.26
Dorsal ACC cluster 1.56 1.50 2.225 1, 111 0.139a 0.29
Premotor/SMA cluster 1.57 1.49 2.743 1, 111 0.100a 0.31

Eyes-open theta power band (HR as a covariate)
dmPFC cluster 1.50 1.41 4.211 1, 111 0.043 0.39
PCC cluster 1.45 1.36 5.341 1, 111 0.023 0.44
Precuneus cluster 1.28 1.18 4.365 1, 111 0.039 0.40
Lateral parietal cluster 1.36 1.26 5.165 1, 111 0.025 0.43
Insula cluster 1.12 1.04 2.343 1, 111 0.129a 0.29
Premotor/SMA cluster 1.45 1.36 4.271 1, 111 0.041 0.39

Eyes-open delta power band (skin conductance as a covariate)
dmPFC cluster 1.60 1.53 4.004 1, 111 0.048 0.38
PCC cluster 1.60 1.48 5.102 1, 111 0.026 0.43
Precuneus cluster 1.50 1.40 5.953 1, 111 0.016 0.46
Lateral parietal cluster 1.51 1.45 2.798 1, 111 0.097 0.32
Dorsal ACC cluster 1.56 1.50 3.493 1, 111 0.064 0.36
Premotor/SMA cluster 1.57 1.49 4.256 1, 111 0.041 0.39

Eyes-open theta power band (skin conductance as a covariate)
dmPFC cluster 1.50 1.41 4.838 1, 111 0.03 0.42
PCC cluster 1.45 1.36 5.710 1, 111 0.019 0.45
Precuneus cluster 1.28 1.18 5.244 1, 111 0.024 0.43
Lateral parietal cluster 1.26 1.36 4.818 1, 111 0.030 0.42
Insula cluster 1.12 1.04 3.475 1, 111 0.065 0.35
Premotor/SMA cluster 1.45 1.36 5.192 1, 111 0.025 0.43

a Values denoting a significant change in the p-value from significant/trend-level (shown in Table 4) to not significant (this Table)—with reanalysis that included the covariate—are
printed in bold. These bolded values mark the conditions where the covariate contributed to delta and theta power increases.
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Fig. 2. LORETA source localization shows peak activation in the DMN (PCC/precuneus in the delta band and the MCC in the theta band), the salience network (dorsal ACC/dmPFC in the
alpha band) and the somatomotor network (left SMA in the beta band).
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perceived distress and power increases in the default mode and soma-
tomotor networks. On one hand, catastrophizing, along with appraisal
processes that ascribe threat-related meaning to experiences, con-
tributes to pain by activating the immune/inflammatory system
(Edwards et al., 2008) and the visceromotor (arousal) system (Gianaros
and Wager, 2015). Because the visceromotor and skeletomotor systems
are coupled systems (Dum et al., 2016), activation of one system is
coupled with activation of the other. On the other hand, however—and
perhaps explaining the weak negative correlation—subjective awareness
of distress may enable the activation of top-down cognitive-control
mechanisms that help downregulate the allostatic-interoceptive system
(Ochsner and Gross, 2005; Aybek et al., 2014). The current data suggest
that child and adolescent patients who experienced and reported higher

levels of subjective distress may have engaged top-down cognitive-
control mechanisms to regulate body state.

Based on the present findings and current models of FND, we might
draw inferences about the potential developmental mechanisms that
account for a disruption to resting organization of the DMN and SMA. In
typical development, slow-wave activity (theta and delta) declines with
brain maturation (Knyazev, 2012; Matousek and Petersen, 1973), and
this decline is accompanied by the development of an anti-correlation
between the default mode and somatomotor networks that helps reg-
ulate behaviour and attention (Shannon et al., 2011). In this context, a
lack of normally developing organization within and between these
networks may disrupt motor control and coordination, and lead to
behavioural impulsivity, reactivity, or increased motor readiness
(Shannon et al., 2011). As noted earlier, this form of functional orga-
nization is associated with a state of increased vigilance and arousal,
enables the individual to respond rapidly and automatically to threat,
and, under certain conditions (see below), incidentally (we hypothe-
size) leads to aberrant emotion-motor interactions that generate func-
tional neurological symptoms.

In children/adolescents with FND, this loss of the normal organi-
zation within the default mode and somatomotor networks may theo-
retically occur under three different conditions. The first condition is a
developmental history of ongoing relational stress or emotional trauma
(psychological stress), which may modify the typical developmental
pathway—in particular, by changing the relationship between the
networks as a way of prioritizing and maintaining motor readiness,
attention to threat signals, and access to self-protective, reflexive modes
of behaviour. Such psychological stressors also prime the brain's innate
immune effector cells (glial cells), which hold immunological memory
for past stressors, facilitate neural synapse formation and function, and
play a key role in network configuration (via synaptic and non-synaptic
routes) (Frank et al., 2016; Brenhouse and Schwarz, 2016; von
Bernhardi et al., 2016; Rajkowska and Miguel-Hidalgo, 2007; Volterra
and Meldolesi, 2005). Against this background—with the neural system
already in defensive mode—a further moderate stressor would poten-
tially be sufficient to activate aberrant emotion-motor interactions and
generate functional neurological symptoms.

The second condition is a developmental history of medical ill-
ness—repeated activation of the brain stress systems by infection, in-
flammation, or repeated physical injuries—which would, as above,
change the organization of networks, prime glial cells, and put the
neural system into defensive mode. Also as above, a subsequent mod-
erate stressor (physical or psychological) would potentially be sufficient
to activate aberrant emotion-motor interactions and generate func-
tional neurological symptoms.

The third condition involves children with a developmental history
of relational well-being and interpersonal safety. For such children,
exposure to sudden, uncontrollable stress (as in contemporary accounts of
network reconfiguration in response to uncontrollable stress (Hermans
et al., 2011; Arnsten, 2009)) or a series of cumulative adverse life events
could, in and of itself, induce a functional shift into a defensive state of
neural organization, activate aberrant emotion-motor interactions, and
generate functional neurological symptoms.

In all three groups, genetic and epigenetic variations that modulate
individual differences in the brain's stress response determine the level
of vulnerability to stress-induced network reconfiguration. Acquisition
of data about genetic/epigenetic vulnerability factors, glial cell func-
tion, and network organization during FND illness (vs. periods of

Table 8
Significant and trend-level differences between FND and control groups across ROI in the
slow and fast wave bands using LORETA analysis.

Site MNI coordinates t-value p-value Cohen's d effect size

Eyes-open delta power band
Left rostral ACC −5, 34, 28 1.54 0.070 0.30
Right rostral ACC 5, 34, 28 1.55 0.062 0.30
Right PCC 10, −58, 14 1.82 0.036 0.35
Left dorsal ACC −5, 14, 42 1.54 0.063 0.30
Right dorsal ACC 5, 14, 42 1.66 0.050 0.32
Left premotor/SMA −6, −19, 60 1.19 0.057 0.23

Eyes-open theta power band
Anterior dmPFC 0, 48, 38 1.79 0.038 0.35
Posterior dmPFC −2, 7, 50 2.42 0.009 0.47
Left rostral ACC −5, 34, 28 1.86 0.033 0.36
Right rostral ACC 5, 34, 28 1.85 0.033 0.36
Left PCC −12, −59, 11 1.77 0.040 0.34
Right PCC 10, −58, 14 2.12 0.018 0.43
Left dorsal ACC −5, 14, 42 2.42 0.009 0.44
Right dorsal ACC 5, 14, 42 2.45 0.008 0.44
Left premotor/SMA −6, −19, 60 2.24 0.014 0.44
Right premotor/SMA 5, −19, 60 2.17 0.016 0.42

Eyes-open alpha power band
Anterior dmPFC 0, 48, 38 1.93 0.028 0.37
Posterior dmPFC −2, 7, 50 1.93 0.028 0.37
Left rostral ACC −5, 34, 28 1.96 0.026 0.38
Right rostral ACC 5, 34, 28 1.89 0.030 0.37
Left PCC −12, −59, 11 1.59 0.060 0.31
Right PCC 10, −58, 14 1.57 0.060 0.30
Left dorsal ACC −5, 14, 42 2.05 0.022 0.40
Right dorsal ACC 5, 14, 42 2.03 0.022 0.39
Left premotor/SMA −6, −19, 60 1.74 0.042 0.34
Right premotor/SMA 5, −19, 60 1.75 0.042 0.34

Eyes-open beta power band
Anterior dmPFC 0, 48, 38 2.21 0.015 0.43
Posterior dmPFC −2, 7, 50 2.72 0.004 0.44
Left rostral ACC −5, 34, 28 2.13 0.017 0.41
Right rostral ACC 5, 34, 28 2.07 0.020 0.40
Left PCC −12, −59, 11 1.57 0.060 0.30
Right PCC 10, −58, 14 1.79 0.038 0.35
Left precuneus −9, −76, 40 1.91 0.029 0.37
Right precuneus 10, −73, 43 1.97 0.003 0.38
Right lateral parietal 54, −47, 15 1.90 0.030 0.37
Left insula −36, 17, 3 1.65 0.051 0.32
Right insula 38, 19, 0 1.49 0.069 0.29
Left dorsal ACC −5, 14, 42 2.66 0.004 0.52
Right dorsal ACC 5, 14, 42 2.65 0.005 0.52
Left premotor/SMA −6, −19, 60 2.83 0.003 0.55
Right premotor/SMA 5, −19, 60 2.76 0.003 0.54

Table 9
Whole brain PRI differences between prepubertal and postpubertal children in the FDN and control groups.

Measure Mean value prepubertal group (μV2) (n=22) Mean value postpubertal group (μV2) (n=35) t df p-value Cohen's d effect size

FND group 2.00 1.37 3.40 55 0.001 0.92
Control group 1.53 1.27 1.76 55 0.084 0.47
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symptom resolution or remission) will help to fill in details regarding
the many different factors that modulate the neural network re-
organization that occurs in patients with FND.

Although our spectral-power methodology did not allow us to ex-
amine the relationship between the default mode, salience, and soma-
tomotor networks directly, our findings that subjective pain and sym-
pathetic arousal modulated delta increases in the SMA (separate from
the default mode and salience networks) are suggestive of altered
emotion-motor interactions in our child and adolescent patients with
FND. As elegantly stated by Blakemore et al. (2016), the SMA “lie[s] at
the intersection of affective-motor processing” (Blakemore et al., 2016)
(p230), which means that it is ideally situated as a hub between the
default mode and somatomotor networks. The developmental data of
Shannon et al. (2011) suggest that when neural networks shift to a more
primitive state (that is, down the phylogenetic hierarchy), the SMA
comes to work in tandem with (Shannon et al., 2011), rather than an-
tithetically to, the vmPFC, thereby facilitating the translation of threat-
related interoceptive signals and negative appraisals into visceromotor
and skeletomotor commands (Gianaros and Wager, 2015; Dum et al.,
2016). In this way, the SMA may function as a sort of affect-sensitive
rheostat, one that is activated by self-relevant, threat-related signals
and that modulates the balance between the default mode and soma-
tosensory networks across the range of EEG power frequencies asso-
ciated with different phylogenetic stages. Importantly, catecholamines
released during stress also activate glial cells which regulate levels of
network excitability and reset the basal responsiveness (rheostat) of
neural circuits (Ding et al., 2013). In this way, power increases in the
SMA are likely to reflect complex neuron-glial interactions. In addition,
because the SMA is part of the cortico-striato-thalamo-cortical circuit,
hyperactivation of the SMA in the resting state may shift these motor
circuits into a state of readiness, increasing the probability that aberrant
motor responses—in the form of functional neurological symptom-
s—emerge alongside adaptive ones.

Although power changes in the EEG primarily reflect the summed
electrical activities of neurons, the functional activity of neurons is
tightly coupled with glial cells (Dong and Greenough, 2004; Zatorre
et al., 2012), and glial cells are thought to contribute to the slow-wave
power bands of the EEG via several mechanisms. Glial cells have a
background voltage—like a single long core conductor (Cohen,
1970)—and show slow voltage fluctuations when they absorb excess
potassium ions, dopamine, glutamate, and other neurotransmitters re-
leased by neurones (Kofuji and Newman, 2004; Amzica and Steriade,
2000; Amzica et al., 2002; Fields, 2009). Glial cells also have receptors
for a range of excitatory and inhibitory neurotransmitters (nora-
drenalin, glutamate and gamma-aminobutyric acid [GABA]). Neuro-
transmitter spillage from the neuronal synapse activates these re-
ceptors, stimulates a rise in calcium and triggers a calcium wave from
glial cell to glial cell—a non-synaptic form of communication—that
leads, in turn, to a release of neuroactive substances (gliotransmitters)
that excite or depress neuronal aggregates (Fellin et al., 2004; Fields,
2009; Paukert et al., 2014; Kozachkov and Konstantinos, 2017). Glial
cell fingers can also move in and out of nerve cell synapses, modulating
synapse transmission and neuron activation by controlling the rate of
clearance of neurotransmitters (Khakh and Sofroniew, 2015; Fields,
2009). In these ways, glial-cells play a key role in modulating activity in
neural networks, including neural networks that mediate increases in
arousal and that are involved in the brain's stress response.

In addition to their neuromodulatory functions, glial cells double up
as the brain's innate effector immune cells. In this role, glial cells are
primed by past stress, they hold immunological memory for past stress,
and they activate robustly—secrete pro-inflammatory molecules—in
response to subsequent stress (physical or psychological)(Frank et al.,
2016). It is now well established that activation of immune-in-
flammatory cells, including glial cells, is important in the neurobiology
of persistent pain (Ji et al., 2016). Because 61–84% of our patients with
FND report comorbid pain, we began to consider glial cell involvement

in FND (Kozlowska, 2017). To follow up this idea we examined at C-
reactive protein levels (a systemic marker of inflammation) in our child
and adolescent patients with FND and found CRP titres to be elevated in
the low-grade inflammation range (unpublished manuscript in pre-
paration). Our findings of elevated CRP titres led us to contemplate
whether glial cell proliferation could potentially explain our recent
findings of increased grey matter volumes in the SMA6 (Kozlowska
et al., 2017a). In this context, we theorise that the glial cell activation or
proliferation is likely to play an important role maintaining a state of
neural activation in the DMN, salience and somatomotor networksin
our child and adolescent patients with FND. Coming from a different
perspective—the high rate of chronicity in adult patients—Stephenson
and Baguley (2018) provide an excellent review of glial-based plasticity
mechanisms, and they hypothesize that such glial-based mechanisms
explain many of the clinical features of FND (Stephenson and Baguley,
2018).

Our study has a number of limitations. First, our study cohort—like
other paediatric cohorts—was made up of participants with mixed FND
symptoms. In this context, in contrast to adult studies, it was not pos-
sible to subdivide the cohort into “pure” subgroups of children with
PNES, or with positive or negative motor symptoms of a particular kind
(see Fig. 1). Second, because the topographical map methodology by
Giacometti et al. (2014) (Giacometti et al., 2014) is a recent develop-
ment, the use of electrode clusters as a proxy measure for cortical ac-
tivation is novel. In this context, we also conducted a whole-brain
source-localization analysis using LORETA to confirm that the cortical
activations identified by the topographical map overlapped with brain
regions identified by the LORETA methodology. Third, since scalp-re-
corded power values can be influenced by many intra-cortical sources,
averaging across different electrodes results in a further blurring of the
sources. These are yet-to-be-solved physics problems of EEG recording
and analysis. The whole-brain LORETA source localization was run
alongside the topographical map methodology in acknowledgment of
this problem. Notwithstanding, other studies have also found aberrant
activation in both medial frontal regions and medial parietal regions in
patients with FND (Vuilleumier and Cojan, 2011). Fourth, our metho-
dology provides no information about the degree to which hyperpo-
larization of glial cells—which are activated by stress and which
modulate the flow of electrical information through neural circuits
(Amzica et al., 2002; Fields, 2009)—influenced EEG power increases in
our patients. Fifth, the effect sizes for group differences were small to
median. That said, our participants were carefully matched by age and
sex, and the small to moderate effect sizes were consistently found
across both anterior and posterior electrode clusters (cortical regions)
and across both methodologies used in the study. Sixth, although our
data raise the possibility of changes in the relationship between the
DMN, salience network, and SMA, with the shift reflecting a reversion
to a more primitive level of neural function, the current methodology
did not enable us to test this hypothesis directly. Clarifying the re-
lationship between networks and network nodes is important because
Janet's construct of dissociation suggested a disruption of normal con-
nections, whereas the contemporary data in the field of functional
neurological symptoms suggest both a weakening of normal con-
nectivity patterns in brain networks—as suggested by Janet (1889);
Janet, 1892/1894)—and a strengthening of aberrant ones. In this
context the construct of dissociation may need to be revised to take
account of findings from contemporary research. Seventh, because our
cohort came from regions around the state of New South Wales, large
distances precluded us from retesting our patients in the laboratory

6 When we reported our findings from the structural MRI study with our FND patients
Kozlowska K, Griffiths KR, Foster SL, et al. (2017a) Grey matter abnormalities in children
and adolescents with functional neurological symptom disorder. Neuroimage Clin 15:
306–314. we had not read “Plasticity in grey and white” by Zatorre et al. (2012) and we
had not considered the tight functional coupling between neurons, glial cells and data
suggesting that gliogenesis is part of experience-learning.
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after they recovered. Such retesting would have enabled us to de-
termine whether the functional shift characterized by EEG power in-
creases normalized after the symptoms resolved. Eighth, researchers in
the field of FND have identified several “deeper” subcortical and cer-
ebellar neural structures, including the basal ganglia (a motor structure
within the cortico-striato-thalamo-cortical circuit) and the cerebellar
vermis, as other key are likely to play an important role in aberrant
emotion-motor interactions (Blakemore et al., 2016; Vuilleumier, 2014;
Barzegaran et al., 2016). Although examination of these “deeper” re-
gions was beyond the limits of our methodology, future studies using
functional MRI and high-density EEG (Barzegaran et al., 2016) will be
better able to investigate subcortical regions. Finally, this small ex-
ploratory study, which looked at a pattern of findings across three brain
networks did not have the power to control for multiple comparisons
(which would have required a corrected Bonferroni value of p=0.006
for the number of electrode clusters within each power band and for the
correlation analyses) (Bender and Lange, 2001).

In conclusion, despite limitations, the current study adds to a
growing literature demonstrating that patients with FND show changes
in intrinsic resting brain function in regions implicated in arousal, en-
ergy regulation, motivation, emotion processing, and self-referential
functions and in regions implicated in motor function. Our findings
show activation—in electrode clusters that correspond to the default
mode network (which is typically activated in the resting state), the
salience network (activated by threat stimuli), and somatomotor net-
work (typically deactivated [rather than hyperactivated] in the resting
state)—suggesting a defensive brain-body state that prioritizes in-
creased vigilance, increased arousal, changes in pain processing, and
increased motor readiness. This state of “motoring in idle” can lead, in
turn—in particular circumstances and in particular individuals—to
aberrant emotion-motor interactions and functional neurological
symptoms.
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