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+is study aimed to establish a method for fast and accurate determination of body constitution types from the body constitution
questionnaire (BCQ) by employing a decision tree model. +e model was trained for 4 classes, namely, Yin-Xu, Yang-Xu, Phlegm
and Blood Stasis, and Normal, and it achieved 67% accuracy for the testing dataset. +e model also reduced the required number
of BCQ questions from 44 to 3–6, depending on the responses. Lastly, we developed the Traditional Chinese Medicine (TCM)
body constitution online diagnosis system using our model to collect data digitally and use it more practically and efficiently. +is
system can assist doctors to improve the diagnosis and treatment in TCM practice.

1. Introduction

In Traditional Chinese Medicine (TCM) practice, body
constitution (BC) is the core theoretical basis for deter-
mining an individual’s health status. +e BC type affects
individuals’ susceptibility to specific diseases and strongly
influences their prognoses. +erefore, being able to quickly
and accurately determine a patient’s BC is an important
issue in TCM clinical practice. A body constitution ques-
tionnaire (BCQ) is an objective tool that can help bridge the
gap between TCM’s individualized medical features and
scientific research methodology. Syndrome differentiation is
one of the most important concepts in the diagnostic process
of TCM. Decision tree algorithms are appropriate for this
process as they can address a large amount of variable in-
formation to obtain more precise and accurate classifica-
tions. +e algorithms can also handle incomplete data.
+erefore, decision tree algorithms can help clinicians de-
termine the relationship between symptoms/signs and
syndromes, thereby improving the syndrome differentiation
and treatment process in TCM.

In this study, we used the decision tree algorithm to
optimize the process of using the TCM BCQ to determine
patients’ BC type. +e study background and previous re-
lated research, materials and methods, results, discussion,
conclusion, and future research directions have been pre-
sented herein.

1.1. Background and Previous Research. +e four cardinal
TCM diagnostic methods (seeing, smelling, asking, and
touching) depend on the physician’s subjective observations,
knowledge, and clinical experience [1]. Moreover, TCM
traditionally relies on subjective information—including the
physician’s perception and the patient’s chief complaint—to
reach a clinical diagnosis [2, 3]. +erefore, the objectivity of
diagnosis in TCM practice and its scientific basis have often
been contested [4]. To address this issue, several efforts have
been made to improve TCM diagnosis methods. BC is the
fundamental theory of TCM [5]. BC indicates the individ-
uals’ physiological characteristics: their susceptibility to
pathogenic factors and tendency to develop certain types of
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pathological changes [6]. Because the BC type determines an
individual’s susceptibility to specific diseases and has
prognostic relevance, it is used to guide treatment and
disease-prevention measures [7]. Different BC types also
have specific metabolic characteristics. Based on an indi-
viduals’ BC, TCM practitioners advise personalized pre-
ventive and therapeutic measures, thereby achieving better
treatment outcomes [5]. Currently, two Chinese Medical
Constitution Questionnaire tools are widely used to deter-
mine the BC type: +e Constitution in Chinese Medicine
Questionnaire (CCMQ) [8] and BCQ [9, 10]. Lin [11]
assessed the differences between the two questionnaires.
Although clinical studies using the BCQ [9, 10] have re-
ported promising results in recent years, these studies only
evaluated and compared the questionnaires without
addressing their ease of use.

+e BCQ consists of 44 questions, each with a maximum
score of 5 (ranging from 1 (never happened) to 5 (always
happen)); the total score (calculated by summing the scores
of all items) ranges from 44 to 220. +e questions are aimed
at determining the BC type, classified into 3 categories:
Yang-Xu (19 questions), Yin-Xu (19 questions), and Stasis
(16 questions). Some questions are used to determine more
than one type. For Yang-Xu, a score exceeding 31 implies
Yang-Xu BC; for Yin-Xu, a score exceeding 30 implies Yin-
Xu BC; and for Stasis, a score exceeding 27 implies Stasis BC.
+e higher the score, the more obvious is the tendency to
represent the BC. Scores less than the threshold for all three
BC types are considered indicative of a peaceful constitution
[9]. Previous studies have demonstrated satisfactory reli-
ability (Cronbach’s α: 0.85–0.92) and validity (z score:
3.3636–10.026) of the BCQ [12]. In recent years, the BCQ has
been increasingly used in clinical research on several dis-
eases, such as schizophrenia [13], breast cancer [14, 15], and
diabetes [16, 17], and the assessment of the Yang-Xu con-
stitution and clinical blood variables [18]. Although the 44
questions in the BCQwere used in these studies, the research
did not attempt to make the process of using this tool
simpler and more convenient.

In recent years, the concept of “big data” has been ap-
plied to assess the relationship between the intervention
measures and the outcomes of diseases. +e advent of big
data technology provides great opportunities for the mod-
ernization of TCM [19]. A decision tree is a kind of inductive
reasoning algorithm that uses the decision tree predictive
model to show how the data are affected by various variables;
in addition, it uses the dendrogram for automated data
segmentation and evaluation [20]. Syndrome differentiation
is one of the most important concepts in TCM practice,
which is based on a series of diagnostic procedures. +e
process of syndrome differentiation entails an analysis of the
symptoms and signs of the disease at the pathological stage.
+e syndrome information is complex and diverse and
largely consists of qualitative variables. +e decision tree can
help process information with large amounts of variables
and achieve more precise syndrome classification; moreover,
it can handle incomplete data. +erefore, the decision tree
technology can help determine the relationship of symptoms
and signs with syndromes and improve the process of

syndrome differentiation and treatment in TCM [21]. Many
studies have demonstrated the applicability of decision trees
to explain the rules of TCM diagnosis systems based on large
TCM syndrome datasets [22]. However, these decision trees
may produce huge branch systems, requiring further
pruning of the excess branches to increase their efficiency.

+e computational origins of decision trees, sometimes
called classification trees or regression trees, are models of
biological and cognitive processes. +ese are simple yet
effective for predicting and explaining the relationship be-
tween some measurements of a variable and their target
value. Quinlan developed Iterative Dichotomiser 3 (ID3)
[23], C4.5, and C5.0 [24] algorithms. +ose decision tree
algorithms have helped improve the process of predicting
variables and pruning technology.

Liu and Liu [25] used decision trees in the field of
medicine, introducing several novel techniques and pro-
viding new research directions. Chen et al. [26] and Wang
et al. [27] used the decision tree C5.0 module as the basis to
construct a diagnostic model to analyze the complex
characteristics of chronic hepatitis B in TCM. +e decision
tree is a tool not only for data analysis but also for extracting
clearer judgment rules for physicians as a reference for
clinical diagnosis. Although the decision tree theory cited
was used in clinical settings, those researchers did not im-
plement a real, operational system using the theory. In
contrast, this study developed a mobile device system based
on the decision tree theory to validate this theory.

+e decision branch is illustrated as a figure much like
the branch of a tree. Each node in the tree structure rep-
resents a conditional test for an attribute and each branch
represents the result of the test; the offspring of the tree
represents its final branch. +e decision tree is also a type of
establishment classification mode, which uses the existing
data to produce a tree structure [23, 24, 28]. A tree structure
is built by classifying a known instance (i.e., training par-
adigms), from which hidden rules between fields are sum-
marized. +e resulting decision tree can also be used to
predict samples.

+e decision tree is constructed from the root node from
top to bottom and divides the data into subsets containing
similar values. In Figure 1, ID3 uses entropy to calculate the
uniformity of the sample. If the sample is completely uni-
form, its entropy is zero; if the sample is equally divided, its
entropy is 1 [29].

Entropy using the frequency table of one attribute is
expressed as equation (1), where pi is the probability of class i
appearing in a dataset S with c classes.

Entropy(S) � 􏽘
c

i�1
−pilog2pi( 􏼁. (1)

Classification and regression trees (CART) are decision
tree algorithms that use the Gini index [30]. Gini impurity
(calculated using equation (2)), like entropy, is a criterion for
splitting nodes in decision trees. +e methodology entails the
calculation of the “impurity” or “information level” indicator.
+e node in the decision tree is split according to the infor-
mation existing on the node using the following formula:
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Gini(S) � 1 − 􏽘
c

i�1
p
2
i . (2)

Different impurity measures (Gini coefficient and en-
tropy) usually produce similar results. Figure 2 shows that
the Gini coefficient and entropy are very similar impurity
standards. One of the reasons why Gini is the default value of
scikit-learn (Python library) is that the calculation of entropy
may be slightly slower (because it uses logarithms).

In the process of optimizing the decision tree, the
branches and leaves are pruned to simplify or compress the
classification of the unnecessary and redundant parts.
Pruning is also a method of compression, which selectively
deletes insensitive noncritical and redundant connections in
the model, such as noncritical weights or smaller absolute
weights [31].

Post-pruning is the most commonly used method for
simplifying trees. Because leaves replace the nodes and
subtrees, the complexity can increase. Pruning can signifi-
cantly reduce the size as well as increase the accuracy of the
classification. Although pruning is likely to reduce the ac-
curacy of the allocation on part of the test set, the accuracy of
the overall tree classification attributes increases [32–34].
Research on pruning methods requires more practical ex-
amples to confirm their efficacy. +is study applies the
pruning method to TCM to obtain a large amount of data
that can be used to verify this method’s accuracy.

2. Materials and Methods

2.1. Study Design and Subjects. +is study was approved by
the Institutional Review Board of Hualien Tzu Chi (IRB
number: IRB107-08-B). A total of 439 healthy, mostly young
volunteers were recruited from the local community via
advertisements between March 2018 and June 2019. +e
inclusion criteria were as follows: age 20–65 years, no sig-
nificant medical history, and no current use of medications
for chronic illnesses. Written informed consent was

obtained from all participants prior to their enrolment. All
participants completed the BCQ. Some of the BCQ results
represented mixed BC syndrome type. However, we only
considered the single BC syndrome type in this study.
Consequently, 168 pieces of the BCQ data were selected for
the decision tree analysis.

2.2. BCQ. +e TCM BCQ developed by the research team
led by Prof. Yi-Chang Su of China Medical University was
used in the study. +e questionnaire contains 44 questions.
People can understand their BCs by answering whether they
are cold, tired, or thirsty. Table 1 shows the question
numbers for each BC.

+ere are five response options for each question (1, not
at all; 2, a little bit; 3, moderate level; 4, very high level, and 5,
most serious level). +e scores of individual subjects were
summed to determine the BC type. For example, there are 19
questions for Yin-Xu, and subjects with >30 points were
classified as having Yin-Xu. In this study, subjects with
complex constitutions were excluded and only those with a
single BC type were included. Table 2 shows the criteria for
determining the BC type.

2.3. Decision Tree Analysis. In total, there were 168 pieces of
the BCQ data. In this study, 134 pieces of data were used for
training the decision tree, whereas 34 pieces of data were
used for testing the decision tree. +e decision tree was a
CART tree that used the Gini index. Figure 3 shows one
section of the decision tree. Each box is a node representing
the result of an answer. Nodes on the left (under the word
true) indicate that the judgment condition was satisfied.
Nodes on the right (under the word false) indicate that the
judgment condition was been satisfied. When there were no
items on the left or right under a node, that node indicates
the final judgment result. Each node has a specific back-
ground color, with brown indicating a normal constitution
(normal), green indicating Phlegm and Blood Stasis (PaBS),
purple indicating Yin-Xu (YinAC), and blue indicating
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Yang-Xu (YangAC). +e number after the word problem
in the first row of each node represents the question
number. +e value after the greater than (>), less than (<),
and/or � symbols represents the answer option (1, not at
all; 2, a little bit; 3, moderate level; 4, very high level, and 5,
most serious level).

In short, each node on the decision tree asks whether the
given question (or condition) has been answered. +ose
meeting the condition proceed to the node below and left
and those not meeting the condition proceed to the node
below and right. Depending on the result, it follows the right
or left path. +e number after sample indicates the number
of samples available at that point, and the list of numbers
after value indicates how many samples belong to each
option category at a given node.+e category with the largest

number of samples is the predicted value for that node, with
a class representing the BC predicted by the node.

As an example, for the root node on the top of Figure 3,
the problem number is 8. If the answer is ≤2.5 (true), one
should proceed to the box below and to the left. If the answer
is ≥3 (false), one should proceed to the node below and to the
right. +e line sample� 134 means this question has 134
samples. +e line value� [77, 8, 21, 28] means the answers
are 77 Normal, 8 PaBS, 21 YinAC, and 28 YangAC, re-
spectively. +e line class� normal means that the node
predicts a BC of normal deficiency.

Figures 4 and 5 show the entire decision tree. +e in-
formation in each node is simplified. To optimize this de-
cision tree, we pruned the branches and reduced the
redundant parts to obtain the highest accuracy of judgment.

Table 1: Question numbers for each BC type.

BC type #Test
Yin-Xu 2, 4, 8, 10, 11, 16, 18, 20, 23, 26, 29, 30, 31, 32, 35, 37, 38, 39, and 40
Yang-Xu 3, 5, 8, 9, 15, 16, 17, 22, 23, 24, 28, 31, 33, 36, 37, 41, 42, 43, and 44
Phlegm and blood stasis 1, 4, 5, 6, 7, 12, 13, 14, 16, 17, 19, 20, 21, 25, 27, and 34

Table 2: Criteria for determining the BC type.

BC type Number of questions Score Judgment criteria
Yin-Xu 19 1–5 30
Yang-Xu 19 31
Phlegm and blood stasis 16 27

problem 8 < = 2.5
samples = 134

value = [77, 8, 21, 28]
class = Normal

problem 25 < = 2.5
samples = 109

value = [72, 6, 15, 16]
class = Normal

problem 35 < = 1.5
samples = 4

value = [0, 3, 1, 0]
class = PaBS

samples = 3
value = [0, 3, 0, 0]

class = PaBS

samples = 1
value = [0, 0, 1, 0]

class = YangAC

problem 3 < = 2.5
samples = 25

value = [5, 2, 6, 12]
class = YinAC

problem 7 < = 2.5
samples = 19

value = [5, 1, 1, 12]
class = YinAC

problem 31 < = 1.5
samples = 16

value = [3, 0, 1, 12]
class = YinAC

problem 18 < = 1.5
samples = 3

value = [2, 1, 0, 0]
class = Normal

Trur False

Figure 3: Sample decision tree section.
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We performed an experiment and attempted to use the
maximum depth of the decision tree as an independent
variable to judge the optimal depth of the decision tree for
this study. +e experimental result shows that the best ac-
curacy, i.e., 0.67, was obtained with 12 leaves (Figure 6).

In the standard artificial intelligence (AI) system, a larger
amount of data are used as a training dataset to establish a
clearer and reliable model to verify the reliability and de-
viation of the system. Subsequently, a small test dataset is
used to test the AI system from the perspective of the end-
user and to check the accuracy of the results. We adopted the
same approach in this study.

Based on the experiments, we found that the optimized
decision tree can be reduced to 12 leaves after pruning the
branches. As shown in Figure 7, this decision tree was greatly
reduced in size without losing its accuracy. +is optimiza-
tion can help reduce the BCQ problems from a maximum of
10 problems to 6 problems for constructing the decision tree.

2.4. TCMBCOnline Diagnosis System. +e diagnosis system
has two parts: the training system and the implementation
system.+e training system was used to build a decision tree
and generate a database of more than 439 subjects for an

online application (app). +e implementation system was a
BCQ app for mobile devices (Figure 8).

+e TCM BC online diagnosis system architecture is
presented in Figure 9. +e system first trains the original
BCQ data to the BCQ decision tree. Subsequently, the system
displays the questions and options on the BCQ APP. Users
can answer questions according to their own circumstances
by clicking on the correct choice, as shown in Figure 8. +e
app then determines the next node based on the response.
When a final leaf is reached, the system clearly shows the
final judgment of the BC. +e doctor may check the
judgment in addition to the results of other medical tests to
reach a diagnosis for the patient. If the doctor finds the
determined BC to be wrong, the patient can be asked to
complete the complete BCQ containing 44 questions. +e
obtained result can then be added to the BCQ data and the
BCQ decision tree can be retrained. +is may consequently
increase the accuracy of the decision tree.

3. Results

A total of 439 healthy subjects volunteered to participate in
this study. All subjects completed the BCQ without any

#0
X[7] < = 2.5

134
[77, 8, 21, 28]

#1
X[24] < = 2.5

109
[72, 6, 15, 16]

#56
X[2] < = 2.5

25
[5, 2, 6, 12]

#53
X[34] < = 1.5

4
[0, 3, 1, 0]

#54
3

[0, 3, 0, 0]

#55
1

[0, 0, 1, 0]

#66
8

[0, 0, 0, 8]

#68
2

[2, 0, 0, 0]

#69
1

[0, 1, 0, 0]

#71
5

[0, 0, 5, 0]

#72
1

[0, 1, 0, 0]

#57
X[6] < = 2.5

19
[5, 1, 1, 12]

#58
X[30] < = 1.5

16
[3, 0, 1, 12]

#59
X[38] < = 1.5

8
[3, 0, 1, 4]

#60
X[41] < = 1.5

5
[3, 0, 1, 1]

#46
X[21] < = 2.5

7
[0, 0, 1, 6]

#45
X[10] < = 2.5

10
[3, 0, 1, 6]

#39
X[0] < = 2.5

11
[8, 1, 0, 2]

#38
X[40] < = 1.5

27
[11, 1, 6, 9]

#2
X[17] < = 1.5

105
[72, 3, 14, 16]

#41
X[32] < = 1.5

3
[0, 1, 0, 2]

#44
X[14] < = 1.5

16
[3, 0, 6, 7]

#50
X[37] < = 1.5

6
[0, 0, 5, 1]

#40
8

[8, 0, 0, 0]

#62
X[2] < = 1.5

2
[0, 0, 1, 1]

#65
3

[0, 0, 0, 3]

#61
3

[3, 0, 0, 0]

#63
1

[0, 0, 0, 1]

#48
1

[0, 0, 1, 0]

#47
6

[0, 0, 0, 6]

#64
1

[0, 0, 0, 1]

#52
5

[0, 0, 5, 0]

#51
1

[0, 0, 0, 1]

#49
3

[3, 0, 0, 0]

#42
2

[0, 0, 0, 2]

#43
1

[0, 1, 0, 0]

#67
X[17] < = 1.5

3
[2, 1, 0, 0]

#70
X[20] < = 1.5

6
[0, 1, 5, 0]

True False

Figure 4: Right half of the entire decision tree.
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missing values. Among these, 168 were found to have a
single BC syndrome (95 with normal constitution, 25 with
Yang-Xu, 36 with Yang-Xu, and 12 with PaBS), whereas 271
were found to have a mixed BC syndrome type. +erefore,
we used the dataset of those with single BC and divided it
into 2 parts: 134 subjects for training and 34 subjects for
testing. We trained our decision tree model using the
training dataset. Subsequently, we tested our model using
the testing dataset. +e prediction accuracy of our decision
tree model for the testing dataset was 67%. In addition, we
pruned the leaves of the decision tree during training to
reduce the size and depth, which allowed us to reduce the
number of questions from the original 44 BCQ questions to
3–6 questions for determining the BC type.

Furthermore, we developed a mobile phone app to
change the interface for responding to the questionnaire
from paper and pen to a mobile device. +is innovation
simplifies the entire process and allows us to collect more
relevant data for future work. +e BCQ app is not only

helpful in the medical settings but also allows patients to
conveniently check their fitness anytime and anywhere.

4. Discussion

To the best of our knowledge, this study is the first to apply a
decision tree model to the TCM BC concept. As of now, our
decision tree model can predict Yin-Xu, Yang-Xu, PaBS, and
normal. +e prediction result of our model can be used to
improve diagnosis and treatment in TCM practice as well as
prevent diseases. To accurately assess the BC type, patients
need to answer 44 questions correctly. +is can be cum-
bersome for patients, which compromises the reliability of
their responses. Despite the fact that the accuracy of our
model is not perfect (67%), it greatly reduces the number of
required questions from 44 to 3–6. Furthermore, the de-
velopment of our TCMBC online diagnosis system allows us
to collect more data and increase the accuracy of our model
for future work.

#3
X[8] < = 2.5

78
[61, 2, 8, 7]

#4
X[19] < = 2.5

70
[58, 1, 7, 4]

#29
X[10] < = 1.5

8
[3, 1, 1, 3]

#31
X[29] < = 1.5

6
[1, 1, 1, 3]

#32
X[7] < = 1.5

3
[1, 1, 1, 0]

#33
X[11] < = 2.5

2
[1, 1, 0, 0]

#25
X[7] < = 1.5

2
[1, 0, 1, 0]

#21
X[4] < = 1.5

3
[1, 0, 2, 0]

#6
X[42] < = 1.5

63
[56, 1, 4, 2]

#7
X[36] < = 2.5

51
[49, 1, 0, 1]

#8
X[6] < = 2.5

50
[49, 1, 0, 0]

#10
X[39] < = 1.5

2
[1, 1, 0, 0]

#17
X[27] < = 1.5

5
[0, 0, 4, 1]

#20
1

[1, 0, 0, 0]

#14
X[14] < = 1.5

12
[7, 0, 4, 1]

#16
X[37] < = 2.5

6
[1, 0, 4, 1]

#30
2

[2, 0, 0, 0]

#37
3

[0, 0, 0, 3]

#28
2

[0, 0, 0, 2]

#22
1

[1, 0, 0, 0]

#15
6

[6, 0, 0, 0]

#9
48

[48, 0, 0, 0]

#11
1

[0, 1, 0, 0]

#12
1

[1, 0, 0, 0]

#18
4

[0, 0, 4, 0]

#19
1

[0, 0, 0, 1]

#13
1

[0, 0, 0, 1]

#23
2

[0, 0, 2, 0]

#26
1

[1, 0, 0, 0]

#27
1

[0, 0, 1, 0]

#36
1

[0, 0, 1, 0]

#34
1

[1, 0, 0, 0]

#35
1

[0, 1, 0, 0]

#5
X[2] < = 4.5

66
[57, 1, 6, 2]

#24
X[25] < = 1.5

4
[1, 0, 1, 2]

Figure 5: Left half of the entire decision tree.
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value = [8, 1, 0, 2]
class = Normal

problem 15 <= 1.5
samples = 16

value = [3, 0, 6, 7]
class = YinAC

problem 3 <= 2.5
samples = 25

value = [5, 2, 6, 12]
class = YinAC

Figure 7: Decision tree after branches were pruned.
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Coupled with the development of the TCM BCQ online
diagnosis system, the BCQ is not only more practical and
efficient but also establishes a system to facilitate future
research.

5. Conclusions

In this study, we briefly explained the TCM BC types and
described how BC is determined using the BCQ. We
created a decision tree model for determining the TCM
BC type using the BCQ dataset. Our approach achieved
67% accuracy for 4 single BC types. Using the decision tree
model, we reduced the required number of the BCQ
questions from 44 to 3–6. +is allows our approach to
considerably expedite the assessment process. In addition,
we created a mobile phone app using this approach for
practical and efficient usage. Using the app is more effi-
cient in medical settings and helps improve the model by
collecting more data.

5.1. Future Work. In subsequent studies, we plan to work
with more doctors to use the BCQ app for collecting more
BCQ data to create a more accurate BCQ decision tree
model. Also, this paper only considers a single BC syndrome
type. To improve reliability, mixed BC syndrome types can
be analyzed after collecting a bigger dataset in the future.
Additionally, the information obtained from analyzing a
large amount of BCQ data can be used to revise the questions
of the BCQ.

Data Availability

+e data used to support the decision tree of this study are
available from the corresponding author upon request.
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Figure 8: Screenshot of the BCQ app on a mobile device.
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Figure 9: Architecture of the TCM BC online diagnosis system.
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