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Background: Deep learning features (DLFs) derived from radiomics features (RFs) fused with deep 
learning have shown potential in enhancing diagnostic capability. However, the limited repeatability and 
reproducibility of DLFs across multiple centers represents a challenge in the clinically validation of these 
features. This study thus aimed to evaluate the repeatability and reproducibility of DLFs and their potential 
efficiency in differentiating subtypes of lung adenocarcinoma less than 10 mm in size and manifesting as 
ground-glass nodules (GGNs).
Methods: A chest phantom with nodules was scanned repeatedly using different thin-slice computed 
tomography (TSCT) scanners with varying acquisition and reconstruction parameters. The robustness of 
the DLFs was measured using the concordance correlation coefficient (CCC) and intraclass correlation 
coefficient (ICC). A deep learning approach was used for visualizing the DLFs. To assess the clinical 
effectiveness and generalizability of the stable and informative DLFs, three hospitals were used to source  
275 patients, in whom 405 nodules were pathologically differentially diagnosed as GGN lung 
adenocarcinoma less than 10 mm in size and were retrospectively reviewed for clinical validation. 
Results: A total of 64 DLFs were analyzed, which revealed that the variables of slice thickness and slice 
interval (ICC, 0.79±0.18) and reconstruction kernel (ICC, 0.82±0.07) were significantly associated with the 
robustness of DLFs. Feature visualization showed that the DLFs were mainly focused around the nodule 
areas. In the external validation, a subset of 28 robust DLFs identified as stable under all sources of variability 
achieved the highest area under curve [AUC =0.65, 95% confidence interval (CI): 0.53–0.76] compared to 
other DLF models and the radiomics model.
Conclusions: Although different manufacturers and scanning schemes affect the reproducibility of DLFs, 
certain DLFs demonstrated excellent stability and effectively improved diagnostic the efficacy for identifying 
subtypes of lung adenocarcinoma. Therefore, as the first step, screening stable DLFs in multicenter DLFs 
research may improve diagnostic efficacy and promote the application of these features.
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Introduction

Although strides have been made toward decreasing 
lung cancer mortality in the form of thin-slice computed 
tomography (TSCT) screening, lung cancer persists as a 
major global healthcare problem. As a consequence, early 
identification and intervention are necessary to improve 
survival rates (1). Central to accomplishing this task is 
the differentiation of lung adenocarcinoma subtypes, 
which substantially influence prognostic outcomes. 
For instance, there is a stark contrast between patients 
with adenocarcinomas in situ and minimally invasive 
adenocarcinoma (AIS-MIA)—which involves a nearly 
pristine 5-year disease-free recurrence rate—and those 
diagnosed with invasive adenocarcinoma (IAC) (2). Thus, 
establishing the subtype of lung adenocarcinoma early 
in the detection process is pivotal to improving patient 
prognosis.

However, subpulmonary segmental or wedge resection 
may result in an increased recurrence rate for those with 
IAC, particularly when lymphatic and vascular invasion 
occurs, even if the tumor is stage IA1 (T1aN0M0, with T1a 
denoting a tumor not larger than 10 mm in diameter) (3). 
Therefore, the differential diagnosis of AIS-MIA and IAC 
is necessary even for small lung adenocarcinomas (less than 
10 mm in diameter) manifesting as ground-glass nodules 
(GGNs) with a hazy increase in attenuation of the lung 
and preservation of the bronchial and vascular margins (4). 
However, the diagnostic efficacy for differentiating subtypes 
of IA1 lung adenocarcinoma appearing as GGNs using 
radiological features from TSCT images is limited [with 
the area under curve (AUC) value for the diagnostic logistic 
model being reported to be 0.847 in the training dataset] (5).  
Thus, differentiating between AIS-MIA and IAC with 
sizes less than 10 mm and appearing as GGNs remains a 
challenge in clinical practice. 

Traditional radiomics features (RFs) are high-throughput 
quantitative features derived from radiologic images 
and serve as useful adjuncts in informing key clinical  
decisions (6), including those related to lung cancer 
diagnosis (7-10). However, the AUC for the differential 

diagnostic efficacy based on the RF model for the subtype 
differentiation of lung adenocarcinoma (in GGN lesions 
measuring less than 10 mm in diameter) is still below  
0.85 (11). Moreover, the lack of repeatability and 
reproducibility of RFs may hinder their generalizability 
in clinical practice. The RF model, selected through 
multicenter phantom experiments due its robustness, 
provides an AUC in diagnostic efficacy of 0.732 in the 
validation dataset (12). Recent radiomics analyses have 
proven ineffective in improving the differential diagnosis 
of early lung adenocarcinoma subtypes measuring less than  
10 mm in diameter. Therefore, conducting large-scale end-
to-end artificial intelligence (AI) studies is challenging due 
to the low occurrence of stage IA1 lung adenocarcinoma.

The fusion of deep learning with radiomics, resulting 
in the emergence of deep learning features (DLFs), has 
yielded improved outcomes in clinical studies (13,14). Deep 
learning, unlike traditional radiomics algorithms such as 
Fourier or wavelet transform-based feature extraction, can 
automatically learn and extract hierarchical features from 
raw imaging data, which may lead to superior generalization 
and predictive performance. Extensive research on other 
medical conditions has demonstrated that the integration 
of deep learning with imaging significantly enhances 
differential diagnostic efficacy (15). However, similar to 
RF, DLFs have been shown to have certain limitations, 
including issues with repeatability and reproducibility 
(13,16). For instance, Ziegelmayer et al. (17) found that for 
fruits, DLFs from convolutional neural networks were more 
stable compared with RFs. However, due to the different 
attenuation value of fruits and human tissues, further 
research is needed to confirm the applicability of these 
findings. It is thus essential to evaluate the stability of DLR 
via a thorax-lung phantom with an radiology absorption and 
attenuation number approximate to the human body and 
with standardized pulmonary nodules. 

In the field of deep learning, unbiased learning is 
a broader research area that encompasses a variety of 
methods aimed at improving the robustness of the 
learned features during training. One such method is 
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dropout, which randomly deactivates a subset of neurons 
during each training iteration to prevent overfitting and 
improve generalization (18). Another technique is batch 
normalization, which standardizes the inputs to a layer 
for each minibatch, stabilizing the learning process and 
reducing the number of training epochs (19). These 
methods are crucial in enhancing the performance of DLFs, 
potentially making them a superior alternative to RFs.

In this context, our study is novel by virtue of its focus 
on lung adenocarcinoma subtypes, specifically those 
measuring less than 10 mm in diameter and appearing 
as GGNs. We investigated the factors associated with 
DLFs by assessing their repeatability and reproducibility 
and developed a robust model for DLFs through 
multicenter phantom experiments. This work represents 
the refinement of the differential diagnosis of small lung 
cancer subtypes measuring less than 10 mm in diameter. 
Our aim is not only to substantially improve differential 
diagnosis but to open new possibilities in the sphere of 
early lung cancer detection. We present this article in 
accordance with the STARD reporting checklist (available 
at https://qims.amegroups.com/article/view/10.21037/
qims-24-77/rc).

Methods

This study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013) and was 
approved by institutional review boards of Shanghai Public 
Health Clinical Center (No. 2022-S042-02), Zhongshan 
Hospital (No. B2020-429R) and Ruijin Hospital (No. 
176 in 2022). The requirement for individual consent was 
waived due to the retrospective nature of the analysis. All 
participating hospitals were informed of and agreed to this 
phantom and clinical study (Figure 1). 

DLF extractor network pretraining

A deep learning network called two-block residual net 
(two-block ResNet) was designed for extracting DLFs (20). 
The network comprises two residual blocks, an average 
pooling layer, and a fully connected layer. The network 
was trained on a public pulmonary nodule dataset, the 
Lung Image Database Consortium and Image Database 
Resource Initiative (LIDC-IDRI) (20), which consists of 
1,018 CT scans from 1,010 patients, and was used solely for 
pretraining for our deep learning network. For this binary 
classification task, we employed an Adam optimizer (21) 

with a learning rate of 0.001 and a batch size of 256, using 
binary cross-entropy as the loss function. The training 
process reached convergence after 50 epochs (Figure 2). 
Following training, the parameters of the two-block ResNet 
were frozen, and it was employed as a feature extractor.

DLF extraction with a phantom

Our phantom study included an anthropomorphic thorax 
phantom (Kyoto Kagaku Co., Kyoto, Japan) with simulated 
nodules, which has been described previously (12). The 
phantom comprised nine spherical nodules, classified into 
three types of attenuation (–800, –630, and 100 Hounsfield 
units) and with three varying sizes (8, 10, and 12 mm in 
diameter). Based on the phantom model, we used multiple 
CT scanning protocols for testing and retesting from 
six widely used CT manufacturers. To account for the 
inconsistency in parameters of chest CT across different 
manufacturers, we selected one scanner to conduct test and 
retest scanning using different parameters, as described 
previously (12) (Table S1). 

The identification and segmentation of phantom nodules 
were performed by two radiologists with nearly 10 years 
of experience in chest radiology (Yi Zhan and F.S.). They 
manually segmented the region of interest in all two-
dimensional sections of the nodules using in-house software 
and segmentation tools (22). The region of interest was 
defined as a 32×32 square pixel segmentation at the center 
of the nodules, as shown in Figure 3. This size was chosen 
to maintain consistency with previous traditional radiomics 
analyses of phantom datasets and to facilitate comparison 
with previous results (12).

The two-block-ResNet was fed with the segmented 
CT images from the phantom dataset, and 64-dimensional 
DLFs were extracted from the average pooling layer of the 
network through forward propagation. For each nodule, we 
manually chose the slice with the largest nodule area and 
used its DLFs as a representation of the nodule’s DLFs.

Intergroup consistency evaluation of DLFs

To evaluate the robustness of the DLFs, we conducted 
experiments involving various sources of variability, 
including test-retest, inter-CT, and intra-CT protocol. 
In each experiment, we extracted the DLFs from both 
scans of every nodule of the phantom and calculated 
the concordance correlation coefficient (CCC) and the 
intraclass correlation coefficient (ICC) for each DLF. 

https://qims.amegroups.com/article/view/10.21037/qims-24-77/rc
https://qims.amegroups.com/article/view/10.21037/qims-24-77/rc
https://cdn.amegroups.cn/static/public/QIMS-24-77-Supplementary.pdf
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(a) AIS-MIA or IAC lesions measuring 
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the month before surgery

Exclusion criteria: 
(a) absence of a series of consecutive TSCT images 

with a thickness of 1 mm or less;
(b) TSCT images with severe respiratory motion 

artifacts;
(c) a mean lung nodule diameter outside the range 

of 5–10 mm on TSCT (given that the TSCT 
measurement may not be consistent with the 
pathologic measurement);

(d) a lesion presenting as a solid nodule and not as a 
GGN.

Phantom test

DLF
extraction network

Visualization with 
Grad-CAM

Robust DLFs 
(ICC, CCC ≥ 0.75)

Nonrobust DLFs 
 (ICC, CCC< 0.75) RFs

Figure 1 Flowchart of the overall study design. DLF, deep learning feature; LIDC-IDRI, Lung Image Database Consortium and Image 
Database Resource Initiative; ResNet, residual net; Grad-CAM, gradient-weighted class activation mapping; ICC, intraclass correlation 
coefficient; CCC, concordance correlation coefficient; RF, radiomics feature; AIS-MIA, adenocarcinoma in situ and minimally invasive 
adenocarcinoma; IAC, invasive adenocarcinoma; CT, computed tomography; TSCT, thin-slice computed tomography; GGN, ground-glass 
nodule; Hospital A, Shanghai Public Health Clinical Center, Shanghai, China; Hospital B, Zhongshan Hospital, Shanghai, China; Hospital C, 
Ruijin Hospital, Shanghai, China. 
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ICC values exceeding 0.75 were considered reliable (23). 
More importantly, a higher threshold could eliminate 
informative yet not fully stable features. Therefore, a DLF 
was considered stable if its CCC or ICC value exceeded 0.75, 
which could aid in the comparison with other studies (12).

Feature visualization of DLFs

To enhance the interpretability of DLFs, we use gradient-
weighted class activation mapping (Grad-CAM) (24) to 
visualize them and gain insights into their relationship 

with nodule lesions. The clinical dataset’s CT images were 
input into the two-block-ResNet model, and the algorithm 
generated a saliency map, pinpointing the regions of the 
nodule that the DLFs emphasized.

Clinical validation

Classification training and testing dataset
The dataset was obtained from a previously reported dataset 
consisting of 313 GGNs from 288 patients, with diameters 
ranging from 5 to 10 mm [as reported previously (5)]. These 
GGNs were retrospectively reviewed from two hospitals: 
hospital A (Shanghai Public Health Clinical Center, 
Shanghai, China) and hospital B (Zhongshan Hospital, 
Shanghai, China). The inclusion criteria for the dataset 
were as follows: (I) GGNs with a diameter of 5–10 mm 
confirmed as either AIS-MIA or IAC through pathological 
examination and surgical resection and (II) availability of 
routine CT examination results from the month preceding 
the surgery. Nodules were excluded from the dataset if they 
met any of the following criteria: (I) absence of a series of 
consecutive TSCT images with a thickness of 1 mm or less; 
(II) presence of severe respiratory motion artifacts in TSCT 
images; (III) a mean lung nodule diameter outside the 
range of 5–10 mm on TSCT (since TSCT measurements 
may not align with pathologic measurements); and (IV) 
a lesion presenting as a solid nodule rather than as a 
GGN. The TSCT images were acquired as previously  
described (5) using five different scanners: Brilliance 
(Philips, Amsterdam, the Netherlands), SOMATOM 
Definition AS (Siemens Healthineers, Erlangen, Germany), 
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Figure 3 Pulmonary nodule segmentation method. Segmentation 
of pulmonary nodules with a square 32×32 pixel in size in 
the phantom dataset. The green bounding box serves as a 
demonstration of our segmentation methodology.

Figure 2 The structure of the two-block ResNet deep learning network for extracting DLFs. The network inputs a CT image with a pixel 
size of 32×32; passes the data through two residual blocks, an average pooling layer, and a fully connected layer; and outputs the pulmonary 
nodule’s benign and malignant classification score. ResNet, residual net; DLF, deep learning feature; CT, computed tomography.
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Emotion 16 (Siemens Healthineers), Scenaria (Hitachi, 
Tokyo, Japan), and Aquilion ONE (Canon Medical Systems, 
Otawara, Japan). The dataset was randomly split into a 
training set (80%) and a test set (20%). 

Classification model training and development
We developed different models to identify AIS-MIA and 
IAC. Three random forest classification models were 
created: (I) a robust DLF model, which included DLFs 
with a CCC or ICC value exceeding 0.75; (II) a non-robust 
DLF model, which included DLFs with a CCC or ICC 
value less than 0.75; and (III) an RF model, which included 
91 RFs extracted using PyRadiomics (version 3.0.1). These 
RFs included first-order statistics (18 features), gray-
level coordination matrix (22 features), gray-level run-
length matrix (16 features), gray-level size zone matrix 
(16 features), neighboring gray-tone difference matrix  
(5 features), and gray-level dependence matrix (14 features). 
All three models were independently established, and their 
features did not overlap with one another. Morphological 
RFs were excluded due to the adoption of fixed-shape 
segmentation. 

To optimize the models’ performance, a grid search 
technique was employed during the training process. 
Grid search is a method that systematically assesses 
different combinations of model parameters to identify 
the optimal configuration. Additionally, to mitigate the 
risk of overfitting, a fivefold cross-validation approach was 
applied within the grid search process. By combining the 
grid search technique and fivefold cross-validation, we 
could automatically identify the most effective features for 
accurate classification while reducing the likelihood of the 
model overfitting the training data. 

External validation dataset 
We tested our model on an external validation dataset 
retrospectively reviewed from another institution, hospital 
C (Ruijin Hospital, Shanghai, China). This dataset 
consisted of 92 GGNs with diameters ranging from 5 to  
10 mm, including 42 AIS-MIA cases and 50 IAC cases. The 
inclusion and exclusion criteria for this external dataset were 
the same as those used for the training and testing dataset. 
All TSCT images from the external validation dataset 
were extracted from the respective institutional picture 
archiving and communication systems in Digital Imaging 
and Communications in Medicine (DICOM) format and 
were deidentified. No images from the external institutions’ 
picture archiving and communication systems were used 
for model training or hyperparameter fine-tuning. Table 1 
provides a summary of the dataset details. 

Statistical analysis 

To assess the repeatability and reproducibility of the DLFs 
and traditional RFs, we employed a CCC (25) with a cutoff 
value of 0.85 and an ICC (26,27) with a cutoff value of  
0.75 (23). Features surpassing these thresholds were deemed 
robust. During the clinical validation, accuracy and AUC 
were used to evaluate model performance. 

Results

Visualization of DLFs

Visualization of the DLFs of pulmonary lesions in the 
clinical dataset was conducted, as depicted in Figure 4. 
Deep learning networks not only focused on the internal 
information features of the nodules but also on the 

Table 1 Characteristics of the datasets used for clinical validation

Characteristic

Hospital A + B Hospital C

Training set Testing set External validation

AIS-MIA (n=185) IAC (n=65) AIS-MIA (n=44) IAC (n=19) AIS-MIA (n=42) IAC (n=50)

Type of nodule

GGN 144 23 31 10 42 38

MGGN 41 42 13 9 0 12

Nodule size (mm)* 7.372 (1.329) 8.265 (1.046) 7.137 (1.364) 7.615 (1.170) 7.108 (1.088) 7.206 (0.979)

*, data are provided as the mean (standard deviation). GGN, ground-glass nodule; MGGN, mixed ground-glass nodule; AIS-MIA, 
adenocarcinoma in situ and minimally invasive adenocarcinoma; IAC, invasive adenocarcinoma; Hospital A, Shanghai Public Health 
Clinical Center, Shanghai, China; Hospital B, Zhongshan Hospital, Shanghai, China; Hospital C, Ruijin Hospital, Shanghai, China.



Zhan et al. Robustness of DLFs for lung adenocarcinoma5402

© Quantitative Imaging in Medicine and Surgery. All rights reserved.   Quant Imaging Med Surg 2024;14(8):5396-5407 | https://dx.doi.org/10.21037/qims-24-77

Original image

A
IS

/M
IA

IA
C

Grad-CAM

High focus

Low focus

Figure 4 Grad-CAM saliency maps illustrating the relationship between the area of interest of DLFs and the lesion area. The color bar 
indicates the degree of focus of DLFs on nodule images. The red color marks the area the DLFs were concerned with; meanwhile, the 
dark shade of blue marks the area the DLFs were not concerned with. Grad-CAM, gradient-weighted class activation mapping; AIS, 
adenocarcinoma in situ; MIA, minimally invasive adenocarcinoma; IAC, invasive adenocarcinoma; DLF, deep learning feature.

information at the tumor-lung interface in a fashion similar 
to the description of radiological signs.

Evaluation of the robustness of DLFs

The robustness of each DLR feature was quantified by 
calculating the CCC and ICC for the three sources of 
variability (Table 2). Test-retest variability analysis revealed 
that 71.88% (46/64) of the DLFs demonstrated stability, 
with a CCC value of 0.88±0.04. Inter-CT variability analysis 
indicated that 87.50% (56/64) of the DLFs exhibited 
stability, with an ICC value of 0.86±0.09. Intra-CT protocol 
variability analysis demonstrated that all DLFs (64/64), 
including pitch, rotation time, tube voltage, tube current, 
field of view, and iteration level, exhibited stability, with an 
ICC value greater than 0.91. Further analysis indicated that 
the parameters of slice thickness and slice interval (ICC, 
0.79±0.18) and reconstruction kernel (ICC, 0.82±0.07) were 
significantly associated with the robustness of the DLFs. In 
addition to the two-block-ResNet employed as our feature 
extractor, we conducted experiments with various DLR 

approaches (see Table S2 for details). The findings indicated 
that using a network with fewer layers tends to yield more 
robust image features. Therefore, our recommendation is 
to select a network model with this characteristic when a 
feature extractor is used.

Clinical validation

The robust DLF model was based on 28 DLF whose CCC 
or ICC value exceeded 0.75. A non-robust DLF model was 
based on 36 DLFs whose CCC or ICC value was less than 
0.75. In the test set, the following performance outcomes 
for the classification of IAC and AIS-MIA were observed: 
the AUC of robust DLF model was 0.67 [95% confidence 
interval (CI): 0.51–0.81], and the AUC of non-robust DLF 
model was 0.47 (95% CI: 0.30–0.64); meanwhile, the AUC 
of the RF model was 0.49 (95% CI: 0.32–0.68). In the 
external validation, the following performance outcomes 
for all three models were observed: the AUC of the robust 
DLF model was 0.65 (95% CI: 0.53–0.76), the AUC of 
the non-robust DLF model was 0.51 (95% CI: 0.39–0.63), 

https://cdn.amegroups.cn/static/public/QIMS-24-77-Supplementary.pdf
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and the AUC of RF model was 0.55 (95% CI: 0.42–0.66)  
(Table 3, Figure 5).

Discussion

The objective of our study was to evaluate the repeatability 
and reproducibility of DLFs in pulmonary nodules from 
CT images while also enhancing their interpretability and 
clinical validity. The results indicated that the DLFs had 
improved repeatability and reproducibility compared to 
the traditional RFs. Furthermore, the differential diagnosis 
model based on robust DLFs enhanced the diagnostic 
effectiveness for differentiating between IAC and AIS-MIA 
within the size range of 5–10 mm and appearing as GGNs 
in the test set and in the external validation. In addition, 
visual analysis emphasized the importance of the nodule 
edge in differential diagnosis and underscored the need for 
further research on the tumor-lung interface.

Generalizability is a common challenge in clinical trials, 
within both machine learning and radiomics research (28). 
Our study evaluated the repeatability and reproducibility of 
DLFs, along with the influencing factors. DLFs exhibited 
susceptibility to specific variations, such as test-retest, 
inter-CT, slice thickness, slice interval, and reconstruction 

kernel, which differed from other variations and were 
similar those of RFs (12). Compared with RFs (12), DLFs 
showed higher stability in each variable (test-retest, inter-
CT, pitch, rotation time, tube voltage, tube current, field 
of view, slice thickness and slice interval, reconstruction 
kernel, and iteration level). Compared to RFs, the DLFs we 
extracted were mainly from the processing and learning of 
the original image with deep learning. The original images 
provide a comprehensive representation of the underlying 
anatomical structures and pathological features, enabling 
the extraction of more informative and discriminative 
features. Filtering techniques alter the original information 
and introduce artifacts or biases that can impact the 
performance and generalizability of the DLFs. By utilizing 
original images, DLF models can directly exploit the 
rich spatial and textural information present in the data, 
allowing for more accurate and robust feature extraction. 
Previous research supports the use of original images for 
DLF extraction (29), while in other work, for instance, that 
of Peng et al. (12), the traditional RFs included the results 
from filter-transformed images. In our study, despite the 
competitive advantage that was gained from extracting 
features of filter-transformed images, both the models using 
robust and non-robust DLFs outperformed the model using 
traditional RFs. Hence, we speculate that the filters may 

Table 2 Assessment of the variables of robustness (n=64)

Variable Measurement Value* Ratio†

Test-retest CCC 0.88±0.04 46 (71.88)

Inter-CT ICC 0.86±0.09 56 (87.50)

Pitch ICC 0.92±0.03 64 (100.00)

Rotation time ICC 0.95±0.03 64 (100.00)

Tube voltage ICC 0.93±0.04 64 (100.00)

Tube current ICC 0.97±0.02 64 (100.00)

Field of view ICC 0.91±0.07 64 (100.00)

Slice thickness and 
slice interval

ICC 0.79±0.18 33 (51.56)

Reconstruction 
kernel

ICC 0.82±0.07 57 (89.06)

Iteration level ICC 0.98±0.01 64 (100.00)

*, data are provided as the mean ± standard deviation; †, data 
are expressed as the numerator/denominator (percentage). 
The cutoff values were 0.75 for CCC and ICC. CT, computed 
tomography; CCC, concordance correlation coefficient; ICC, 
intraclass correlation coefficient.

Table 3 The classification performance of the different methods 
and classification models in clinical validation

Model Accuracy AUC (95% CI)

Robust DLF with random forest

Training set 0.97 0.99 (0.99–1.00)

Test set 0.68 0.67 (0.51–0.81)

External validation 0.57 0.65 (0.53–0.76)

Non-robust DLF with random forest

Training set 0.77 0.90 (0.85–0.95)

Test set 0.70 0.47 (0.30–0.64)

External validation 0.46 0.51 (0.39–0.63)

RF with random forest

Training set 0.79 0.87 (0.81–0.91)

Test set 0.76 0.49 (0.32–0.68)

External validation 0.48 0.55 (0.42–0.66)

DLF, deep learning feature; RF, radiomics feature; AUC, area 
under curve; CI, confidence interval.
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Figure 5 The classification performance and validation of different DLF models and RF models in the clinical validation. ROC curves of 
the robust DLF model, non-robust DLF model, and RF models with random forest in the (A) training set, (B) test set, (C) and external 
validation. AUC, area under curve; DLF, deep learning feature; RF, radiomics feature; ROC, receiver operating characteristic.

lead to the loss of information from the original image or a 
reduction in feature repeatability. 

Moreover, despite our smaller sample size and imbalanced 
data compared to Peng et al. (12), our study achieved 
comparable model performance in different datasets from 
multiple centers. We further identified the influencing 
factors of DLFs from which we could propose the following 
paradigm for improving the robustness of DLF: first, establish 
pretrained DLFs models using appropriate databases; second, 
screen them through a phantom experiment; and finally, 
establish models through independent datasets to verify 
their effectiveness and generalization. This paradigm can 
assist future DLF research in establishing more generalized 
classification models and aid in laying the foundation for data 
standardization in subsequent multicenter DLF studies.

Additionally, in the external validation from another 
hospital, the robust DLF model demonstrated a better 

estimation of the generalizability of DLFs for image-
based radiologic diagnosis compared to the non-robust 
DLF model and RF model; however, all three models 
in this study were relatively preliminary. Therefore, it is 
reasonable to presume that the DLF model may exhibit 
greater robustness than the RF model in multicenter studies 
or when an imbalance in data is present. 

Despite some studies suggesting diff icult ies in 
the interpretability of DLFs, we demonstrated their 
interpretability through visualization. Grad-CAM is one 
such technique that has gained popularity in medical image 
visualization (30). Grad-CAM generates heatmaps by 
highlighting regions in the image that are most influential in 
the decision-making process of the DLF model. Overlaying 
the Grad-CAM heatmaps onto the original image allows for 
the visual identification of areas that significantly contribute 
to the model’s predictions, providing valuable insights 
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into the interpretability of DLFs. In our study, the DLF 
model was primarily centered on the edge region, which 
is consistent with studies on radiological features (5) and  
RFs (11), underscoring the importance of tumor-lung 
interface in differential diagnosis. More importantly, 
this finding is relevant to the challenges encountered 
in clinical practice. As it pertains to small lung nodules 
(lesions less than 10 mm in diameter), the tumor-lung 
interface of nodules has been found to be more challenging 
for radiologists to distinguish (31). Therefore, in future 
research on small lung nodules, greater focus on the 
tumor-lung interface may be fruitful. Moreover, in studies 
involving the semiautomatic or manual delineation of the 
region of interest, the area of the tumor-lung interface 
should be more carefully distinguished and its consistency 
more intently scrutinized.

Our study involved several limitations that should be 
mentioned. First, the phantom experiment did not include 
all mainstream CT scanners and their scanning parameters 
although the majority were covered. Second, our findings 
could have been influenced by bias from the datasets. 
In the LIDC-IDRI database, the scanner type for each 
image is not explicitly indicated, which might have had 
an impact on our DLF extraction. Moreover, the clinical 
validation datasets were imbalanced and did not include 
population characteristics (such as ethnicity and gender) for 
consideration, which could have altered the reproducibility 
of the RFs and DLFs and limit the effectiveness of the 
DLFs model. In order to establish a model more suitable 
for clinical validation, we chose a dataset with an incidence 
rate consistent for permanent model training (IAC:AIS-MIA 
~1:3, less than 10 mm) (32). More balanced data were used 
for external verification to further confirm the potential of 
robust DLFs in multicenter research or with data imbalance. 
Third, the use of two-dimensional DLF extraction and 
the segmentation method limited the amount of extracted 
information, thereby influencing the extracted features. 
Additionally, we acknowledge that data inclusion and patient 
characteristics such as ethnicity and sex could alter the 
reproducibility of RFs and DLFs, and this was not accounted 
for in our study. Nonetheless, we were able to examine 
the robustness of DLFs, the influencing factors, and their 
potential to improve the differential diagnostic efficiency of 
small lung adenocarcinoma subtypes. Future work will aim 
to address these limitations and further refine our results.

Conclusions

The DLFs demonstrated superior robustness and improved 
differential diagnostic efficacy compared to RFs when 
distinguishing between IAC and AIS-MIA within the size 
range of 5–10 mm and appearing as GGNs. Therefore, 
DLF models may have promise in enhancing robustness and 
performance in in multicenter, clinical trials. Additionally, 
DLF visualization can aid clinicians in gaining a deeper 
understanding of the decision-making process of the DLF 
model.
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