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Abstract

Vision begins with the encoding of contrast at specific orientations. Several works showed

that humans identify their conspecifics best based on the horizontally-oriented information

contained in the face image; this range conveys the main morphological features of the

face. In contrast, the vertical structure of the eye region seems to deliver optimal cues to

gaze direction. The present work investigates whether the human face processing system

flexibly tunes to vertical information contained in the eye region when processing gaze direc-

tion. Alternatively, face processing may invariantly rely on the horizontal range, supporting

the domain specificity of orientation tuning for faces and the gateway role of horizontal con-

tent to access any type of facial information. Participants judged the gaze direction of faces

staring at a range of lateral positions. They additionally performed an identification task with

upright and inverted face stimuli. Across tasks, stimuli were filtered to selectively reveal hori-

zontal (H), vertical (V), or combined (HV) information. Most participants identified faces bet-

ter based on horizontal than vertical information confirming the horizontal tuning of face

identification. In contrast, they showed a vertically-tuned sensitivity to gaze direction. The

logistic functions fitting the “left” and “right” response proportion as a function of gaze direc-

tion were indeed steeper when based on vertical than on horizontal information. The finding

of a vertically-tuned processing of gaze direction favours the hypothesis that visual encoding

of face information flexibly switches to the orientation channel carrying the cues most rele-

vant to the task at hand. It suggests that horizontal structure, though predominant in the

face stimulus, is not a mandatory gateway for efficient face processing. The present evi-

dence may help better understand how visual signals travel the visual system to enable rich

and complex representations of naturalistic stimuli such as faces.

Introduction

The nature of the visual information being extracted when processing faces is a matter of

ongoing debate (e.g., [1–5]). Vision begins with the encoding of luminance variations (i.e.,

contrast), at specific spatial scales and orientations (e.g., [6]). In the face image, for example,

the eyebrows are defined by relatively coarse and horizontally-oriented contrast whereas
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eyelashes are primarily defined by fine and vertical luminance variations. Several works

showed that humans identify their conspecifics best based on the horizontally-oriented infor-

mation contained in the face image ([7–11]; see also [12–15] for evidence on emotional expres-

sion processing). This line of research offers a systematic and objective characterization of the

visual information driving human face perception. The preferential reliance on horizontal

information when identifying faces, here referred to as horizontal tuning, predicts individual

differences in face recognition ability [11], drives the main behavioral and neural signatures of

face-specialized processing [8, 16–18], and accounts for the recognition of both familiar and

unfamiliar faces [7, 10, 11, 19]; traditional constructs in terms of e.g. featural, holistic and con-

figural information/processing have so far failed to provide such a unified account to the pro-

cessing of familiar and unfamiliar faces (e.g., [3, 20]). Beyond the theoretical implications for

the field of face perception, the horizontal tuning of face identification suggests a relative pres-

ervation of orientation selectivity in high-level face processing. Disentangling whether such

feature preservation reflects the privileged feedforward transmission of oriented signals from

primary to high-level visual cortex, or whether it results from the feedback influence of the lat-

ter on the former [16] will impose new fundamental constraints for current theories of vision.

Despite the heuristic value of these findings for face perception and vision in general, the

functional properties of orientation tuning when processing faces are poorly understood. An

important unanswered question is whether it is a fixed, domain-specific characteristic, i.e. face

processing invariably attunes to the horizontal range, or whether it is a flexible, task-dependent

property of human face perception with different orientations being sampled according to

their task relevance.

While the human face contains most of its contrast (or energy) in the horizontal range (Fig

1a; see details on image analyses in S1 File), identity variations alter image energy over a

broader range of orientations (Fig 1b; see [21, 22] for similar evidence). However it is only in

ranges close to horizontal that such energy differences encompass the main facial features

(e.g., eyes, eyebrows) and their top-heavy asymmetric configuration (Fig1a and 1b; [7, 21, 23]),

i.e., the cues relevant to high-level face identification [24–26]. These peculiarities in the struc-

ture of the face stimulus may confer to its horizontal content the role of a gateway, determining

access to any type of facial information, in favour of a fixed/domain-specific horizontal tuning

of human face perception.

However not all facial cues are horizontally-structured and face perception may flexibly

tune to the orientation carrying the task-relevant input (as reported in the spatial frequency

and feature domains; [27, 28]). Indeed, while the eye region maximally conveys energy in the

horizontal range, lateral shifts of gaze direction modulate image energy in the vertical range

(Fig 1a; [29]). In order to determine the fixed versus flexible nature of the orientation tuning

for face perception, the present work addressed whether the mechanisms recruited to compute

gaze direction attune to the vertical energy profile of gaze direction cues, marking a flexible

orientation tuning, or whether they are horizontally-tuned, confirming the fixed gateway

nature of horizontal information in face processing.

In order to derive a fine measure of sensitivity to gaze we presented pictures of a face staring

at 11 close locations on the horizontal plane, evenly distributed around direct gaze. Partici-

pants were asked to judge gaze direction as being direct, averted to the left, or to the right. By

fitting individual response curves, we assessed the sensitivity to averted gaze shifts across cardi-

nal (i.e. horizontal and vertical) orientations. We further derived a measure of sensitivity to

direct gaze by computing the so-called cone of direct gaze (COD), namely the range of gaze

deviations being reported as direct [30–33]. Participants additionally performed an identifica-

tion task on upright and inverted faces. Across tasks, the processing of gaze and identity cues
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Fig 1. Image analyses (see details in S1 File) and stimuli. a. Examples of images analyzed to estimate the energy distribution of identity and

gaze cues. The left plot shows the distribution of total image energy averaged across SF in 15˚-wide orientation ranges. Both the face (black line)

and the eye region (grey line) contain most energy in the horizontal range. The middle plot depicts the average differences in energy that result

from variations in face identity (black line) and from gaze shifts (grey line). Identity energy differences are broadly tuned to horizontal

orientation, whereas lateral gaze shifts disproportionately modulates the vertical components of the eye stimulus. The right graph shows the

ratio between the average energy differences in horizontal and vertical for variations in identity (black bar) and gaze (grey bar) and further

illustrates that variations in identity and gaze differentially modulate horizontal and vertical component of the stimulus image. b. 2D illustration

of the normalized average energy differences related to identity and gaze variations depicted in a (see details in S1 File). c. Illustrative examples

of the egg-shaped and orientation-filtered face stimuli used in the identification experiment. d. Examples of the stimuli used in the gaze

categorization task. Filtered eye regions were pasted onto a stable full spectrum face context. The eleven gaze directions are illustrated below in

the horizontal+vertical condition.

https://doi.org/10.1371/journal.pone.0210503.g001

Flexible orientation switch for identity and gaze processing

PLOS ONE | https://doi.org/10.1371/journal.pone.0210503 January 25, 2019 3 / 17

https://doi.org/10.1371/journal.pone.0210503.g001
https://doi.org/10.1371/journal.pone.0210503


was restricted to the horizontal range, the vertical range, or their combination; the latter condi-

tion served as a baseline.

Materials and methods

Participants

Twenty-five students (UC Louvain, Belgium) gave their written informed consent to take part

in the experiment in exchange for monetary compensation (8 euros per hour of testing). Since

the total experiment lasted 2 hours, each participant received 16 euros. They were 20 females

and 5 males, aged 24 (± 5.6) on average (2 participants were left-handed). Optical corrections

were used when necessary. Participants had normal vision as verified by a Landolt C acuity

test and scored within the normal range on standard tests of astigmatism. The experimental

protocol adhered to the Declaration of Helsinki and was approved by the local ethical commit-

tee (Psychological Sciences Research Institute, UC Louvain). All participants except one per-

formed two experimental tasks: identification and gaze direction judgment.

Stimuli

Across experiments, stimuli contained either the horizontal (H), vertical (V), or both horizon-

tal and vertical (HV) content of the image.

Identity experiment. The identity experiment was adapted from Goffaux and Dakin [8]

experiment 1. Stimuli were twenty full-front photographs of unfamiliar Caucasian faces (half

females) posing in a neutral expression and staring at the camera (image size: 256 x 256 pixels).

Using Adobe Photoshop we embedded each face in an egg-shaped aperture to mask external

cues to identity (facial outline, hair, neck and ears) and restrict identity processing to inner

facial features, and normalized to obtain a mean luminance of 0 and a root-mean square

(RMS) contrast of 1. Images were filtered using 20˚-wide wrapped Gaussian filters centred on

either horizontal (H), or vertical (V) range (see details in [7, 8]; Fig 1c).

Gaze experiment. In the gaze experiment, participants judged the gaze direction of cen-

trally presented face stimuli presented one by one at screen centre. We selected one young

adult Caucasian model from the stimulus database of Vida and Maurer [31]. The model had

been photographed with a neutral expression while starring at positions ranging from 0˚ to

8.0˚ to the left and right of the camera lens, in five steps of 1.6˚ (see details on camera shooting

procedure in [31]), making up a total of 11 gaze directions. We extracted the eyes and brows of

the gaze images in Adobe Photoshop using a Gaussian contour selection (10 pixel progressive

selection). Luminance and RMS contrast were matched between left and right halves of the

eyes/brows image, and across the eleven gaze directions.

In Matlab 8.3.0.532 (R2014a), the 11 eyes/brows (one for each gaze direction) were pasted

on a grayscale picture of a different, so-called ‘base’, face (image size: 313 x 428 pixels). The

base face was of different identity but same gender as the gaze model. The base model posed

full front, with a neutral expression, and fixated the camera lens. The original eyes/brows of

the base face had been a priori removed using the patch tool in Adobe Photoshop, and hair,

ears and neck were cropped. Pasting the eye gaze directions on a fixed full spectrum base

model ascertained that participants judged gaze direction solely based on eye region and that

any performance difference across orientation ranges reflected the orientation tuning of gaze

processing and not of the entire face. Background luminance was set to grey (0.5 luminance

across RGB channels).

The eleven resulting compound images were normalized to obtain a mean luminance of 0

and a root-mean square (RMS) contrast of 1. Next, they were fast Fourier transformed, and

the resulting amplitude spectra were multiplied with wrapped Gaussian filters (with a standard
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deviation of 20˚) centred on vertical (0˚), horizontal (90˚), or both vertical and horizontal

angles. Filtering the compound stimuli (gaze direction varying on a stable base face) rather

than the full original gaze stimuli further warranted that across-orientation modulations were

related to gaze direction change only. Eyes and brows of the filtered compound images were

selected again in Adobe Photoshop using the Gaussian selection tool (same procedure as

above) and repasted on the unfiltered base face image (Fig 1d).

In both experiments, Horizontal+Vertical (H + V) stimuli were built by summing the H

and V filtered images. After inverse-Fourier transformation, the luminance and root-mean

square (RMS) contrast of all resulting images were adjusted to match mean luminance and

contrast values of the original image sets (i.e., prior to filtering).

Identity and gaze stimuli were displayed against a grey background (0.5 luminance across

RGB channels) using Eprime 2.0 at a viewing distance of 57 cm on a Viewpixx monitor (313 X

428 pixels, refresh rate: 75Hz, pixel size: 1920x1080). Identity stimuli subtended 6˚ (width) by

8˚ (height) of visual angle and gaze stimuli were 7.2˚ by 10˚. In each experiment, all stimuli

had equal luminance and RMS contrast.

Procedure

Participants were seated in a dimly lit room in front of the computer screen with their head on

a chinrest. They were instructed to fixate the centre of the screen. They performed the two

experiments in a pseudorandomized order. The procedure employed in each experiment was

adapted from past publications addressing the orientation dependence of identity processing

[8] and human sensitivity to gaze [31].

Identity experiment. In the identity experiment, participants were instructed to

respond as accurately as possible, using the computer keyboard, whether the pair of stimuli

were the same or different. On 50% of trials stimuli differed, on 50% they were identical. A

trial commenced with the presentation of a central fixation cross (duration range: 1250–1750

ms). The first stimulus then appeared for 700 ms, immediately followed by a 200-ms mask

(256 × 256-pixel Gaussian noise mask; square size of 16 × 16 pixels). Both the first stimulus

and the mask appeared at randomly selected screen locations across trials (by ± 20 pixels in x

and y dimensions). Along with the inclusion of the mask, spatial jittering prevented partici-

pants from basing their decisions on a fixed and restricted region of the stimuli. After a

400-ms blank interval, where only the fixation marker was visible, the second stimulus

appeared and remained visible until subjects made a response (maximum duration:

3000 ms).

In a given trial, faces belonged to the same filter-orientation or planar condition (i.e., both

H, both V, or both H + V; both upright, or both inverted). Upright and inverted trials were

clustered in 20-trial mini-blocks; the order of the other conditions (filter-orientation and simi-

larity) was random. There was a 10-s resting pause every ten trials. Feedback (a running esti-

mate of accuracy) was provided every 60 trials. Prior to the experiment, subjects practiced the

task over 70 trials. There were 12 conditions in a 2 × 2 × 3 within-subject design. The three fac-

tors were: similarity (same versus different), planar-orientation (upright versus inverted), and

filter-orientation (H, V or H + V). We ran 40 trials per condition, to give a total of 480 experi-

mental trials.

Gaze experiment. In the gaze experiment participants had to report as accurately as possi-

ble whether each face stimulus stared to the left, to the right, or straight at them (direct gaze),

using the left, right, or down arrow keys, respectively. A trial started with the central presenta-

tion of a fixation cross for a variable duration (randomly varying between 750 and 1000 ms).

Then the stimulus appeared at the center of the screen for 400 ms followed by a 200-ms
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Gaussian white noise mask (block size: 15 x 15 pixels; size: 315 x 435 pixels) of the same global

luminance and contrast as the gaze stimuli. A dark grey cue ‘REPONSE’ (response in French)

then appeared and stayed on screen until the response was given. Self-paced resting pauses

occurred every 55 trials during which participants received feedback about their average accu-

racy over the last block.

Gaze direction (11 directions) and image orientation content (H, V, and HV) varied ran-

domly from trial to trial and each gaze direction was equally likely. There were two experimen-

tal sessions on different days. In each session, participants performed 990 trials (60 trials per

conditions; total of 1980 trials).

Following task instruction participants completed 12 practice trials with the full spectrum

(non-orientation-filtered) versions of a different model of opposite sex than the one used dur-

ing the experimental trials. They received feedback after each practice trial in the form of a

green ‘CORRECT’ or a red ‘ERREUR’ (error in French) central label. Next, they performed 9

practice trials with orientation-filtered versions of the practice stimulus to get familiarized to

orientation filtered images. During practice, participants were presented with extreme left and

right gaze directions (-8˚ and +8˚) as well as direct gaze. Participants had to reach an overall

accuracy of 85% during practice in order to proceed to the experimental trials.

Data analyses

In the identity experiment, we estimated individual sensitivity (d0) based on hits and correct-

rejections in every planar-orientation and filter-orientation condition, following the loglinear

approach [34]. We submitted the sensitivity measures to a 2 × 3 repeated-measure ANOVA.

Conditions were compared using two-tailed paired t tests at a Bonferroni-corrected alpha

value of .0042 (for the 12 comparisons conducted).

Next, we computed an individual horizontal tuning index for upright and inverted faces

separately by subtracting d’ in V condition from d’ in H condition. As expected we observed

that a majority of participants had a strong H tuning index larger than 0 (21 out of the 24 sub-

jects tested in the identity experiment) when faces were upright; H tuning was comparably

weaker and less frequent (14 out of the 24 subjects) when faces were inverted.

To address whether H tuning observed for upright face identification generalizes to gaze

direction processing, we analysed the gaze direction performance of the 21 subjects who per-

formed the identification task and showed a significant H tuning for upright identification.

Individual datasets were compiled across the two sessions of the gaze experiment. Logistic

functions were fitted to the proportion of ‘left’ and ‘right’ responses as a function of stimulus

gaze direction using the Matlab 8.3.0.532 (R2014a) glmfit as done e.g. in Vida and Maurer

(2012). The selectivity or sharpness of averted gaze direction processing was estimated by the

logistic slope coefficient.

In line with past studies (e.g., [31]), we computed the inverse of the summed logistic func-

tions fitting “left” and “right” psychometric curves to derive the “direct” response function.

We estimated its peak (i.e., the deviation most likely to be perceived as being direct) and its

width, the so-called cone of direct gaze, by computing the distance (in degrees of gaze devia-

tion) separating the points of intersection of each logistic function with the “direct” function.

All fitting was conducted at the individual level.

We addressed the orientation dependence of gaze direction processing by comparing the

parameter estimates of the “left”, “right”, and “direct” psychometric fits across orientations

using one-way repeated measure ANOVAs with Orientation content as a within-subject factor

(3 levels: H, HV, V). Conditions were compared using two-tailed paired t tests at a Bonferroni-

corrected alpha value of .0055 (for the 9 comparisons conducted).
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To compare the orientation dependence of human sensitivity to gaze and identity, we com-

puted the Hedges’ g size of the performance difference across orientations (i.e., the difference

between the means divided by the pooled standard deviation; [35]). Orientation dependence is

quantified as the number of standard deviations separating the mean performance across ori-

entations. In the identity task, we first subtracted inverted from upright performance per indi-

vidual in order to evaluate the inversion effect, i.e. upright face-selective identification. Then

we computed the Hedges’ g for each orientation comparisons. The size of orientation differ-

ences in sensitivity to left, right, and direct gaze (i.e., logistic slope coefficient and cone of

direct gaze) was evaluated the same way.

Results

Face identification across cardinal orientations

The group-averaged (n = 24) identification performance is plotted on Fig 2. Table 1 details

sensitivity mean and 95% confidence interval for each Orientation content and Planar Orien-

tation condition.

Sensitivity in the identification task was significantly influenced by the orientation content

and planar orientation of the face stimuli (see statistic details in Table 2). As expected, the

interaction between these factors was significant.

When faces were upright, the main effect of Orientation content was substantial (F(2,46) =

61.97, p< .0001, partial η2 = .73). Sensitivity to identity decreased significantly from HV to H

and from H to V condition (two-tailed Bonferroni corrected t-test: ps< .0001). When faces

Fig 2. Face identification performance. Left. Group-averaged sensitivity (d0) per planar orientation (upright versus inverted) and filter-

orientation (horizontal, horizontal+vertical, vertical). Error bars are ± 95% confidence intervals. Right. Individual horizontal tuning index

(horizontal minus vertical d’) for upright and inverted faces separately.

https://doi.org/10.1371/journal.pone.0210503.g002

Table 1. Face identification performance in sensitivity d’ (n = 24; means and 95% confidence intervals).

N = 24 Horizontal Horizontal+Vertical Vertical

Mean 95% CI Mean 95% CI Mean 95% CI

Upright 2.17 [1.86 2.48] 3.02 [2.73 3.31] 1.49 [1.2 1.78]

Inverted 1.13 [0.92 1.33] 1.53 [1.3 1.77] 0.91 [0.71 1.11]

https://doi.org/10.1371/journal.pone.0210503.t001
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were inverted, the main effect of Orientation content was still robust but attenuated compared

to upright condition (F(2,46) = 25.414, p< .0001, partial η2 = .52). Sensitivity for HV stimuli

surpassed sensitivity for H and V (two-tailed t-test, with a Bonferroni-corrected alpha value

of .0042: ps< .0006), but was comparable between the latter conditions (two-tailed t-test:

p = .01).

Inversion impaired sensitivity in all orientation ranges (one-tailed Bonferroni corrected

t-test: ps< .0001); when compared across orientation ranges the magnitude of the inversion

effect was significantly stronger in HV, next in H, and last in V (two-tailed Bonferroni cor-

rected t-test: HV-H: p< .002, Hedges’s g: .78; HV-V: p< .00001, Hedges’s g: 1.24; H-V: .0004,

Hedges’s g: 0.82).

The finding that sensitivity to upright, but not inverted, face identity is highest in the H

than the V range of face information agrees with past evidence (e.g., [9, 11]). A robust H tun-

ing was found in 21 out of the 24 participants for upright face identification (see Fig 2); in con-

trast H tuning was weak and less frequent for inverted face identification.

Since the present work addresses whether H tuning generalizes to any task involving

upright faces, the subsequent analyses were conducted on the sample of participants showing

the expected H tuning for upright face identification, excluding the 3 participants showing the

reverse tuning for upright face identification.

Sensitivity to gaze direction across cardinal orientations

Fig 3 illustrates the group-averaged performance in the gaze categorization task. The propor-

tions of “left” and “right” responses were fitted by negative and positive logistic functions,

respectively. The function fitting the proportion of “direct” responses was obtained by sub-

tracting the sum of the “left” and “right” logistic functions from 1.

To estimate the sensitivity to averted and direct gaze we measured the sharpness of the

function relating the proportion of averted (“left” and “right”) and “direct” to the actual gaze

direction presented in each individual and orientation range. Sensitivity to gaze was estimated

based on the logistic slope coefficients for averted “left” and “right” likelihood and the size (in

gaze deviation degrees) of the cone of direct gaze for “direct” gaze response. The means and

95% CIs of the parameter estimates are provided in Table 3. Fig 4 compares the logistic and

the derived DG functions across orientations.

Repeated-measure one-way ANOVAs were performed for slope coefficients, peak and cone

estimates with Orientation content as a within-subject factor (see Table 2 for a summary of the

statistics).

Table 2. Summary of F statistics (n = 21).

Sensitivity to Identity

Two-way ANOVA

F statistic p value partial η2

Orientation Content 65.43 0.00001 0.74

Planar orientation 168.65 0.00001 0.88

Orientation x PlanarOrientation 23.13 0.00001 0.5

Sensitivity to Gaze

One-way ANOVA

F statistic p value partial η2

"Right" slope 33.1 0.0001 0.62

"Left" slope 66.96 0.0001 0.77

"Direct" Peak 0.15 0.85 0.01

"Direct" Cone 3.2 0.052 0.15

https://doi.org/10.1371/journal.pone.0210503.t002
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Orientation content significantly modulated the slopes of the logistic functions fitting “left”

and “right” response proportions. We tested for a potential effect of response type on the slope

steepness by submitting the absolute ‘left’ and ‘right’ slope values to a repeated-measure

ANOVA testing for the effect of Orientation content, and Response type (‘left, ‘right’). The

main effect of Orientation content was the only significant effect (F(2,40) = 65.76, p< .00001,

partial η2 = .77). Response type did not significantly influence slope values (main effect of

Response type: F(1,20) = 1.73, p = .2, partial η2 = .08); it also did not modulate the effect of

Orientation (Orientation content by Response type interaction: F(2,40) = .555, p = .58, partial

η2 = .03).

Orientation content only marginally modulated the width of “direct” gaze response func-

tion (i.e., the cone of direct gaze); it did not influence its peak.

Fig 3. Gaze categorization performance. Performance is plotted separately for each orientation condition. “Left”, “right”, and “direct”

responses are coded in blue, grey, and red colors, respectively. Dots depict group-averaged response proportions (n = 21). Error bars are ± 95%

confidence intervals. “Left” and “right” lines are the logistic fits to group-averaged “left” and “right” proportions of responses. The “direct” line

results from the subtraction of the summed logistic functions from 1.

https://doi.org/10.1371/journal.pone.0210503.g003

Table 3. Slope coefficients of “left” and “right” psychometric function, cone and peak parameters of the “direct” psychometric function. Mean and 95% confidence

intervals (n = 21).

Horizontal Horizontal+Vertical Vertical

mean ci mean ci mean ci

"Right" slope 0.44 [0.36 0.51] 0.74 [0.64 0.84] 0.58 [0.48 0.68]

"Left" slope -0.41 [-0.48–0.34] -0.74 [-0.82–0.65] -0.54 [-0.62–0.46]

"Direct" Cone 5.42 [4.5 6.33] 4.02 [3.55 4.48] 5.49 [4.62 6.36]

"Direct" Peak -0.69 [-2.06 0.67] -0.36 [-0.86 0.15] -0.72 [-1.46 0.02]

https://doi.org/10.1371/journal.pone.0210503.t003
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Slope coefficients and cone of direct gaze were compared across orientations by means of

two-tailed paired ttests at a Bonferroni-corrected alpha value of .00555 (Table 4). The slopes of

“left” and “right” response functions were steeper in HV compared to H and V, suggesting a

finer sensitivity to gaze direction when cardinal orientations are combined. Interestingly we

also found both slopes to be steeper in V compared to H.

The gaze deviation at which the proportion of “direct” reports culminated was close to 0˚,

with a negligible leftward bias, and did not differ across orientations. The cone of direct gaze

only marginally differed between HV and the other orientation ranges. It was similar between

H and V.

Do identity and gaze rely on orientation to a comparable extent?

The above results indicate that human sensitivity to identity and gaze tune to distinct cardinal

orientations, horizontal and vertical, respectively.

We wanted to compare orientation dependence more directly across tasks using a common

metric. We computed the size of the across-orientation difference in face inversion effect,

Fig 4. Parameter estimates of gaze categorization performance across orientations. Top. Logistic fits estimates of slope steepness for the

“left” and “right” responses (top). Bottom. Estimates of the peak and width (i.e., cone of direct gaze) of “direct” gaze responses. Line graphs

represent the same group-averaged (n = 21) fits to “left”, “right”, and “direct” psychometric curves (as shown on Fig 3) compared across

orientations. The bar graphs depict group-averaged parameter estimates and error bars are the ± 95% confidence intervals. Dots are individual

data points.

https://doi.org/10.1371/journal.pone.0210503.g004
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slope coefficients, and cone of direct gaze using Hedges’ g. Overall, orientation differences in

selectivity were of comparable magnitude across identity and gaze experiments, except for the

H versus V direct gaze cone difference, for which no significant difference was found. Interest-

ingly, it seems that for identification adding H input to V information (i.e., HV versus V com-

parison; grey bar on Fig 5) for gaze processing led to a comparable gain in performance as

adding V input to H information (i.e., HV versus H comparison; green bar on Fig 5). This

indicates that the combination of orientations facilitated processing of identity and gaze in an

unspecific way, through the accumulation of more information.

Table 4. Summary of t statistics and Cohen d effect size (n = 21).

Corrected alpha: .0055 t statistic p value degree of freedom CI Cohen d

"Right" slope H vs V -3.72 0.0014� 20 [-0.23–0.06] -0.61

HV vs H 8.65 0.00001� 20 [0.23 0.38] 1.12

HV vs V 4.2 0.0004� 20 [0.08 0.23] 0.58

"Left" slope H vs V 3.99 0.0007� 20 [0.06 0.2] 0.65

HV vs H -12.24 0.00001� 20 [-0.38–0.27] -1.26

HV vs V -7.89 0.00001� 20 [-0.25–0.14] -0.83

"Direct" cone H vs V -0.12 0.9058 19 [-1.32 1.17] -0.03

HV vs H -2.57 0.02 18 [-1.84–0.19] -0.72

HV vs V -2.43 0.025 18 [-2.22–0.16] -0.77

https://doi.org/10.1371/journal.pone.0210503.t004

Fig 5. Size of the orientation dependence in gaze and identity experiments. We computed the Hedges’ g of the across-orientation differences

for left and right gaze psychometric slope coefficients and for the cone of direct gaze; for identity, across-orientation difference was computed

on the size of the face inversion effect (upright minus inverted).

https://doi.org/10.1371/journal.pone.0210503.g005
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Discussion

The human face is a horizontally-structured stimulus, and the processing of identity is tuned

to the horizontal range. In contrast, gaze shifts are mostly represented in the vertical range. We

investigated whether the face processing system flexibly tunes to vertical information when

processing gaze direction, or whether it invariantly relies on the horizontal range, supporting

the domain specificity of orientation tuning for faces and the gateway role of horizontal con-

tent to access face information. Participants judged the gaze direction of faces staring at a

range of lateral positions. Stimuli selectively revealed the horizontal (H), vertical (V), or com-

bined (HV) content of the eye region. The participants additionally performed an identifica-

tion task with orientation-filtered upright and inverted face stimuli. Performance in both tasks

was best when the stimuli combined horizontally- and vertically-oriented content. This is not

surprising considering the fact that information was richer in this condition.

Most participants identified faces better based on horizontal than vertical information con-

firming the horizontal tuning of face identification. Horizontal tuning was strong for upright

faces, and substantially attenuated under the influence of inversion. These results confirm past

evidence that the horizontal tuning of face identification is not passively inherited from low-

level encoding stages tied to physical properties of the face image, but emerges at a high-level

stage where upright and inverted faces employ distinct processing chains ([11, 16, 18]; see also

our image analyses).

The same individuals who showed a horizontally-tuned sensitivity to upright face identifi-

cation revealed a vertically-tuned sensitivity to gaze direction on average. The psychometric

functions fitting the “left” and “right” response proportions as a function of gaze direction

were indeed steeper when based on vertical than on horizontal information. In other words,

the mechanisms involved in the fine perception of averted gaze direction were most sensitive

when relying on the vertical information present in the eye region. The finding of a vertically-

tuned processing of gaze direction favours the hypothesis that visual encoding of face informa-

tion flexibly switches to the orientation channel carrying the cues most relevant to the task at

hand. Several authors proposed that simple low-level mechanisms coding the iris/sclera lumi-

nance configuration may be sufficient to determine gaze direction ([29, 36–38] but see [39] for

adaptation evidence pointing to a high-level locus). The finding that our participants preferen-

tially relied on the vertical range where image energy fluctuations were the most prominent

supports the viability of such a low-level mechanism. More generally, it suggests that the orien-

tation tuning of identity and gaze processing may emerge at different (high and low, respec-

tively) levels of visual processing.

While participants matched whole face identity in the identity task, they were explicitly

instructed to focus on the eye region in the gaze task. The differential reliance upon cardinal

orientations across these tasks may therefore stem from differences in the spatial extent of

the task-relevant information (i.e., whole face identity versus local gaze direction). In S1 Fig

and S2 File, we provide evidence that face identification preferentially relies on horizontal

cues even when based on the local analysis of the eye region. This suggests that the identity

processing is horizontally-tuned, irrespective of the global versus local nature of the task and

stimuli.

In order to challenge the domain-specific hypothesis, we deliberately concentrated our

investigation on the perception of lateral gaze shifts, which are conveyed by the vertical struc-

ture of the eye region. Humans are most sensitive to lateral gaze shifts [31, 33]. However, gaze

also shifts in vertical (up/down) direction, resulting in energy fluctuations in the horizontal

range (image analyses not shown here). It is likely that the processing of vertical gaze shifts

preferentially relies on orthogonal horizontal input.
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While the sensitivity to averted gaze shifts was sharper for vertical than horizontal stimuli,

sensitivity to direct gaze as indexed by the peak and width of the distribution of ‘direct’ gaze

responses, namely the cone of direct gaze, did not disclose any preference for horizontal or

vertical oriented information. Instead the so-called cone of direct gaze (COD) increased com-

parably in each range compared to the condition where orientations were combined (HV).

The values reported here matched those previously reported indicating the validity of our

measures (range from 5 to 7.5˚; see review in [33]). Past studies further showed that humans

have a prior expectation that another’s gaze is directed towards them with stimulus uncertainty

increasing the COD [40, 41]. The broadening of COD we observed here in horizontal and ver-

tical ranges may reflect the increase in stimulus uncertainty and, therefore, the increased reli-

ance on direct gaze priors.

When put on a common metric, orientation dependence was comparable in strength for

gaze and identity encoding (Fig 5). This suggests that the predominant horizontal structure of

the eye region and of the surrounding face did not mitigate the flexible tuning to vertically-ori-

ented gaze cues. A closer look at the conditions where horizontal and vertical information was

combined is informative with this respect. If the horizontal structure of the face stimulus were

to provide a privileged gateway to any type of facial cue, it should strongly facilitate the pro-

cessing of vertical gaze cues, whereas providing vertical information along with horizontal

input should only minimally improve identification performance. Contradicting this view, we

observed comparable performance benefits suggesting that the absolute predominance of hori-

zontal information in the face stimulus and the eye region did not interfere with the preferen-

tial reliance on vertical cues when processing gaze.

The past and present findings suggest a relative preservation of primary features like orien-

tation at high-level levels of visual processing. The mechanisms empowering such preservation

are unclear. Since the present behavioural evidence only reflects the final output of a complex

visual processing chain, we cannot rule out that early stages of gaze processing are invariably

driven by the predominant horizontal structure of the face and the eye stimulus. As proposed

by Dakin and Watt [7], the face stimulus and its features may be initially signalled via their

massively horizontal structure, which would serve as an index for further processing of e.g.,

identity, gaze direction, emotion. Alternatively, the different orientation ranges coded in pri-

mary visual cortex may project onto different high-level regions for further processing with

horizontal signals preferentially targeting ventral regions responsible for identity coding and

vertical signals reaching dorsal regions involved in the coding of gaze direction. With this

respect it is interesting to note that electrophysiological recordings recently indicated the co-

existence of vertically- and horizontally-tuned face-selective regions within the monkey infero-

temporal cortex [42]. Addressing the spatiotemporal dynamics of orientation tuning and inte-

gration along the ventral (and dorsal) visual pathways of the human brain will be the goal of

our future investigations.

In natural settings human observers simultaneously sample different types of face informa-

tion (e.g., gaze, expression, identity, etc.). In the present experiment, participants exclusively

focused on the gaze direction of a single identity (in line with past studies using a similar

design; e.g., [31]). There are only a few studies addressing the mutual influence of gaze and

identity processing (e.g., [43–45]). How the visual system prioritizes selective ranges of orien-

tation in these parallel processing conditions should also be further investigated. Considering

the coarseness, i.e., the predominantly low spatial frequency content, of vertically-oriented

gaze cues (S2 Fig), their processing at distance and/or in the periphery may be exceptionally

fast and efficient.

Even though identity and gaze are likely processed in parallel in everyday life, their process-

ing has been proposed to rely on separable mechanisms and representations [39, 46]. The
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distinct orientation dependence profiles for identity and gaze processing we report here fur-

ther supports such functional separation. Gaze is a core visual cue that governs social commu-

nication among humans. The fact that it is carried by basic stimulus properties (i.e., energy

fluctuations) within an orientation range orthogonal to the one relevant for identity may be

particularly advantageous at a computational level.

Conclusions

The present findings suggest that the predominant horizontal structure of the face stimulus is

not a mandatory gateway of face processing. Instead, they show that the orientation tuning of

human face processing flexibly switches to the orientation range carrying the most relevant

cues for the task at hand. These findings open new exciting perspectives towards a better

understanding of feature preservation along the visual pathway.

Supporting information

S1 Fig. Sensitivity to local identity variations. A. Illustration of the congruent-same (i.e.,

fully identical faces) and different-incongruent (i.e., identity differences restricted to the eye

region) pairs of the congruency paradigm (adapted from Fig 7 in [8]). B. Group-averaged sen-

sitivity to identity differences restricted to the eye region. Error bars are 95% confidence inter-

vals.

(DOCX)

S2 Fig. Orientation profile of gaze direction variations in low, medium and high spatial

frequencies. Since the focus of this work is on the orientation dependence of identity and gaze

processing, image analyses were performed but then averaged across spatial frequencies. Here

the plot shows the average image energy differences resulting from variations in gaze direc-

tions (as plotted on Fig 1a, right plot) as a function of orientation selectively in the low, middle,

and high SF bands of the eye image. This plots indicates that the vertical predominance of gaze

direction cues is most notable in the low to mid SF. At high SF, gaze shifts the horizontal fine

structure of the eye likely due to the slight displacement of the lower lid (see Fig 1b). Error bars

are 95% confidence intervals. (see S1 File).

(DOCX)

S1 File. Image analyses. We evaluated how stimulus variations in gaze direction and identity

influenced image energy profile across orientations. For gaze direction, we delineated the eye

region in the 11 full-spectrum images (one for each gaze direction), replaced all pixels outside

this region by grey values, and cropped the image to fit eye region borders in order to capture

energy variations selectively induced by gaze shifts. For identity, we analysed the egg-shaped

20 face identities used in the face identification experiment.

(DOCX)

S2 File. Sensitivity to local identity variations. A notable difference between the identity and

the gaze experiments described in the main manuscript is the spatial extent of the task-relevant

cues. Gaze cues are by definition local and participants were instructed to focus on the eyes to

categorize gaze direction. In contrast, in the identity experiment, participants had to match

whole faces and identity variations extended to the whole face surface. To address whether face

identity still best processed in the horizontal range when based on local identity cues, we re-

analysed the behavioral data of the experiment 4 reported by Goffaux and Dakin (2010), in

which participants were instructed to process faces locally.

(DOCX)
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S3 File. Raw data files. Eprime log files were merged across gaze experiment sessions.
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